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Abstract—There has been increasing attention paid to small area variation in hospital discharge rates. While there is general agreement about the importance of correcting for the migration of patients to hospitals outside their geographic area when constructing population-based hospital use rates for these small areas, there have been no studies of the sensitivity of simple correlations or multiple regression results to these adjustments. Given the paucity of patient origin data, which is needed to adjust hospital discharge rates for patient crossovers, the problems of measurement error present in the more readily available site-of-care data need to be addressed. This paper analyzes the variation in hospital discharge rates, both an unadjusted site-of-care rate and an adjusted patient origin rate, across the 68 counties in the lower peninsula of Michigan in 1980. The results indicate that both simple correlations and multiple regression results of these rates with socio-economic and health care resource characteristics of the counties are very sensitive to the specification of the discharge rate, with the analysis of the unadjusted rate potentially leading to incorrect policy recommendations. The explanatory power of the socio-economic characteristics is underestimated and that of health care resource measures most likely overestimated when the discharge rate is not adjusted for patient crossovers.

INTRODUCTION
Understanding why hospital use rates differ is important because of the need to forecast future utilization and in some cases, given the uncertainty about the desirability of such variations, to recommend appropriate policies to change high or low rates [1-3]. Although many studies have sought to explain the variation in hospital utilization rates across geographic areas, there is disagreement on the role of potential explanatory factors, such as socio-economic characteristics, availability of health care resources, and variations in physician practice styles. This is especially true for small area variation, which is of particular interest to most local and regional planners. Unfortunately, the data needed to analyze the determinants of small area variation in hospital rates are rarely obtainable.

There are three strategies that can be pursued by analysts interested in small area variation: (1) re-analyze existing, perhaps improved, data sets on the Medicare population and on the selected states for which patient origin data are available; (2) create new data sets, which is an expensive and time-consuming proposition; or (3) rely on site-of-care utilization data, which are readily available for all hospitals in the U.S. from the American Hospital Association's (AHA) Annual Survey. The purpose of this paper is to illustrate the problems associated with pursuing the third, and perhaps most important strategy by comparing the analysis of the variation in hospital discharge rates in Michigan calculated using the AHA site-of-care data to the analysis of the variation in hospital discharge rates using patient origin data.

NATURE OF THE PROBLEM
Those interested in explaining the variation in hospital utilization and predicting future utilization are faced with two potential problems. The first is error in the measurement of utilization rates that results from relying on site-of-care data unadjusted for patient origin. The second is omitted variable bias, a methodological problem exacerbated by small samples or limited data on determining factors. While neither problem is unsolvable, obtaining the data needed to avoid both is difficult.

Measurement error
There is an important distinction between patient origin and site-of-care data. Patient origin data give hospital utilization information for the residents of an area, independent of the location of the hospital. Site-of-care data are utilization figures of hospitals, regardless of the residence of the patient.

One of the major advantages of patient origin data is the ability to develop a population-based data set. Utilization rates can be adjusted for patient "crossovers", either residents going to a hospital outside the area or nonresidents coming into area hospitals. In most cases, the rate is adjusted by changing the numerator to include all hospital utilization of residents in an area, regardless of the location of the hospital used by the residents. In contrast, site-of-care data do not make it possible to adjust for patient crossovers, and therefore result in error in the measurement of the utilization rate of a particular geographic area, underestimating the use rate of an area with a net outflow of residents to hospitals in other
areas and overestimating the use rate of an area with a net inflow.

When comparing the hospital utilization rate among geographic areas, it is important to correct for patient crossovers [4-6]. For example, Ginsburg and Koretz [4] point out that areas with higher than average bed-to-population ratios are more likely to have a large number of patients coming into the area to use those hospital facilities. Without correcting for this inflow of patients, the observed positive association between the bed rate in the community and the number of hospital admissions overstates the true relationship. Similarly, in a multiple regression, if the measurement error in the utilization rate is correlated with any included independent variables, the estimated coefficients on those variables will be biased.

**Omitted variable bias**

Many of the patient origin studies compare age-adjusted rates for various clinical procedures across small areas. These comparisons, and simple correlations between these rates and socio-economic and health system factors, have led some researchers to conclude that population characteristics are not correlated with use rates [7-11] and that some of the variance is explained by the availability of beds and physicians in the area [7-9]. These researchers also suggest that, to a large degree, the variation is due to differing physician practice styles.

A limitation of these population-based studies is the inability to control for multiple, or confounding, effects. Few of the studies using patient origin data have had a large enough sample and access to the data necessary to perform multiple regression analyses that control for these multiple effects. Although the few studies with controlled analyses have been limited to one segment of the population—either Medicare enrollees [4, 12, 13] or the residents of one state [14, 15]—and therefore may not yield generalizable results, all have shown that both socio-economic and health care resource factors are significant determinants of the variation in hospital utilization rates. Recently, Knickman and Foltz [16] found that population factors were more important in explaining the difference in use rates between New York City and Los Angeles, but that health care system characteristics were more important when comparing the use rate of 4 large Northeast Standard Metropolitan Statistical Areas (SMSAs) with 8 large Western SMSAs.

A major advantage of using site-of-care data is that they are usually available for many areas and are accompanied by data for other socio-economic and health care resource characteristics that may affect utilization. Studies using these data are therefore able to study hospital variation among a larger group of areas and to isolate the effects of particular population or health care services system characteristics through multiple regression techniques. Most of these studies have found that both socio-economic factors thought to influence demand, such as the age distribution of the population, and health system factors hypothesized to affect both demand and supply, such as the number of beds per capita, are statistically significant determinants of the variations in hospital use rates [17-20].

The results of the studies using multiple regression techniques indicate the need to control for the variation in both socio-economic and health care resource factors before concluding that the observed variation in utilization rates is due to some unobserved factor such as physician practice style, or to some observed, but not isolated, factor such as the supply of beds [1, 4, 6]. Failure to control for the contribution of these other factors in explaining the variation in use rates may result in omitted variable bias, and incorrectly concluding that the variable studied is the primary determinant, when it may in fact serve as a proxy for several omitted variables.

**Research needs**

Unfortunately, the data needs for a small area variation analysis of use rates adjusted for crossovers are often in conflict with the data needs of an analysis of use rates controlling for other determinants of hospital utilization. The first requires hospital utilization data with patient origin information for appropriately defined "small areas"; the second requires hospital utilization data for a large sample of areas for which there are complementary data bases.

To begin with, patient origin data are not readily available for most population groups. The samples of most national surveys, such as the Health Interview Survey, that do give utilization data by residence, are designed to yield national and regional estimates, not estimates of hospital use of small areas. These data cannot therefore be used to measure the variation in use across small areas. Theoretically insurance claims data exist for all groups, but in practice they are not accessible to most researchers. The one exception is the Medicare claims database, when can be used to examine the variation in hospital use by Medicare enrollees across small geographic areas. In addition, population-based data sets have been developed for several states, including 6 New England states [7, 8, 21], Washington [9], Manitoba [10, 11], Iowa [22], and Michigan [15].

The data requirements for a controlled analysis are quite stringent. Ideally, to answer the question of whether the factor of interest, for example bed supply, is responsible for the variation in hospital use rates, we need data on several areas that are identical in all factors that influence hospital use except for the number of beds per capita. Such data sets are rarely available. Some analysts have responded to the problem by looking at the change in utilization in one area over time, where they felt justified in assuming that only the factor of interest changed [23]. Others have matched areas according to a subset of use-determining factors, such as age and sex [11]. In both cases, if other, noncontrolled, factors are changing, the results can be misleading. To avoid this, a common approach is to employ a multiple regression technique in which an array of use-determining factors can be included and, therefore, the effect of a single factor can be isolated. A major limitation of this approach is the need to obtain data for all hypothesized determinants for a reasonably large sample, which presents a problem for many small area variation studies.

In summary, many of the patient origin studies have relied on simple correlations or rankings and are
therefore subject to omitted variable bias. The few patient origin studies that have been able to use multiple regressions and control for the many determinants of hospital use are limited to Medicare patients and a few geographic areas. AHA data, while allowing for a controlled analysis, do not have patient origin information and therefore will yield errors in the measurement of use rates. What follows is an illustration of the incorrect predictions and policy recommendations that could result from using these inappropriate, but accessible, data.

AN ILLUSTRATION OF THE PROBLEM

The model

The goal of the model of hospital utilization developed was to identify the population and health care system characteristics associated with the variation in hospital discharge rates across the 68 counties in the lower peninsula of Michigan in 1980, comparing the estimated effects of those characteristics on the variation in discharge rates using site-of-care data with their effects on discharge rates using patient origin data. A single-equation reduced-form regression model stemming from underlying behavioral models of supply and demand determination was estimated for each of the rates. Hospital use is specified as a function of exogenous factors that may determine the demand or the supply of hospital care. These factors fall into two general categories: population characteristics, such as socio-demographic and economic factors, and health care resource measures. The equation to be estimated takes the following general form:

\[ D_i = a + bP_i + dH_i + e_i \]  

(1)

where \( i \) denotes the unit of observation (in this case, county), \( D \) is the discharge rate, \( P \) is a vector of population characteristics, \( H \) is a vector of health care market factors, and \( e \) is the disturbance term.

Data

The data needed to estimate this model came from two sources, the Area Resource File (ARF) and the Michigan Inpatient Data Base (MIDB). The ARF, compiled annually by the federal Department of Health and Human Services, is a county-based file consisting of data provided by a wide variety of sources, including the AHA, the American Medical Association (AMA), the National Center for Health Statistics (NCHS), and the Bureau of the Census. The data provided by the AHA are based on the annual survey of all hospitals in the U.S. The AMA data come from several surveys of member physicians, some of which are conducted annually, others which are repeated every few years. The data supplied by NCHS are similarly drawn from a variety of surveys, the frequency of which varies. The Census data are from the 1980 Census of Population and Housing. The MIDB is a patient origin database, capturing all hospital discharges for Michigan residents from short-term Michigan hospitals and from border hospitals in Indiana, Ohio, and Wisconsin.

Discharge rates

Two different discharge rates were calculated and each was used as a dependent variable in the analysis. The first discharge rate, based on AHA data, was calculated by dividing the total number of discharges from short-term general hospitals in county by the population of county. The resulting site-of-care discharge rate does not account for patient crossovers, that is, residents of county, admitted to hospitals in county, and residents of county, admitted to hospitals in county. The derivation of this rate closely parallels that of several studies of the variation in hospital admission rates [17, 18, 20, 24, 25].

The second discharge rate, using MIDB data, follows the approach for adjusting for patient crossovers of Wennberg and Gittelsohn [7] and of most subsequent researchers who have relied on patient origin data. The rate was calculated by dividing the total number of discharges from any short-term general hospital in Michigan and nearby hospitals in Indiana, Ohio, and Wisconsin for the residents of county by the population of county. The resulting population-based rate captures the hospital use rate of the population in county. Not all hospital discharges may be included, however. For example, it is possible that Michigan residents may enter a hospital in another state while on vacation, or choose to go to Mayo Clinic. Analysis of the Medicare claims database for 1980 reveals that a very small percent of hospital discharges for Michigan residents eligible for Medicare occur outside the state. The number of discharges outside the state for other population groups is not known. To the extent that these excluded discharges are not randomly distributed across counties in Michigan, but are correlated with other determinants of hospital use, the problems of measurement error still hold.

Explanatory variables

The community characteristics included as explanatory variables in the model are described in this section (see also Table 1). As is always the case, there are several variables available to capture each hypothesized relationship, and various ways to measure each variable. Problems of multicollinearity and advantages of a parsimonious model make it undesirable to include every possible measure. The model was specified in light of the results of previous studies of the variation in hospital discharge rates. It is hypothesized in this model that each variable affects hospital use by determining either the demand or the supply of hospital services.

Population variables

Age: OLD, OLDER. The need for and use of hospital services is hypothesized to increase as age increases. Most researchers have found that areas with a higher percent of the population over the age of 64 have higher admission rates [18, 20]. In addition, studies of Medicare enrollees also indicate that areas with proportionately more enrollees 75 and older, often referred to as the “old old,” have higher admission rates than areas with a younger Medicare population [12, 13, 19].

Economic factors: INCOME, POVFAH, BANK. Several economic variables were included to capture both the individual’s ability to purchase and the community’s ability to provide hospital care, which are expected to lead to higher levels of hospital use.
Table 1. Definitions, means, and standard deviations of variables: 68 counties in lower peninsula of Michigan, 1980

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Mean (standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEPENDENT VARIABLE: Discharge Rate</strong></td>
<td>Total number of discharges from short-term general hospitals in county, per 1,000 population in county, in 1980; 132.9 (85.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Patient origin</strong></td>
<td>Total number of discharges from short-term general hospitals by residents of county, per 1,000 population in county, in 1980; 167 (30.3)</td>
<td></td>
</tr>
</tbody>
</table>

**INDEPENDENT VARIABLES:**

**Population characteristics:**

- OLD: Percentage of population 65 to 75 years of age, 1980; 7.4 (2.3)
- OLDER: Percentage of population 75 years of age and older, 1980; 4.4 (1.0)
- POVFMLY: Percentage of families below poverty line, 1979-80; 9.1 (3.0)
- INCOME: Average personal income per capita, 1979-80; 7942 (1482)
- COLLEGE: Percentage of those 25 years of age and older with a college education, 1980; 11.7 (5.4)
- INFMORT: 5-yr infant mortality rate per 1,000 births, 1974-78; 13.9 (2.4)
- BANK: Total personal and corporate deposits in commercial banks and savings and loan institutions per capita, 1980; 4741 (1279)

**Population size:**

- TINY = 1 if population was less than 25,000; 0.34 (0.48)
- SMALL = 1 if population was 25,000 to 50,000; 0.20 (0.41)
- MEDTHIM = 1 if population was 50,000 to 250,000; 0.35 (0.48)
- LARGE = 1 if population was 250,000 or more; 0.10 (0.31)

**Health care resources:**

- PHYSPC: Number of patient care physicians (MD and DO) per 1,000 population, 1980; 1.03 (0.86)
- PHYSPR: Percentage of patient care physicians who are primary care physicians, 1980; 59.0 (18.9)

Population size: TINY, SMALL, MEDIUM. In contrast to many of the states on which small area variation studies have been conducted that consist mainly of rural areas, Michigan is made up of rural, small city, and large urban areas. There are many reasons to expect the admission rate in rural areas to be different from that in small cities or urban areas. Population density has been hypothesized to reflect availability of care. Shorter commuting distances in heavily populated areas may make it easier to utilize ambulatory care. This substituting of ambulatory for inpatient care would lead to lower admission rates in more densely populated areas [17, 20]. Physician practice styles, particularly the propensity to admit, may differ in rural and urban areas [9]. Cultural attitudes toward health care and patterns of disease may also differ. To test for these differences, as well as to control for any omitted variables that are correlated with the size of the population, three population size dummy variables were added.

Health care resource variables

Physician availability: PHYSPC, PHYSPR. The direction of the effect of physician availability on hospital utilization is not clear. As pointed out by Eisenberg [30], there are many hypotheses regarding how and why physicians influence hospital utilization. If a higher concentration of physicians per capita indicates increased access to preventive and outpatient care, then hospital use in such an area would be lower. However, if a higher concentration causes individual physicians to face a decrease in patient load, then these physicians may respond by performing more procedures requiring hospitalization per patient in order to reach a targeted income. Again, empirical results differ, with studies of the Medicare population that used patient origin data supporting the hypothesized negative relationship [12, 13, 19], and studies of other population groups that used site-of-care data supporting the alternative hypothesis [17, 18, 24].

The predicted impact of having a greater proportion of physicians who are primary care physicians is more straightforward. Primary care physicians are more likely to treat patients outside the hospital. Previous research has consistently found that areas with a higher proportion of primary care physicians experience a lower hospital admission rate [15, 17, 18, 24].

Hospital bed availability. Another health care resource variable often included in analyses of the variation in hospital use rates is a measure of the availability of short-term hospital beds in the area. Following a study by Roemer and Shain [29], many researchers have hypothesized that a higher number of beds per capita in an area results in higher admission rates in that area. Several analysts have recognized the problem of endogeneity in this relationship—not only may higher bed availability lead to higher use rates, but higher use may also lead to higher bed rates [4, 18, 20]. Disentangling the two effects, while theoretically possible, is in practice very difficult. In addition, the bed rate in an area is itself some linear combination of most of the factors hypothesized to determine the use rate. When included as an explanatory variable, the bed rate often

[15, 17]. However, to the degree that individual financial status also reflects the ability to purchase preventive care and to reduce the need for hospital services, income per capita will be negatively associated with hospital use and the percent of the families below the poverty line will be positively associated with use [18, 26]. While third-party coverage, both private and public, is hypothesized to affect hospital utilization, the only reliable information on coverage at the county level is the number of residents who are covered by Medicare. To the extent that private insurance coverage is correlated with income and that public coverage is correlated with age (Medicare) and poverty (Medicaid), by including these three variables in the model the effects of the related third-party coverage are also captured.

Education: COLLEGE. Education is hypothesized to be positively associated with health status and therefore negatively associated with hospital use [15, 26, 27].

Mortality: INFMORT. The infant mortality rate is intended to serve as a proxy for any differences in the overall health status of a community that are not captured by the other population variables. A standardized mortality rate adjusted for age and sex composition of the county population was also calculated and included in alternative regressions not reported here. The coefficients on the other variables did not change, and the mortality rate was not statistically significant.
dominates the individual effects of these other factors, thus making it difficult to assess their individual contributions to the variation in hospital use rates. For these reasons, bed rate is not included in this study. It is recognized that the estimated effects of certain included variables, such as physicians per capita, may be capturing not only the direct effect of physician supply on hospital use, but also the indirect effect of bed supply.

RESULTS

Comparison of the two discharge rates

Both the means and the standard deviations of the two county discharge rates, those using site-of-care data, not adjusted for patient crossover, and those using patient origin data, differ (Table 1). The mean value for the site-of-care discharge rates is considerably lower, 133 vs 167, reflecting the presence of 0 values. When using the AHA data, which give the number of discharges from member hospitals, the unadjusted discharge rate for the seven Michigan counties without hospitals is, by definition, equal to 0. This is clearly an underestimate of the true use rate of those counties. The problem is not only with the 0 values, however, but with virtually all of the observations. For example, those counties with large tertiary hospitals have very high unadjusted discharge rates, reflecting the inflow of patients from neighboring counties with smaller, less sophisticated community hospitals.

In addition, the error in measurement varies systematically with several community characteristics that have been found to affect hospital utilization. Counties with no hospitals or with only small hospitals (fewer than 100 beds) experienced a net outflow of residents and had significantly more older people, more poor families, lower levels of education, fewer physicians per capita, and a higher proportion of primary care physicians than did counties with at least one large hospital (greater than 300 beds), which experienced a net inflow of patients. Therefore, any simple comparison of community factors with these discharge rates will yield misleading conclusions, and any regression using the incorrect discharge rate will yield biased estimates of the effects of those variables.

An example of how such simple comparisons can be misleading is the relationship between the site-of-care discharge rates and the bed rates. Figure 1a shows a scatterplot of the unadjusted discharge rate and the ratio of short-term general beds per 1,000 population in each county. From this plot it would appear that there is a very strong positive relationship between the supply of beds and the discharge rate. Moreover, such a positive relationship is consistent with the results of several prior utilization studies. Once the discharge rates have been adjusted for patient crossovers, however, the relationship no longer holds, as can be seen in Fig. 1b, suggesting that hospitals in counties with high bed rates are used, does not add to our understanding of the relationship between bed supply and use. For example, six of the seven Michigan counties with no hospitals have above average adjusted discharge rates. If beds from other counties are apportioned to these six counties according to use, then the adjusted bed rates for these counties will increase and reflect this higher use. The question of interest—why do residents of these counties with no hospital have higher than average hospital use rates?—remains unanswered, however.

Another interesting example is the relationship between use and education. As illustrated in Fig. 2a, the percentage of the county population 25 and over with a college education is positively associated with the county’s unadjusted discharge rate. This positive relationship is contrary to expectations. It results from counties with large hospitals being more likely to have not only high unadjusted use rates but also a higher percentage of college graduates. In contrast, the negative relationship between education and use, which has been found in studies in which individuals were the unit of observation, is seen in Fig. 2b, when the adjusted discharge rate is used.

Regression results

The results of the regression analyses, shown in Table 2, provide additional insight into the importance of correcting the discharge rate for crossovers, particularly when analyzing utilization at the county level. For both the adjusted and unadjusted hospital discharge rates, a fairly large percentage of the variation is explained by the model, although the model fares better with the unadjusted discharge rate, explaining 77% of the variation vs only 60% with the adjusted rate.
Another difference is in the relative contribution of different sets of variables. In the first set of regression, with the unadjusted site-of-care discharge rate as the dependent variable, population characteristics (OLD, OLDER, POVFAM, INFMORT, INCOME, COLLEGE) by themselves explain 18% of the variation in the discharge rate. Adding community resource measures (BANK, TINY, SMALL, MEDIUM) explains an additional 28%. The health care resource measures (PHYSPC, PHYSPR) explain another 31% of the variation. These results imply that the availability of community and health care resources, measured by community wealth, size, and physician manpower, is the primary determinant of discharge rates.

The reverse pattern is true for the second set of regressions, using the adjusted patient origin discharge rate. In this case, the set of population characteristics explains 61% of the variation. Adding the community resource characteristics actually reduces the adjusted $R^2$. This suggests that when discharges are tied to the origin of the patient, the characteristics of the patient population are the important determinants of utilization, which is not a surprising result. With a discharge rate that is linked to the hospitals in a geographic area, the health care resource factors associated with the presence of hospitals, such as the number of physicians per capita and the percentage of those physicians who are primary care physicians, are going to be strongly correlated with use. The population based characteristics of counties, however, are being correlated with the use of patients in the hospitals in counties, not with the use of the residents, and are therefore not strongly associated with that use. When the discharge rate is corrected and then correlated with the characteristics of the population it represents, it is not surprising that these population characteristics as a group are significant determinants of that use.

A good illustration of the differences are the estimated effects of the variable OLD, the percentage of the population 65-74 years of age. With the unadjusted site-of-care discharge rate, OLD has a significant effect, with a coefficient of -23.15***. However, when the discharge rate is adjusted, the effect of OLD is reduced and becomes non-significant.

### Table 2. Comparison of regression results, site-of-care discharge rates vs patient origin discharge rates: 68 lower peninsula Michigan counties, 1980

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unadjusted rate (AHA) (Site-of-care)</th>
<th>Adjusted rate (MIDB) (Patient Origin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONST</td>
<td>-124.69</td>
<td>125.99***</td>
</tr>
<tr>
<td>OLD</td>
<td>-31.94***</td>
<td>2.92**</td>
</tr>
<tr>
<td>OLDER</td>
<td>-31.77***</td>
<td>1.47**</td>
</tr>
<tr>
<td>POVFAM</td>
<td>11.35**</td>
<td>2.38*</td>
</tr>
<tr>
<td>INCOME</td>
<td>0.01</td>
<td>-0.02**</td>
</tr>
<tr>
<td>COLLEGE</td>
<td>3.41</td>
<td>-2.40***</td>
</tr>
<tr>
<td>INFMORT</td>
<td>3.98</td>
<td>-2.61***</td>
</tr>
<tr>
<td>BANK</td>
<td>0.04***</td>
<td>0.003</td>
</tr>
<tr>
<td>TINY</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>SMALL</td>
<td>71.47</td>
<td>0.18</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>33.43</td>
<td>0.003</td>
</tr>
<tr>
<td>PHYSPC</td>
<td>75.84***</td>
<td>0.003</td>
</tr>
<tr>
<td>PHYSPR</td>
<td>-1.89***</td>
<td>0.003</td>
</tr>
</tbody>
</table>

$R^2$ = 0.18

*Significant at 0.90 confidence level.
**Significant at 0.95 confidence level.
***Significant at 0.99 confidence level.
adjusted discharge rate, the negative coefficient on OLD indicates that counties with an above average concentration of older people have below average discharge rates, a finding that contradicts expectations and the results of studies of individuals' hospital use. In actuality, this result is biased due to the error of measurement in the discharge rate, reflecting the fact that counties with no hospitals, or only small hospitals, and therefore underestimated discharge rates, tend to be characterized by older populations. Once the discharge rate is corrected for the use by these populations of large hospitals in other counties, the anticipated positive relationship is estimated.

The results also reflect the order in which the groups of variables were entered. The rationale for entering the population characteristics first is that physician supply factors are hypothesized to be determined in part by those same population characteristics. If entered first, the physician variables would capture the indirect effect of the population characteristics as well. Entering them last yields estimates of their net effect on discharge rates. In fact, if the health care resources variables are entered first, they explain 47% of the variation in the unadjusted rate, and 19% in the adjusted rate. The community resource variables then explain an additional 14 and 18% respectively, and the population characteristics, the remaining 16 and 23%. The relative significance of the health care resource factors increases in both cases, most noticeably for the adjusted discharge rates.

In the second set of regressions, where the adjusted patient origin rate is the dependent variable, all but one of the population variables do not have statistically significant coefficients. This may be attributable to multicollinearity between these factors, with several variables splitting the group's effect on the discharge rate. Only the level of education in the county appears to be statistically significant, even though the population characteristics as a group explain 61% of the variation.

It should also be noted that when analyzing the variation in the adjusted patient origin discharge rates, the unadjusted physician per capita rate may not capture the true effect of physician supply on hospital use. Measures of the physician in county, are appropriate to the extent that the physician in county, is the person making the decision either to admit the patient from county, to a hospital in county, or to refer a patient to a hospital in another county, which then results in an admission. The influence of physician availability in counties with major referral centers in determining the admission rates of patients from county, is ignored, however.

**IMPLICATIONS FOR FUTURE RESEARCH**

The results obtained in explaining small area variation in hospital use with the ARF unadjusted discharge data, the only data set for multiple population groups readily available to most researchers, are clearly misleading. However, without the comparison to the patient origin adjusted discharge data, many of the results would have appeared correct. For example, the positive simple correlation between the site-of-care unadjusted discharge rate and the short-term bed rate is consistent with expectations. In fact, the lack of this strong positive relationship between the patient origin discharge rate and the bed rate is what causes concern and doubts over accuracy of measurement of the resource variables.

A relatively high adjusted \( R^2 \) is obtained when regressing the unadjusted discharge rate on the independent variables and most of the estimated coefficients are statistically significant. With the exception of the variable OLD, the individual coefficients have the expected effect. The negative coefficient estimated for OLD could be interpreted as attributable to omitted variable bias or ecological fallacy. It is only by analyzing the distortions caused by patient crossovers that the reason for the negative coefficient is made clear.

Most multiple regression studies of the variation in hospital discharge rates, both those using patient origin data and those using site-of-care data, have found that both population and health care resource characteristics are important determinants of the variation in those rates. This is the first study to compare the estimates of the relative contribution of these two sets of characteristics in explaining the variation in site-of-care and in patient origin discharge rates. The results indicate that the explanatory power of the population characteristics and of health care resource measures differ according to the data analyzed, with the contribution of population characteristics underestimated and that of health care resource characteristics most likely overestimated when using unadjusted site-of-care discharge data. Forecasts based on such results and policy aimed at reducing the differences in discharge rates across geographic areas—whether to increase the lower rates or to decrease the higher rates—may erroneously focus on the supply of health care resources and ignore the role of various socio-economic characteristics in determining hospital utilization.

It is not clear whether the results of earlier studies of the variation in unadjusted site-of-care discharge rates suffer from the same problem. Most analysts who have used these discharge rates have studied states or SMSAs, not counties. Although the issue of patient crossover is not expected to be as serious a problem for a geographic area as large as a state or SMSA, the limited evidence available demonstrates that it cannot be dismissed. Figures recently published for Minnesota and Minneapolis—St Paul indicate that the admission rates adjusted for the inflow of patients for those two areas are lower than the unadjusted figures (in 1982, 145.7 vs 158.7 for the state and 128.7 vs 148.4 for Minneapolis—St Paul) [30]. Unfortunately, data on the outflow of patients were not available and therefore results reflecting those differences could not be obtained. Using Medicare claims data, Getts [31] reports that there is substantial migration by Medicare enrollees from one Health Systems Agency (HSA) area to another, with the proportion of discharges in an HSA attributable to residents in that HSA ranging from 0.6 to 1.8.

There are 12 SMSAs in Michigan. For five of the 12 SMSAs, the unadjusted site-of-care discharge rate was more than 15% higher than the adjusted patient
origin rate, in most cases reflecting an inflow of patients from neighboring rural areas. In one case, a small SMSA where the percentage of nonresidents using the hospitals in that SMSA was large relative to the population, the ranking of the SMSA changed from having the highest unadjusted discharge rate in the state to having the lowest adjusted rate. Similar switches in ranking for several HSA areas were reported by Getts for the unadjusted and adjusted discharge rates for Medicare enrollees [31]. Although such switching indicates a measurement problem, the real concern is whether the error in measurement is correlated with variables hypothesized to be determinants of hospital utilization. With only 12 observations, it was not possible to conduct regression comparisons at the SMSA level, but scatterplots showing the simple relationship between the discharge rates and several determinants reveals a pattern similar to that seen at the county level. For example, what appears to be a negative relationship between hospital use and the percentage of the population 75 yr and older using the unadjusted rate is actually due to measurement error, with the relationship between the adjusted discharge rate and OLDER positive as expected.

Given the paucity of patient origin data, local and regional planners will find it difficult to respond to the need for controlled analyses of small area variation. However, it is apparent from the results of this study that patient origin data are needed to accurately measure hospital utilization rates in small areas and, perhaps, even in not so small areas. Whether the same problems of mismeasurement and the resulting erroneous conclusions are present in analyzing the variation in hospital use rates among larger areas, such as SMSAs, is not known, but issues of measurement error must be addressed when forecasting future utilization in small geographic areas and formulating local policy aimed at affecting hospital utilization.
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