BENCHMARK RESULTS FOR PARTICLE TRANSPORT IN A BINARY MARKOV STATISTICAL MEDIUM
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Abstract—We give numerical benchmark results for particle transport in a randomly mixed binary medium, with the mixing statistics described as a homogeneous Markov process. A Monte Carlo procedure is used to generate a physical realization of the statistics, and a discrete ordinate numerical transport solution is generated for this realization. The ensemble averaged solution, as well as the variance, is obtained by averaging a large number of such calculations. Reflection and transmission results are given for several problems in both rod and planar geometry. In a separate development, two coupled transport equations are derived which formally describe transport in a random binary mixture for arbitrary mixing statistics. Closing these equations by approximating their coupling terms in a low order and intuitive way leads to a model for stochastic transport previously obtained via the master equation. The present derivation, based upon approximating exact equations, allows in principle the opportunity to develop more accurate models by making higher order approximations in the coupling terms.

INTRODUCTION

In the last 3 years, a fair number of papers have been written dealing the the problem of describing linear transport theory in a statistical medium consisting of two imiscible fluids.1-13 If we write the underlying transport equation as

\[ v^{-1} \partial \psi(r, \Omega, t)/\partial t + \Omega \cdot \nabla \psi(r, \Omega, t) + \sigma(r, t)\psi(r, \Omega, t) = \frac{\sigma_i(r, t)}{4\pi} \int_{4\pi} d\Omega' \psi(r, \Omega', t) + S(r, \Omega, t), \]  

the effort has been to develop a formalism to describe \( \bar{\psi} \), the ensemble-averaged solution to Eq. (1), when \( \sigma, \sigma', \) and \( S \) are two-state discrete random variables. Here \( \psi(r, \Omega, t) \) is the product of the particle distribution function and the particle speed \( v \), with \( r, \Omega, \) and \( t \) representing the spatial, angular, and temporal coordinates; \( \sigma(r, t) \) is the total (collision) cross section; \( \sigma_i(r, t) \) is the scattering cross section; and \( S(r, \Omega, t) \) represents any external source of particles. In writing Eq. (1) we have, for simplicity, restricted our attention to monoenergetic transport with isotropic scattering, but such restrictions are not essential to this work or the work reported in the literature.1-13 In treating stochastic transport associated with Eq. (1), the published works have assumed that the medium in which the transport occurs is composed of a random mixture of two materials, say 0 and 1. Each material has a well defined nonstochastic source \( S_i(r, \Omega, t) \) and cross sections \( \sigma_i(r, t) \) and \( \sigma_{ui}(r, t) \), \( i = 0, 1 \). The stochasticity in the problem arises from the probabilistic nature of which material is present at any space–time point in the medium. The statistics of the mixture are assumed completely known.

In the time-independent, purely absorbing (\( \sigma_u = 0 \)) case, a complete description for \( \bar{\psi} \), consisting of two coupled first order ordinary differential equations, is known in the special case of Markov
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For non-Markov statistics, the theory of alternating renewal processes has been used to obtain an integral equation formulation, but for a certain restricted class of statistics describing the binary mixture these integral equations can be reduced to differential equations. If scattering is present in the underlying transport problem, the only exact formulation available corresponds to the case when $\sigma_u/\sigma$ and $S_i/\sigma$ are nonstochastic; that is, these two ratios are both independent of the index $i$. Further, this formulation only applies to time-independent transport in one dimensional (rod and planar) geometries. Explicit results have only been obtained in the purely scattering case in finite rod geometry, and in half and full space geometries.

A phenomenological model has been suggested to treat the general problem, including time dependence and scattering, in the case of Markov statistics. This model, first derived by applying the master equation approach, is known to be an approximate description, but it is a robust model which seems to be semiquantitatively accurate, based upon a single comparison with exact results in a purely scattering, time-independent, rod geometry transmission problem.

This model states that $\psi$, the ensemble-averaged solution to Eq. (1), is given by

$$\psi = p_0\psi_0 + p_1\psi_1,$$

where $\psi_0$ and $\psi_1$ satisfy the coupled set of transport equations

$$\nabla \cdot \nabla \psi_i + \sigma_i \psi_i = 0, \quad i = 0, 1,\quad j \neq i.$$

Here $\psi_i(\mathbf{r}, \mathbf{\Omega}, t)$ is the ensemble averaged intensity, given that position $\mathbf{r}$ is in material $i$ at time $t$; and $p_i(\mathbf{r}, t)$ is the probability that the space–time point $\mathbf{r}, t$ is in material $i$. The $\lambda_i$ in Eq. (3) are the Markov transition probabilities which, in general, depend upon $\mathbf{r}, \mathbf{\Omega},$ and $t$. They are defined as follows. If the medium is composed of material $i$ at some space–time point $s$, then the probability of the medium being in the other material a differential distance $ds$ in direction $\mathbf{\Omega}$ away from $s$ is given by $ds/\lambda_i$. This Markov model has been extended to a certain class of non-Markov statistics, and the result is again two coupled equations of the same general form as given by Eq. (3).

It seems clear that the complexity of stochastic transport theory will preclude an exact description for $\psi$ in full generality including time dependence and scattering, even in the simplest case of Markov statistics, except perhaps in some abstract setting not suitable for computation. Thus from a practical point of view, a usable description will undoubtedly involve an approximate model. One such model is that represented by Eqs. (2) and (3). To test the accuracy of any such model, it is essential to have exact benchmark results. In this paper we make a first step in providing some meaningful benchmark results. We consider time-independent stochastic transport including scattering, under the assumption of Markov mixing statistics for the two components of the random medium. Further, the statistics are taken as homogeneous, by which we mean that all points in the system have the same statistical properties. We consider rod geometry, in which particles are constrained to move along a line, as well as layered planar geometry. We populate the medium statistically via a Monte Carlo procedure to affect a given physical realization of the statistics. Given this realization, we numerically solve the transport equation. We repeat this procedure a large number of times and average the results to obtain $\psi$, the ensemble averaged intensity. As part of this computational process, we also compute the variance of the solution, which gives an indication of the spread of the stochastic solution about the mean. The physical problem we consider is the transmission–reflection problem for a finite, source-free system, and we report the probabilities of transmission and reflection for a variety of choices for $\sigma_i, \sigma_u, \lambda_i,$ and system thickness. We also compare the predictions of Eqs. (2) and (3) with these benchmark results.

A second contribution of this paper is to provide a very simple derivation of a set of two coupled exact equations describing in complete generality particle transport in a binary statistical mixture for arbitrary mixing statistics. All of the statistical complexity is contained in coupling terms which need to be evaluated (approximated) to close these equations and turn them into a useful computational model. It is shown that one simple approximation for treating these coupling terms leads to the previously suggested model given by Eqs. (2) and (3). In contrast to the master equation
derivation of this model, the present derivation holds out the hope of being able to improve upon this model since it is obtained from a simple approximation to an exact set of equations. A better approximation should lead to a better model. The use of the master equation, including time dependence and scattering, is in itself an approximation, and hence there seems to be no avenue available to improve upon the master equation derivation. We hope to address in a future paper improved approximations based upon the exact equations we present here.

**BENCHMARK RESULTS—ROD GEOMETRY**

We consider time-independent transport in rod geometry with no external source ($S = 0$). By rod geometry we mean that the particles are constrained to move along a line, which we take to be the z axis. We assume isotropic scattering, which in this rod model implies that a particle, upon scattering, has an equal probability, (namely $\frac{1}{2}$) of continuing its direction of travel, or reversing its direction. The transport description for this situation is given by the two coupled equations

$$\frac{d\psi^+(z)}{dz} + \sigma(z)\psi^+(z) = \sigma_i(z)[\psi^+(z) + \psi^-(z)]/2,$$

and

$$\frac{d\psi^-(z)}{dz} + \sigma(z)\psi^-(z) = \sigma_i(z)[\psi^+(z) + \psi^-(z)]/2,$$

where $\psi^\pm(z)$ is the intensity moving in the $\pm z$ direction. We assume Eqs. (4) and (5) hold for a rod of length $s$, and we assign nonstochastic boundary conditions of the form

$$\psi^+(0) = 1, \quad \psi^-(s) = 0.$$

These boundary conditions correspond to a unit intensity incident upon the rod at $z = 0$, with no intensity incident upon the rod at $z = s$.

We take this rod to be statistically composed of alternating segments of two materials, labeled 0 and 1. Each material has spatially independent cross sections denoted by $\sigma_i$ and $\sigma_o$, $i = 0, 1$. The statistics of this situation is assumed to be a homogeneous Markov process. It is known\textsuperscript{15,13} that this implies that the length of each segment of material $i$ is chosen at random from an exponential distribution given by

$$f_i(\xi) = \lambda_i^{-1} \exp(-\xi/\lambda_i).$$

Here $f_i(\xi)\,d\xi$ is the probability of a segment of material $i$ having a length lying between $\xi$ and $\xi + d\xi$, with $\lambda_i$ denoting the mean (average) segment length, i.e.,

$$\lambda_i = \int_0^\infty d\xi \xi f_i(\xi).$$

At any point in the rod, the probability $p_i$ of finding material $i$ is given by

$$p_i = \lambda_i/\left(\lambda_0 + \lambda_1\right).$$

To obtain ensemble-averaged results for this transport problem, we proceed as follows. We first generate a given physical realization of the statistics using a Monte Carlo procedure. Specifically, we choose the material present at $z = 0$ statistically according to the probabilities $p_i$. We then sample from Eq. (7) for the value of $i$ so determined to establish the length of the first segment of material $i$, with its left-hand boundary at $z = 0$. We next sample from Eq. (7) with the other material index to determine the length of the next segment of material. We then sample from Eq. (7) with the original index $i$ to determine the length of the third segment. We continue this process of sampling from Eq. (7) with alternating material indices until the entire interval $0 \leq z \leq s$ is populated with alternating segments of the two materials. This process yields both $\sigma(z)$ and $\sigma_i(z)$ as particular histograms for this physical realization of the statistics. For this realization of the functions $\sigma(z)$ and $\sigma_i(z)$, we numerically solve the transport problem given by Eqs. (4)–(6).

We used the well known diamond spatial differencing scheme\textsuperscript{a} to obtain this solution, with each material segment subdivided into smaller mesh intervals for numerical accuracy reasons. The size of each mesh interval in a given material segment was taken as a constant, not exceeding one-fifth of a mean free path, and each material segment contained at least one mesh interval. Specifically, we computed the probability of reflection $R$ and transmission $T$ for the rod, as given by

$$R = \psi^-(0); \quad T = \psi^+(s).$$

---

*Benchmark results for particle transport*
The probability of absorption, $A$, in the rod follows from particle conservation, i.e.,

$$ R + T + A = 1. $$

(11)

This entire procedure was repeated a large number of times to obtain results for a large number of physical realizations of the statistics. The ensemble-averaged solutions for the rod reflection and transmission, which we denote by $\bar{R}$ and $\bar{T}$, were then computed as simple numerical averages, i.e.,

$$ \bar{R} = M^{-1} \sum_{m=1}^{M} R_m, \quad \bar{T} = M^{-1} \sum_{m=1}^{M} T_m, $$

(12)

where the subscript $m$ on $R_m$ and $T_m$ is an index denoting a particular realization of the statistics, and $M$ denotes the number of realizations computed. We also calculated the standard deviation $\Sigma$ of these results according to

$$ \Sigma^2(R) = M^{-1} \sum_{m=1}^{M} R_m^2 - \bar{R}^2, $$

(13)

$$ \Sigma^2(T) = M^{-1} \sum_{m=1}^{M} T_m^2 - \bar{T}^2, $$

(14)

which gives an indication of the spread of the results, due to the statistical nature of the problem, about the means.

We have used this procedure to obtain benchmark results for all combinations of three different sets of $\sigma$, and $\lambda$, three different sets of the single scatter albedo $\sigma_o/\sigma_t$, and three different rod lengths $s$. Thus we considered 27 different statistical transport problems. In each case, we chose $M = 10^5$ as the number of physical realizations of the statistics used to compute the ensemble averages. These values for $\sigma$, and $\lambda$, are those used previously in other contexts, and in all cases they correspond to an ensemble-averaged cross section, $\bar{\sigma}$, equal to unity. The results are given in Tables 1-9 under the headings Exact 1 and Exact 2. These two columns of results correspond to the use of two different sequences of random numbers to obtain the physical realizations of the statistics. The discrepancy between these two columns of results gives an indication of the adequacy of using $10^5$ realizations to compute ensemble averages. We typically see agreement between these two columns to somewhere between 2 and 3 significant figures. We also believe that our numerical discretization error in obtaining a solution for a given realization is of the same order, or less, than this statistical error. Thus we conclude that these benchmark results are accurate to somewhat better than 1%. Better accuracy could be achieved, of course, by using a larger value of $M$ and

<table>
<thead>
<tr>
<th>s</th>
<th>EXACT 1</th>
<th>EXACT 2</th>
<th>MODEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1</td>
<td>$R$ 0.0344</td>
<td>0.0340</td>
<td>0.0337</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(R)$ 0.0843</td>
<td>0.0841</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\bar{T}$ 0.9566</td>
<td>0.9569</td>
<td>0.9572</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(T)$ 0.0818</td>
<td>0.0815</td>
<td></td>
</tr>
<tr>
<td>1 0</td>
<td>$R$ 0.2130</td>
<td>0.2123</td>
<td>0.1948</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(R)$ 0.2100</td>
<td>0.2101</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\bar{T}$ 0.7006</td>
<td>0.7012</td>
<td>0.7187</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(T)$ 0.1982</td>
<td>0.1982</td>
<td></td>
</tr>
<tr>
<td>10 0</td>
<td>$R$ 0.4886</td>
<td>0.4393</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Sigma(R)$ 0.1313</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\bar{T}$ 0.0526</td>
<td>0.0772</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Sigma(T)$ 0.0339</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
more mesh intervals in the numerical solution. We also comment that we have used this numerical procedure to compute known results in the literature, namely the purely scattering rod problem\(^6\)\(^7\) and the purely absorbing rod problem for which analytic results are available.\(^1\)\(^2\) Comparison with these results led to the same conclusion regarding the accuracy of these benchmark results given in Tables 1–9; we found agreement to somewhere between 2 and 3 significant figures.

Also included in Tables 1–9, in the last column labeled Model, are the predictions of the model given by Eqs. (2) and (3). Specifically, for this rod problem the model transport equations are written

\[
d\psi^+(z)/dz - \sigma \psi^+(z) = \sigma_a [\psi^+(z) + \psi^-(z)]/2 + \lambda^{-1} [\psi^+(z) - \psi^-(z)],
\]

(15)

\[
d\psi^-(z)/dz + \sigma \psi^+(z) = \sigma_a [\psi^+(z) + \psi^-(z)]/2 + \lambda^{-1} [\psi^+(z) - \psi^-(z)],
\]

(16)
for $i = 0, 1$ with $j \neq i$. The boundary conditions for Eqs. (15) and (16) are

$$\psi_+^{(0)}(s) = 1; \quad \psi_+^{(-)}(s) = 0, \quad i = 0, 1,$$

and the ensemble-averaged solution is given by Eq. (2) with the $p_i$ given by Eq. (9). We see from the numerical results that this model is quite accurate for small rods ($s = 0.1$). This is not unexpected since it can be shown that both the exact treatment and the model approach the atomic mix limit as $s$, the rod length, approaches zero. This limit corresponds to using the usual transport equation written for $\bar{\psi}$, with $\sigma$, $\sigma_s$, and $S$ taken as ensemble averaged quantities.\cite{1,5} As the rod length $s$ increases, the accuracy of the model generally deteriorates, but it appears that the model is qualitatively as well as semiquantitatively correct. The overall results seem to indicate that the model generally underestimates the reflection and overestimates the transmission. The model

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\bar{R}$</th>
<th>$\Sigma(R)$</th>
<th>$\bar{T}$</th>
<th>$\Sigma(T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0315</td>
<td>0.0785</td>
<td>0.9589</td>
<td>0.1039</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1181</td>
<td>0.1632</td>
<td>0.8181</td>
<td>0.2873</td>
</tr>
<tr>
<td>10</td>
<td>0.4301</td>
<td>0.1066</td>
<td>0.2658</td>
<td>0.2728</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2/101</td>
<td>200/101</td>
<td>101/20</td>
<td>101/20</td>
</tr>
</tbody>
</table>

Table 6. Reflection and transmission results for rod geometry

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2/101</td>
<td>200/101</td>
<td>101/20</td>
<td>101/20</td>
</tr>
</tbody>
</table>

Table 7. Reflection and transmission results for rod geometry

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2/101</td>
<td>200/101</td>
<td>101/20</td>
<td>101/20</td>
</tr>
</tbody>
</table>

Table 8. Reflection and transmission results for rod geometry

<table>
<thead>
<tr>
<th>$s$</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2/101</td>
<td>200/101</td>
<td>101/20</td>
<td>101/20</td>
</tr>
</tbody>
</table>

Table 9. Reflection and transmission results for rod geometry
Benchmark results for particle transport

equations do not predict results for the standard deviations $\Sigma(R)$ and $\Sigma(T)$, although the master equation approach to deriving Eqs. (2) and (3) can be used to derive a model for these quantities. We do not pursue this here.

**BENCHMARK RESULTS—PLANAR GEOMETRY**

We now consider time-independent transport in planar geometry with no external source of particles ($S = 0$). If we assume isotropic scattering, the transport equation is written

$$\mu \frac{\partial \psi(z, \mu)}{\partial z} + \sigma(z) \psi(z, \mu) = \left[ \sigma_s(z)/2 \right] \int_{-1}^{1} d\mu' \psi(z, \mu'),$$  \hfill (18)

where $\mu$ here is the cosine of the angle between the $z$ axis and the particle flight direction. We take Eq. (18) to hold on the interval $0 \leq z \leq s$, and we assign nonstochastic boundary conditions given by

$$\psi(0, \mu) = 2, \quad \mu > 0; \quad \psi(s, \mu) = 0, \quad \mu < 0. \hfill (19)$$

These boundary conditions correspond to an isotropic intensity, normalized to a unit incoming flux, incident upon the planar system at $z = 0$, and no intensity incident upon the system surface at $z = s$. We take this planar system to be statistically composed of alternating slabs of two materials, which we again label with indices 0 and 1. As in the rod problem, each material has spatially independent cross sections $\sigma$ and $\sigma_s$. The thickness of each slab is chosen at random from the exponential distribution given by Eq. (7). This statistical description corresponds to a homogeneous Markov process.

To obtain ensemble-averaged results for this problem, we proceed in complete analogy to the procedure used in rod geometry. We obtain a physical realization of the statistics via the Monte Carlo procedure of sampling the slab thicknesses from Eq. (7), and for this realization we solve the corresponding transport problem numerically. The angular variable $\mu$ in Eq. (18) was treated using the standard discrete ordinate method, employing the 16-point Gauss–Legendre quadrature set. The spatial differencing used was simple diamond differencing. The size $\Delta z$ of each mesh interval was chosen such that

$$\sigma_{\Delta z}/|\mu|_{\text{mn}} \ll 1/5, \hfill (20)$$

where $|\mu|_{\text{mn}}$ is the smallest positive ordinate in the $S$-16 quadrature set. Just as in the rod problem, we computed the probabilities of reflection $R$ and transmission $T$ for the system, which in this case are given by

$$R = \int_0^1 d\mu \mu \psi(0, -\mu); \quad T = \int_0^1 d\mu \mu \psi(s, \mu), \hfill (21)$$

and the absorption probability $A$ follows from particle conservation according to Eq. (11). Repeating this process for a large number of statistical realizations, ensemble-averaged results for the reflection and transmission follow from Eq. (12), and Eqs. (13) and (14) give the corresponding standard deviations. As in our rod calculations, we used $10^5$ realizations to compute the ensemble averages. These calculations, performed on a Cray XMP at the Lawrence Livermore National Laboratory, required approx. 10 h of cpu time.

Benchmark results for the same parameters $\sigma$, $\sigma_s$, and $\lambda$, as we used in rod geometry are displayed in Tables 10–18. Aside from the angular discretization error inherent in the $S$-16 approximation, we believe these results to be accurate to somewhat better than 1%, just as in rod geometry. The error associated with using the $S$-16 discrete ordinate method is probably of this same order, but may be larger for highly absorbing thick systems, in particular for the transmission $T$. Also included in these tables are the predictions of the model given by Eqs. (2) and (3). For the time-independent, source-free planar problem under consideration, Eq. (3) is written

$$\mu \frac{\partial \psi(z, \mu)}{\partial z} + \sigma \psi(z, \mu) = \left[ \sigma_s/2 \right] \int_{-1}^{1} d\mu' \psi(z, \mu') + |\mu| \lambda^{-1} \left[ \psi(z, \mu) - \psi_s(z, \mu) \right]. \hfill (22)$$
for \( i = 0, 1 \) with \( j \neq i \). The boundary conditions on Eq. (22) are
\[
\psi(0, \mu) = 2, \quad \mu > 0; \quad \psi(s, \mu) = 0, \quad \mu < 0,
\]
and the ensemble-averaged solution is given by Eq. (2) with the \( p_i \) given by Eq. (9). Equations (22) and (23) were solved numerically using the \( S-16 \) discrete ordinate approximation and diamond spatial differencing.\textsuperscript{14} The coupling term \( |\mu| \lambda_i^{-1} \) in Eq. (22) deserves a word of explanation. If the mean (average) slab thickness of material \( i \) is \( \lambda_i \), then the mean chord length seen by a particle traveling at an angle characterized by its cosine \( \mu \) is just \( \lambda_i / |\mu| \). That is, the Markov transition probabilities are, in this case of a layered planar system, angularly dependent and given by \( \lambda_i / |\mu| \), which leads to this form of the coupling term in Eq (22).

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Reflection and transmission results for planar geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 = 10/99 )</td>
<td>( \sigma_1 = 100/11 )</td>
</tr>
<tr>
<td>( \sigma_0/\sigma_1 = 0.00 )</td>
<td>( \sigma_1/\sigma_1 = 1.00 )</td>
</tr>
<tr>
<td>( \lambda_0 = 99/100 )</td>
<td>( \lambda_1 = 11/100 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( \sigma(R) )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0491</td>
</tr>
<tr>
<td>1.0</td>
<td>0.2495</td>
</tr>
<tr>
<td>10.0</td>
<td>0.4342</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 11</th>
<th>Reflection and transmission results for planar geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 = 10/99 )</td>
<td>( \sigma_1 = 100/11 )</td>
</tr>
<tr>
<td>( \sigma_0/\sigma_1 = 1.00 )</td>
<td>( \sigma_1/\sigma_1 = 0.00 )</td>
</tr>
<tr>
<td>( \lambda_0 = 99/100 )</td>
<td>( \lambda_1 = 11/100 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( \sigma(R) )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0087</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0548</td>
</tr>
<tr>
<td>10.0</td>
<td>0.0856</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 12</th>
<th>Reflection and transmission results for planar geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 = 10/99 )</td>
<td>( \sigma_1 = 100/11 )</td>
</tr>
<tr>
<td>( \sigma_0/\sigma_0 = 0.90 )</td>
<td>( \sigma_1/\sigma_1 = 0.90 )</td>
</tr>
<tr>
<td>( \lambda_0 = 99/100 )</td>
<td>( \lambda_1 = 11/100 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( \sigma(R) )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0480</td>
</tr>
<tr>
<td>1.0</td>
<td>0.2563</td>
</tr>
<tr>
<td>10.0</td>
<td>0.4785</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 13</th>
<th>Reflection and transmission results for planar geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 = 10/99 )</td>
<td>( \sigma_1 = 100/11 )</td>
</tr>
<tr>
<td>( \sigma_0/\sigma_0 = 0.00 )</td>
<td>( \sigma_1/\sigma_1 = 1.00 )</td>
</tr>
<tr>
<td>( \lambda_0 = 99/100 )</td>
<td>( \lambda_1 = 11/100 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( \sigma(R) )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0434</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1224</td>
</tr>
<tr>
<td>10.0</td>
<td>0.2369</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 14</th>
<th>Reflection and transmission results for planar geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 = 10/99 )</td>
<td>( \sigma_1 = 100/11 )</td>
</tr>
<tr>
<td>( \sigma_0/\sigma_1 = 1.00 )</td>
<td>( \sigma_1/\sigma_1 = 0.00 )</td>
</tr>
<tr>
<td>( \lambda_0 = 99/100 )</td>
<td>( \lambda_1 = 11/100 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( \sigma(R) )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0089</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0744</td>
</tr>
<tr>
<td>10.0</td>
<td>0.2897</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 15</th>
<th>Reflection and transmission results for planar geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_0 = 10/99 )</td>
<td>( \sigma_1 = 100/11 )</td>
</tr>
<tr>
<td>( \sigma_0/\sigma_0 = 0.90 )</td>
<td>( \sigma_1/\sigma_1 = 0.90 )</td>
</tr>
<tr>
<td>( \lambda_0 = 99/100 )</td>
<td>( \lambda_1 = 11/100 )</td>
</tr>
<tr>
<td>( s )</td>
<td>( \sigma(R) )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0426</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1440</td>
</tr>
<tr>
<td>10.0</td>
<td>0.4344</td>
</tr>
</tbody>
</table>
The numerical results given in Tables 10–18 for planar geometry follow the same general trends as the rod geometry results given in Tables 1–9. The model equations in general underestimate the ensemble averaged reflection probability $R$ and overestimate the ensemble-averaged transmission probability $T$, with the accuracy becoming better as the thickness of the system decreases.

### Statistical Transport Equations

In this section we give a simple derivation of two coupled, formally exact, transport equations describing particle flow in a binary statistical mixture. The mixing statistics are arbitrary, and assumed known. Our considerations are completely general in that they include time dependence and scattering in full three-dimensional geometry. We start by considering a particular physical realization of the statistics, and for this realization we consider an arbitrary convex volume $V$, bounded by the surface $B$, within the medium under consideration. In general, both materials, which we label by indices 0 and 1, will be present within the volume $V$, and we define $\Gamma$ as the union of all surfaces in the interior of $V$ which separate materials 0 and 1. Each material is characterized by a nonstochastic source $S_i(r, \Omega, t)$ and nonstochastic cross sections $\sigma_i(r, t)$ and $\tau_{is}(r, t)$. As implied by the arguments of $S_i$, $\sigma_i$, and $\tau_{is}$, we consider only monoenergetic transport; i.e., we ignore energy as an independent variable. We also restrict our considerations to isotropic scattering. These two restrictions are not essential and are made only for simplicity of exposition. To obtain a formally exact set of statistical equations, we simply write down, for the particular (but arbitrary) physical realization of the statistics under consideration, a statement of particle balance for each of the two materials in $V$. We subsequently perform an ensemble average of these equations. If we take the volume $V$ to be time independent and fixed in space, our balance considerations constitute an Eulerian derivation.

We define $f(r, \Omega, t)$ as the distribution function for particles such that $f \, dr \, d\Omega$ is the number of particles in $dr \, d\Omega$ at time $t$. We also define, in the usual way, $\psi(r, \Omega, t) = v f(r, \Omega, t)$, where $v$ is the particle speed. The balance equation for material $i$ in $V$ simply states that the time rate of change of the number of particles, in $i$ and $V$, is the gain rate of particles minus the loss rate of particles. Our considerations constitute a completely standard Eulerian derivation of the transport equation, with due account taken of the existence of two materials in $V$. The fact that two materials are present leads to an additional term in the balance equation for material $i$ involving flow across the interface surfaces $\Gamma$. This term gives the formal coupling between the two materials.
To facilitate the derivation, we introduce the characteristic function \( \chi_i(r, t) \), defined as

\[
\chi_i(r, t) = \begin{cases} 
1, & \text{if position } r \text{ is in material } i \text{ at time } t \\
0, & \text{otherwise}
\end{cases}
\]  

Performing a balance for particles in material \( i \) in the volume \( V \) gives four standard gain/loss terms, just as in the derivation of the transport equation for a nonstochastic medium. These are:

**External source rate**

\[
\frac{d}{dt} \int_V \chi_i(r, t) S_i(r, \Omega, t) \, d\Omega,
\]

**Collision loss rate**

\[
\int_V \chi_i(r, t) \sigma_i(r, t) \psi(r, \Omega, t) \, d\Omega,
\]

**Scattering gain rate**

\[
\frac{1}{4\pi} \int_V \int_{4\pi} \chi_i(r, t) \sigma_u(r, t) \, d\Omega \, d\Omega',
\]

**Leakage loss rate across the bounding surface** \( B \)

\[
\int_B \mathbf{n} \cdot \mathbf{J}_i(r, t) \psi(r, \Omega, t) \, d\Omega.
\]

The vector \( \mathbf{n} \) in Eq. (28) is a unit normal outward pointing vector at a local surface point on \( B \). Aside from the occurrence of the factor \( \chi_i(r, t) \) and the index \( i \) on \( S_i, \sigma_i, \) and \( \sigma_u \) in Eqs. (25)--(28), these are the usual four gain/loss terms which enter into the Eulerian derivation of the classic nonstochastic transport equation. This factor \( \chi_i(r, t) \) and the indices extant account for the fact that our balance considerations within the volume \( V \) are only for material \( i \). In the present context, however, one additional term must be present in the particle balance. This term accounts for the loss and gain of particles in material \( i \) due to flow across the internal interface surfaces \( \Gamma \). This is given by

**Leakage loss rate across the internal surfaces** \( \Gamma \)

\[
\int_\Gamma \mathbf{n} \cdot \mathbf{J}_i(r, t) \psi(r, \Omega, t) \, d\Omega,
\]

where \( \mathbf{n} \), in this equation is a local normal unit vector pointing out of material \( i \).

The balance equation for material \( i \) in volume \( V \) follows by equating the time derivative of the number of particles in material \( i \) in volume \( V \) and solid angle increment \( d\Omega \) to the sum, with the appropriate sign to account for gains and losses, of Eqs. (25)--(29). Cancelling the differential \( d\Omega \) common to each term, we find

\[
\frac{1}{v} \frac{\partial}{\partial t} \int_V \chi_i \psi(\Omega) = \int_V \chi_i S_i(\Omega) - \int_V \chi_i \sigma_i \psi(\Omega)
\]

\[
+ \frac{1}{4\pi} \int_V \chi_i \sigma_u \int_{4\pi} d\Omega' \psi(\Omega') - \int_B \mathbf{n} \cdot \mathbf{J}_i(\Omega) \psi(\Omega) - \int_\Gamma \mathbf{n} \cdot \mathbf{J}_i(\Omega) \psi(\Omega).
\]

In writing Eq. (30), we have dropped the \( r \) and \( t \) dependences of all quantities for notational simplicity. This equation can also be obtained by multiplying Eq. (1) by \( \chi_i(r, t) \), integrating over the volume \( V \), and applying Gauss's theorem.

Equation (30) is an exact balance equation for material \( i \) for one particular physical realization of the statistics. The next step is to ensemble average this result over all statistical realizations. To this end, we define

\[
p_i(r, t) = \langle \chi_i(r, t) \rangle,
\]

\[
\psi_i(r, \Omega, t) = \langle \chi_i(r, t) \psi(r, \Omega, t) \rangle / \langle \chi_i(r, t) \rangle.
\]
where the $\langle \cdot \rangle$ notation means ensemble average. It is clear that $p_i(r, t)$ is simply the probability of finding material $i$ at position $r$ and time $t$, and $\psi_i(r, \Omega, t)$ is the ensemble averaged value of the intensity given that position $r$ is in material $i$ at time $t$. In ensemble averaging Eq. (30), the averaging operator passes inside the volume integrals as well as the integral over the bounding surface $B$, since $V$ and $B$ are common to all physical realizations of the statistics. However, this operator does not pass inside the surface integral over $F$, since $F$ depends upon the statistical realization. Taking this into account, an ensemble averaging Eq. (30) gives

$$v^{-1} \langle p_i \psi_i(\Omega) \rangle = \langle \sigma_u p_i \rangle \int_{4\pi} d\Omega \psi(\Omega) + \langle \sigma u p_i (\Omega) \rangle \int_{4\pi} d\Omega \psi(\Omega).$$

(33)

We apply the divergence theorem to convert the integral over the closed surface $B$ to a volume integral, and subsequently take the limit of the entire equation as the volume $V$ approaches zero. We then arrive at our final result given by

$$v^{-1} \frac{\partial}{\partial t} \langle p_i \psi_i(\Omega) \rangle + \nabla \cdot V \langle p_i \psi_i(\Omega) \rangle + \sigma_u p_i \psi_i(\Omega) = [\sigma_u / (4\pi)] p_i \int_{4\pi} d\Omega \psi(\Omega) + p_i S_i(\Omega) + \theta_i(\Omega),$$

(34)

where we have defined

$$\theta_i(r, \Omega, t) = -\lim_{V \to 0} \left[ V^{-1} \left\langle \psi(\Omega) \int_r ds(n \cdot \Omega) \right\rangle \right].$$

(35)

We note that $\theta_0 + \theta_i = 0$ since $\sigma_0 = -\sigma_i$. Equations (34) and (35), which hold for each material $i = 0, 1$, constitute an exact, albeit formal, description of transport in a binary statistical medium for arbitrary statistics. The statistical information is embodied in the probabilities $p_i$ and in the coupling terms $\theta_i$, which must be evaluated (approximated) to turn this description into a useful computational algorithm. We consider one simple approximation for $\theta_i$ in this paper.

It suffices to consider $\theta_0$, since $\theta_1$ follows from $\theta_1 = -\theta_0$. We consider the integral in Eq. (35) as the sum of two integrals, one for $n_0 \cdot \Omega > 0$ and one for $n_0 \cdot \Omega < 0$. We then have

$$\theta_0 = V^{-1} \left[ -\left\langle \psi(\Omega) \int_{r_0} ds(n_0 \cdot \Omega) \right\rangle + \left\langle \psi(\Omega) \int_{r_1} ds(n_1 \cdot \Omega) \right\rangle \right],$$

(36)

where we have used $n_1 = -n_0$, and the limit $V \to 0$ is implied in Eq. (36). The notation $\Gamma$ means the subset of the surfaces composing $\Gamma$ such that $n \cdot \Omega > 0$. The two terms in Eq. (36) are of the same form, and it suffices to consider only one of them. Accordingly, we consider the term $T_0$, defined as

$$T_0 = \psi(\Omega) \int_{r_0} ds(n_0 \cdot \Omega),$$

(37)

where again the limit $V \to 0$ is implied. We rewrite Eq. (37) as

$$T_0 = \frac{\left\langle \psi(\Omega) \int_{r_0} ds(n_0 \cdot \Omega) \right\rangle}{\left\langle \int_{r_0} ds(n_0 \cdot \Omega) \right\rangle} \left[ V^{-1} \left\langle \int_{r_0} ds(n_0 \cdot \Omega) \right\rangle \right].$$

(38)

The second bracketed term is simply a geometric quantity dependent upon the statistics, and we define $A_0(r, \Omega, t)$ in terms of this quantity as

$$p_0/A_0 = V^{-1} \left\langle \int_{r_0} ds(n_0 \cdot \Omega) \right\rangle,$$

(39)

where $p_0(r, t)$ is the probability of finding material 0 at position $r$ and time $t$. Equation (38) then becomes

$$T_0 = p_0 \bar{\psi}_0/A_0,$$

(40)
where we have defined

$$\Psi_0(\mathbf{\Omega}) = \left( \psi(\mathbf{\Omega}) \int_{\Omega_0} d\mathbf{n}_0 \cdot \mathbf{\Omega} \right) / \left( \int_{\Omega_0} d\mathbf{n}_0 \cdot \mathbf{\Omega} \right).$$

(41)

At this point we have made no approximations, Eq. (40) is exact.

To proceed, we note that $\bar{\psi}_0$ is an average, in the ensemble average sense, of values of the intensity at interface points, i.e., on $\Gamma_0$. We approximate this average by using an analog of upwind differencing encountered in numerical analysis of hyperbolic equations. Specifically, we replace $\bar{\psi}_0$ in Eq. (40) with $\bar{\psi}_0$, the ensemble-averaged intensity within material 0. $\bar{\psi}_0$ here is the same $\bar{\psi}_0$ contained in Eq. (34). With this approximation, Eq. (40) becomes

$$T_0 = p_0 \bar{\psi}_0 / A_0,$$

(42)

and recalling the origin of $T_0$ [see Eq. (37)] and the definition of the coupling term [see Eq. (36)], we have

$$\theta_0(r, \mathbf{\Omega}, t) = p_\Omega(r, t) \bar{\psi}_\Omega(r, \mathbf{\Omega}, t) / A_\Omega(r, \mathbf{\Omega}, t) - p_\Omega(r, t) \bar{\psi}_0(r, \mathbf{\Omega}, t) / A_0(r, \mathbf{\Omega}, t),$$

(43)

where $A_\Omega$ is defined by Eq. (39) with the 0 subscripts replaced with 1. The coupling term $\theta_\Omega(r, \mathbf{\Omega}, t)$ follows in this approximation from $\theta_0 = -\theta_0$. Using this form of the coupling term in Eq. (34), we see we have reproduced the model given by Eq. (3). This model was first derived using the master equation$^{15}$ and a second derivation has recently been given by Sahni.$^{10,11}$ In these two derivations, considerations were restricted to Markov statistics, but the present derivation shows that this model, while approximate, applies to arbitrary statistics. The details of the statistics are embodied in the evaluation of the expression for $A$, given by [see Eq. (39)]

$$p_\Omega / A_\Omega = \lim_{\delta \to 0} \left[ V^{-1} \left( \int_{\Omega} d\mathbf{n} \cdot \mathbf{\Omega} \right) \right].$$

(44)

This model is known to be exact for time-independent, purely absorbing ($\sigma_a = 0$) mixtures obeying Markov statistics, and within the context of the present derivation it is clear why this is so. The approximation of replacing the interface ensemble-averaged intensity with the volumetric ensemble-averaged intensity, i.e., setting $\bar{\psi}_0 = \bar{\psi}_0$, is in this case not an approximation; it is an exact replacement. This observation follows from the fact that for purely absorbing, time-independent transport the solution at any spatial point depends only upon the optical depths from the point in question to the system boundary and the source points. For Markov statistics, the ensemble-averaged optical depth between one spatial point and another is the same if one of the points is an interface, or if this point is chosen at random in one of the materials. Further, in the Markov case, $A_i$ is simply the fundamental Markov transition probability quantity. That is, $dx / A_i$ is the probability of transition from material $i$ to the other material in a distance $dx$. These items are discussed in detail elsewhere.$^{13}$

The final item we wish to show in this section is that for homogeneous statistics, by which we mean that any point along a particular ray in the medium obeys the same statistics, the parameter $A_i$ defined by Eq. (44) can be identified as the mean (average) chord length in material $i$. It suffices to show this for $A_0$, since the arguments for $A_i$ are identical. We consider the evaluation of the quantity $Q_0(r, \mathbf{\Omega}, t)$, defined as

$$Q_0(\mathbf{\Omega}) = \lim_{\delta \to 0} \left[ V^{-1} \left( \int_{\Omega} d\mathbf{n} \cdot \mathbf{\Omega} \right) \right].$$

(45)

Referring to Fig. 1, we take the direction $\mathbf{\Omega}$ to be the $x$ axis, and consider a differential volume of thickness $dx$ and cross-sectional area $dA$. Evaluating the ensemble averaged integral in Eq. (45) is equivalent to placing this volume at random on the $x$ axis, computing the integral, and then averaging over all possible random placements. We first note that the randomly placed volume has a probability $p_0$ of being in material 0. Given that the volume is in material 0, the probability of the volume containing an interface with $\mathbf{n}_0 \cdot \mathbf{\Omega} > 0$ is just $dx / \lambda_0$, where $\lambda_0$ is the mean (average) chord length in material 0. Finally, we use the fact that simple geometric considerations give
A differential volume placed on a line consisting of alternating material segments 0 and 1.

\[ dA = ds(n_0 \cdot \Omega). \]

Putting all of these considerations together, we have

\[
\lim_{\nu \to 0} \left[ \left( \int_{I_0} ds(n_0 \cdot \Omega) \right) \right] = p_0 \, dx \, dA / \lambda_0.
\]

(46)

Since the volume is given by \( dx \, dA \), we then find, using this volume and Eq. (46) in Eq. (45),

\[ Q_0 = p_0 / \lambda_0. \]

(47)

Recalling the definition of \( Q_0 \) [see Eq. (45)], we see that Eq. (47) is identical to Eq. (44) with \( i = 0 \) if one identifies \( \lambda_0 \) in Eq. (44) with \( \lambda \), the mean chord length in material 0.

In this case of homogeneous statistics, a simple physical interpretation of our approximation to the coupling terms can be given. For homogeneous statistics, we have \( p_i = \lambda_i / (\lambda_0 + \lambda_i) \), a result written earlier [see Eq. (9)] for homogeneous Markov statistics, but true for any homogeneous statistics. Using this expression for \( p_i \) in Eq. (43) with \( A_i = \lambda_i \) and using the fact that \( \theta_i = -\theta_0 \), we find that \( \theta_i \) can be written very simply in terms of the mean chord lengths \( \lambda_i \) as

\[ \theta_i = (\psi_j - \psi_i) / (\lambda_0 + \lambda_i), \quad j \neq i. \]

(48)

We also recall that \( \theta_i \) is the ensemble-averaged rate at which particles flow through \( I \) from material \( j \) to material \( i \) [see Eqs. (29) and (35)]. With this in mind, we can interpret Eq. (48) as a particular (discretized) form of a Fick’s law of diffusion. This law states that the rate at which particles diffuse across an interface is proportional to their concentration gradient at the interface or, more generally, this rate is proportional to the change in concentration across the interface. Fick’s law has been applied in many areas of physics, and our approximation to the coupling terms can be physically interpreted as a form of this law.

In future work, we hope to be able to approximate the coupling term \( \theta_i \) in Eq. (34) more accurately, to produce a better model describing particle transport in a binary statistical medium.
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