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The recent determination of high-quality, short-period P-wave amplitude profiles near the core shadow zone for three
source-receiver combinations allows an exploration of lateral variations in P velocity structure at the base of the
mantle. Various radially symmetric models are tested by comparison of the data with amplitudes measured from
generalized ray theory synthetics. The assumption necessary to justify one-dimensional modeling—that each of the
profiles is most sensitive to scales of heterogeneity larger than the discrete regions sampled—is well supported by the
coherence of the individual profiles. The observed amplitude versus distance profiles exhibit significant regional
variations of the apparent shadow zone boundary, with as much as a 5° shift in onset distance, but it is possible to
model the overall behavior using simple, regionally varying, positive P velocity gradients in the lowermost mantle.
Velocity models with pervasive negative velocity gradients in the D’ layer are not consistent with the data. The
modeling indicates that D" velocities beneath the North Pole are ~ 2% slower than those beneath the central Pacific,
while velocities beneath the North Pacific are ~ 1% faster. Although the simplest class of successful models begins to
deviate from the PREM reference Earth model as much as 690 km above the core-mantle boundary, these models do
not violate global mantle velocity constraints, and the theoretical slowness values calculated for the three models are
consistent with slowness measurements for the same general regions. More complex, multiple-gradient lower mantle
velocity structures with a thinner zone of lateral heterogeneity may be compatible with the P wave data, but such
detailed structures cannot be resolved by our modeling (though bounds can be placed on viable structures). The strong
lateral variations required by the data support the presence of compositional heterogeneity in D", and the data require
that at least in several locations the predominant P velocity gradients in D are positive.

fracted arrivals are observed throughout the
shadow zone, and the finite frequencies of waves

1. Introduction

For a radially symmetric Earth model, geomet-
ric ray theory predicts that a decrease of the
velocity gradient to sub-critical (i.e., dv/dr <v/r)
will produce a gap in the travel time curve, and,
consequently, a sudden drop in amplitude with
distance. This is because rays cannot turn at de-
pths having sub-critical gradients, so there will be
a range of distances where there are no geometric
arrivals. The foremost example of this effect in the
Earth is the core shadow zone, which is caused by
the abrupt decrease in seismic velocity at the
core—mantle boundary (hereafter: CMB). Geo-
metric ray theory does not, however, adequately
predict the effects of the low-velocity core on
body wave amplitudes because it does not account
for diffraction or finite frequency effects. Dif-
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bottoming just above the CMB are sensitive to the
low-velocity core, resulting in a frequency-depen-
dent decrease in amplitude before the actual onset
of the geometric shadow zone. This sensitivity can
be exploited to determine the velocity structure
near the CMB.

The basic nature of the core shadow zone has
been understood for some time, but recent im-
provements in seismic modeling techniques, par-
ticularly for long-period body waves (e.g., Chap-
man and Phinney, 1972; Doornbos and Mondt,
1979; Mula and Miiller, 1980; Doornbos, 1983),
have made it possible to investigate the more
subtle features of core diffraction and its depen-
dence on the velocity structure of the lowermost
mantle and outermost core. Simple models, with



variable positive or negative velocity gradients
above the CMB, have been produced by these
long-period studies, but there is no agreement on a
single best model. Given the greater resolution of
short-period P-wave signals, detailed modeling of
such data would seem to have clear advantages
over long-period modeling for determining the
velocity structure near the CMB; however, the
first-order complications due to source and propa-
gation effects limit the resolution of most short-
period analyses.

Ruff and Helmberger (1982), using a data set
of short-period P-wave amplitudes from Soviet
nuclear tests recorded at Worldwide Standardized
Seismograph Network (WWSSN) stations in North
America, obtained a four-fold reduction of ampli-
tude scatter by applying the station corrections of
Butler and Ruff (1980). The resulting data set was
used to model the P velocity structure above the
CMB beneath the North Pole. Ruff and Helm-
berger (1982) demonstrated that significant fea-
tures in short-period P-wave amplitude versus dis-
tance curves, including shifts of the shadow
boundary of several degrees, can be produced by
varying the velocities in the lowermost few hundred
kilometers of the mantle (the D" region). They
identified a general class of lower mantle velocity
models that satisfied their data set (the POLAR
models), which have in common a strong reduc-
tion in velocity gradient in the lower mantle about
200 km above the CMB, followed by a relatively
strong positive velocity gradient extending down
to the CMB. The latter feature is particularly
significant, since most recent seismic analyses have
indicated the presence of weak or negative velocity
gradients in D” (Doornbos, 1983; Young and
Lay, 1987a). Ruff and Helmberger suggested that
their data set could be globally representative, and
proposed interpretations of the POLAR models
with major implications for the thermal structure
near the CMB. However, the D" region is known
to be heterogeneous (see Young and Lay (1987b)
for a review), and a recent study of short-period
P-wave amplitude data for two other D" regions
(Ruff and Lettvin, 1984), which employed the
same methodology of applying receiver correc-
tions to reduce the scatter in amplitude versus
distance profiles, established that there is no single,
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globally representative, short-period P-wave am-
plitude profile: data profiles for different
source-receiver combinations are coherent but
unquestionably different. This variation in P-wave
amplitude behavior near the core-shadow onset
offers a valuable means for exploring the lateral
heterogeneity of D”.

A great deal of attention has been focused on
determining the velocity structure of the lowermost
mantle because it is likely that this region plays a
significant role in mantle convection. Estimates of
the heat flux out of the molten outer core indicate
that there should be a thermal boundary layer at
the base of the mantle (Jeanloz and Richter, 1979;
Stacey and Loper, 1983). Such a hot thermal
boundary layer will have low viscosity and may
serve as a source of ascending plumes, some of
which may penetrate into the upper mantle (Loper
and Stacey, 1983; Stacey and Loper, 1983). The
base of the mantle may also represent a catchment
for cold subducted material from the upper man-
tle (Hofmann and White, 1982). The tremendous
density contrast across the CMB makes it a likely
place for a chemical boundary layer to form (e.g.,
Ruff and Anderson, 1980), perhaps by differentia-
tion processes similar to those which formed the
lithospheric compositional boundary layer at the
surface of the Earth (Jordan, 1979). Clearly,
high-resolution mapping of the lowermost mantle
could significantly contribute to our understand-
ing of the dynamics of the mantle convective
system.

In this paper, we demonstrate some basic rela-
tionships between simple lower mantle velocity
structures and short-period P-wave amplitudes
near the core-shadow zone, and then model the
short-period P-wave amplitude data for the three
regions studied by Ruff and Helmberger (1982)
and Ruff and Lettvin (1984). The implications of
the resulting laterally varying P velocity models
are then considered.

2. Data

The data used in this study consist of the
corrected values of short period (~1 s) P-wave
amplitudes recorded at North American WWSSN
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Fig. 1. An azimuthal equal area projection showing (stippled) the regions of D"’ sampled by data modeled in this study. Also shown
are the locations of the sources (earthquakes and explosions) and the WWSSN North American stations at which the data were

recorded.

stations for Soviet nuclear tests (Ruff and Helm-
berger, 1982), and for earthquakes in Tonga and
Japan (Ruff and Lettvin, 1984). The amplitude
corrections for depth effects and receiver char-
acteristics are described in the former paper. An
additional correction for focal mechanism was
applied to the earthquake data (Ruff and Lettvin,
1984). The Soviet test data sample the lower man-
tle beneath the North Pole region, the Japan
earthquake data sample beneath the North Pacific,
and the Tonga earthquake data sample beneath
the Central Pacific (Fig. 1).

Since all the data have been corrected to a
common surface focus, the profiles for the three
regions can be directly compared (Fig. 2). All
three data sets have nearly constant amplitudes

out to the onset of the core shadow zone, which is
at ~90° for the North and Central Pacific data
and ~95° for the North Pole data. The am-
plitudes for each profile have been shifted by a
constant factor so that the constant amplitude
portions lie on a common baseline. This is valid
because only the relative amplitudes within each
profile are significant. The decay slopes in the
shadow zones are ~ — 0.7 for the Central Pacific,
~ —0.9 for the North Pacific, and ~ —1.3 for the
North Pole, all in units of log;, Amp/10°. While
there is substantial scatter in the basic data set, we
are confident that the regional differences indi-
cated by the patterns in Fig. 2 can be resolved and
warrant modeling to account for the variability.
We begin by considering the general amplitude
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Fig. 2. A log amplitude versus distance summary plot of all of
the short-period P-wave amplitude data used in this study.
Each symbol represents an average of several data points: the
horizontal bar indicates the range of distances spanned by the
averaged data, the vertical bar is an error bound.

effects expected for various radial, deep mantle
models.

3. Lower mantle velocity structure and short-period
amplitude decay

The geometric shadow zone boundary is de-
fined by the arrival distance of the geometric ray
that just grazes the CMB. Any rays with smaller
take-off angles will either reflect off the core (PcP),
or enter the core (e.g., PKP, PKKP, etc.). The
short-period P-wave amplitudes should drop
drastically beyond the shadow boundary, since
diffraction causes very rapid attenuation of short-
period energy. The primary cause for the decrease
of amplitude in the core shadow zone is the refrac-
tion of energy into the low-velocity core, but we
must also consider the interference of the P and
PcP arrivals.

PcP i1s a very small phase at distances > 70°
owing to its rapid geometric spreading and low
reflection coefficient, so it is perhaps surprising
that the phase has any effect on the P-wave ampli-
tude at all. However, the reflection coefficient for
PcP, which is positive and small at 70 °, becomes
negative at ~ 85°. At greater distances it becomes
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increasingly negative and the PcP-P differential
time decreases, so PcP interferes destructively with
P, leading to a decrease in the overall P-wave
amplitude. This interference is not obvious be-
cause PcP becomes large enough to be seen only
after its time separation from direct P is so small
that the PcP arrival is obscured by the short-period
instrument response to direct P. While the reduc-
tion in amplitude caused by the interference is
measurable, our modeling indicated that it is rela-
tively minor in comparison with the much greater
decrease in amplitude owing to the refraction of
energy into the core.

The detailed velocity structure of the lowermost
mantle has a strong effect on many of the char-
acteristics of the shadow zone, including its onset
distance, sharpness, and the slope of the ampli-
tude decay within it (Ruff and Helmberger, 1982).
To quantify this effect, we calculated synthetic
short-period P-wave waveforms for several differ-
ent types of lower mantle velocity models using
the generalized ray technique (see, e.g., Helm-
berger, 1974) and measured amplitudes directly
from the synthetics. Ruff and Helmberger (1982)
used both the generalized ray and full wave meth-
ods to calculate synthetic seismograms, and found
that, as long as the medium has smooth velocity
gradients, the generalized ray method produces
reliable synthetics, even at moderate distances into
the shadow zone.

All of the models which we explored are mod-
ifications of the reference radial Earth model
PREM (Dziewonski and Anderson, 1981). The
PREM velocity gradient in the lower mantle is a
nearly constant 0.12 km s~ ' per 100 km to a
depth of 150 km above the CMB, where it abruptly
decreases to 0.02 km ' s per 100 km. For our
initial modeling, we chose to extend the former
gradient to a given depth, 690, 150, or 75 km
above the CMB, and then form several models for
each depth, with different constant velocity gradi-
ents extending down to the CMB. We consider
these two-gradient models to be the ‘simplest’
class of velocity models, in terms of their paramet-
ric description. The 75- and 150-km cases were
chosen because these are typical thicknesses pro-.
posed for CMB boundary layers (e.g., Doornbos
and Mondt, 1979), although Anderson (1987) has
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recently argued that the thermal boundary layer at
the base of the mantle may be significantly thicker.
The 690-km (2200 km deep) models were included
to investigate the effects of relaxing the constraint
of limiting gradient changes to the D’ region,
which is generally identified as the lowermost
200-300 km of the mantle.

As the data profiles have already been cor-
rected for source radiation patterns, it was not
necessary to include focal mechanisms in our
calculations of the synthetics. A simple step dis-
placement was used as the source, and a ¢* of 1.5
s was used to match the basic frequency content
of the observations. First peak to first trough
amplitudes were measured for the synthetics (the
data amplitudes were measured either as first peak
to first trough or as first trough to second peak,
dependent on which was more distinct), and base-
line amplitude shifts for plots of log amplitude
versus distance were determined by averaging am-
plitude values for distances closer than the shadow
zone boundary.

Let us consider the 690-km models first: 690.B,
690.C, and 690.D (Fig. 3a). Along with this set of
models we included Model 690.A, which does not
have a change in velocity gradient (i.e., it is PREM
without a decreased gradient in the D’ layer).
This is an important model to include for isolating
the effects of varying the lower mantle velocity
gradient. The log amplitude versus distance curve
for 690.A is very simple, showing a nearly con-
stant amplitude out to a distance of 90°, where
the amplitudes quite abruptly begin to decrease at
a rate of ~ —1.2 log,,Amp/10°. Note that this
simple behavior would, in fact, match any of the
observed data sets in Fig. 2 quite well if the entire
curve could be shifted along the distance axis. The
way to produce such a shift is straightforward:
simply change the velocity gradient, and hence,
the average velocity in the lowermost mantle. In-
creasing the velocity gradient above the CMB
moves the shadow zone closer, while decreasing it
moves the shadow zone further away. Models
690.B, 690.C, and 690.D represent such modifi-
cations: 690.B has a constant velocity gradient
below 690 km which yields a velocity 1% greater
at the CMB than that of 690.A, and similarly
690.C and 690.D have gradients which yield CMB
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Fig. 3. A comparison of several different types of lower mantle
velocity structures with the resultant short-period P-wave am-
plitudes generated using the generalized ray technique. (a)
Models with a velocity gradient change 690 km above the
CMB. (b) Models with a velocity gradient decrease 150 km
above the CMB. (c) Models with a velocity gradient decrease
75 km above the CMB.

velocities 1% less than and 2% less than that of
690.A. Clearly, the resulting amplitude versus dis-
tance curves represent simple shifts along the dis-
tance axis of the curve for model 690.A, indicating
that it is the average velocity in D” which con-
trols the distance to the shadow onset. Each of the
690 models shows the same constant amplitude
behavior out to a distance beyond which there is a
sharp transition to a linear log amplitude decrease.
The edge of the core shadow zone is located at
88° for 690.B, 92° for 690.C and 94° for 690.D.
A geometric ray turning 690 km above the CMB
for any of these models will arrive at a distance of



78°, which is well within the constant amplitude
portion of each of the curves, indicating that the
gradient changes for these models are too subtle to
produce obvious amplitude effects for rays turning
near the depth of the changes. As we demonstrate
in the next section, this class of very simple mod-
els is adequate for modeling the observed short-
period amplitude data for all three regions.

If we only allow negative velocity gradients and
confine them to the D" region, then the results
are rather more complicated. Let us first consider
the case of decreases in gradient occurring at a
depth of 150 km above the CMB. We computed
synthetic amplitudes for three models of this type:
model 150.A has a linear gradient that yields a
velocity of 13.7 km s~ ! at the CMB, and models
150.B and 150.C have gradients which yield veloc-
ities of 13.6 and 13.5 km s~ ! respectively (Fig.
3b). By comparison, PREM has a CMB velocity of
13.72 km s~ !, so 150.A is nearly equivalent. The
amplitude versus distance curves for these models
are very different from those for the 690 models
because the velocity gradient decreases are much
more severe. Each curve has nearly constant am-
plitudes out to a distance of about 88°, where the
curves begin to decrease along diverging paths.
The curve for model 150.A briefly levels out be-
tween 92 and 94° and then continues to decrease.
The curves for models 150.B and 150.C show
similar but longer intervals of constant amplitude,
92-101° and 94-105° respectively, and then also
continue to decrease.

In each case, the second amplitude decrease is
the true core shadow zone, while the first decrease
is caused by the reduced velocity gradient 150 km
above the CMB. We explain the first decrease as
follows. The velocity gradient reduction will cause
a ray which would have turned at a given depth
and arrived at a given distance to instead turn
deeper and arrive further away. Rays which turn
above the depth at which the gradient is changed
are unaffected. Thus, the arrival distance dif-
ference between two rays, one turning below the
changed gradient and one above, must increase
while the energy transmitted within the raypaths
will be fixed. The same energy is delivered over a
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larger area yielding lower amplitudes in the inter-
val.

The constant amplitude intervals of the 150
profiles just before the true shadow zone onsets
stimply represent rays turning between the depth
of the gradient change (150 km above the CMB)
and the CMB, just as the constant amplitude
baselines at distances < 88° represent rays turn-
ing throughout the lower mantle down to the
depth of the gradient change. As one would ex-
pect, the length of each interval is proportional to
the severity of the velocity gradient decrease for
the model.

As a limiting case, we also considered two
models which have velocity gradient decreases be-
ginning only 75 km above the CMB. These mod-
els, 75.A and 75.B (shown in Fig. 3c), reach the
same CMB velocities as models 150.B and 150.C
but, owing to the deeper point of gradient change,
their associated decreases in velocity gradient are
much greater. Model 75.A has a linear gradient of
—0.25 km s~ ! per 100 km, and model 75.B has a
linear gradient of —0.39 km s~ ! per 100 km. The
critical velocity gradient at this depth is also —0.39
km s~ ! per 100 km, so the gradient in model 75.B
is actually critical. The amplitude versus distance
curves for models 75.A and 75.B show amplitude
decreases at 88° which are similar to those of the
150 models, but the decreases for the 75 models
are somewhat stronger owing to the greater sever-
ity of the gradient change. It is not clear whether
the curves for the 75 models ever level out to
constant amplitudes as was the case for the 150
curves. The decay slopes do become more horizon-
tal near 94°, but the generalized ray technique
which we used does not adequately model waves
very far into the shadow zone, so we did not
calculate synthesis for distances beyond 105°.
Nonetheless, it is clear that introducing a thin
low-velocity zone at the base of the mantle will
lead to a flattening of the slope of the amplitude
versus distance curve in the shadow zone (com-
pare with 690.A). Thus, the velocity gradient in
D” primarily controls the shape of the amplitude
profile. Referring to the data profiles in Fig. 2, it
is clear that models with strong velocity gradient
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reductions will have difficulties explaining the ob-
served amplitude decay in the shadow zone.

4. Modeling of the data

The three data sets in Fig. 2 indicate that the P
wave velocity of the lowermost mantle varies later-
ally, which is consistent with many observations
(e.g., Julian and Sengupta, 1973; Dziewonski,
1984; Woodhouse et al., 1987). On the basis of
this, one could argue that modeling the data using
one-dimensional velocity models like those ex-
plored in the previous section is invalid. Obvi-
ously, we must assume that the scale of hetero-
geneity which we are modeling is larger than the
regions sampled by the data, or we cannot justifia-
bly use a one-dimensional modeling technique. It
is not possible to determine conclusively the het-
erogeneity spectrum within each region from our
data, but the stability of the trends exhibited by
each data set and the systematic differences be-
tween the data sets suggest that the profiles are
primarily sensitive to a heterogeneity scale that is
larger than any of the regions sampled (~ 1000
km) but smaller than the distance between them.
The distance between the two closest regions,

~ 2500 km, thus provides an upper bound on the
scale length for which our models are valid.
There is good evidence for lateral heterogeneity
in D" on scales < 1000 km (Doornbos and Vlaar,
1973; Sacks et al., 1979; Haddon, 1982), and it is
reasonable to expect that short-period amplitude
data is influenced by this small-scale heterogeneity
(in fact this probably accounts for much of the
scatter in the data); however, we have neither
adequate data resolution nor analytic techniques
to resolve deterministically the small-scale hetero-
geneity. Thus, we chose to model only the most
robust features of the amplitude profiles: the
nearly constant amplitudes prior to the onset of
decay, the distance of the onset of decay, and the
decay slope in the shadow zone. Our guiding
philosophy is to seek the simplest model con-
sistent with these features and to quantify those
aspects of the deep mantle structure which are
responsible for each feature. In their modeling of
the North Pole data, Ruff and Helmberger (1982)
concluded that there 1s a resolvable decrease in
amplitude between 87 and 90°, and this feature,
combined with a constraint of model perturba-
tions to the lowest 200 km of the mantle, led to
the multiple gradient complexity that all of the
POLAR models show. As it is not clear that the
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Fig. 4. (right) P-wave velocity versus depth for the PREM reference Earth model. (left) The summary plot from Fig. 2 with
superimposed synthetic amplitudes (shown as stars) for the PREM model, which were calculated using the generalized ray method.



short-period amplitude data are of sufficiently high
resolution to model such small amplitude fluctua-
tions, we chose to treat the amplitudes at distances
closer than the edge of the shadow zone as con-
stant for all three data sets. We will first show the
fit of synthetic amplitudes calculated for PREM
to the three data sets, and then show how each
data set can be fit with a different simple, locally
stratified, lower mantle velocity structure.

Figure 4 shows the short-period P-wave veloc-
ity profile calculated for PREM superimposed on
the summary plot of the short-period amplitude
data for all three regions. In later figures where
the data sets are shown individually, all of the
observations for each region are plotted. Clearly,
the PREM model provides a reasonable gross
average behavior, but does not adequately fit any
of the individual data sets. The PREM amplitudes
match the constant amplitude portion of all of the
data profiles, but do not match the amplitude
decay portions of any of the curves. The edge of
the shadow zone distance for PREM is quite simi-
lar to those of the North and South Pacific data
sets, but the PREM amplitudes level out briefly
between 92 and 95°, while the amplitudes of the
Pacific data simply show a steady decrease. Ruff
and Helmberger (1982) showed that adding a low
Q region at the base of D” does not improve the
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fit of a reference Earth model like PREM, so we
will concentrate on more important factors: the
velocity gradient and the average velocity of D",

Comparing Fig. 4 with Fig. 3, it is clear that all
three data sets can be fit best by 690-type models.
The edge of the shadow zone for the Central
Pacific data is at 90° similar to model 690.A,
which has a constant gradient all the way to the
core. The fit between data and synthetics ampli-
tudes for this model is quite good (Fig. 5). We will
henceforth refer to model 690.A as PACO for
convenience. The synthetic amplitudes for PACO
have constant amplitude out to 90° where they
begin to decrease rapidly, in agreement with the
Central Pacific data. Although the fit of the sim-
ple model PACO to the Central Pacific data may
seem surprising, it is easily explained: the basic
features of the core shadow zone—the onset dis-
tance and the decay slope in the shadow—are
controlled predominantly by the average velocity
and velocity gradient in D”. A simple, sharply
defined shadow zone onset near 90° does not
require a change of the positive velocity gradient
in the lowermost mantle.

The North Pole data set is obviously different
from either Pacific data set in that it has an onset
of decay at ~ 95°, about 5° further away. Refer-
ring to Fig. 3a, it is apparent that model 690.D is
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Fig. 6. As in Fig. 5, illustrating the fit of the synthetics for model PAC —

(model 690.D) to the North Polar data set. The dotted line

in the left figure is the profile for the POLAR1 model of Ruff and Helmberger (1982). Both models are shown in the right figure
(POLARI1 is again the dotted line), along with PREM (dashed line).

quite suitable. Figure 6 shows the fit of the 690.D
synthetics to the Polar data. We will hereafter
refer to this model as PAC —, to indicate that it is
slower than PACO. The visual match of the syn-
thetics and data is as good as that of the more
complex POLAR models of Ruff and Helmberger
(1982), which were developed to fit finer-scale
features in the amplitude distance profile at dis-
tances closer than the shadow zone boundary,
features which we did not feel we could resolve.

One of the Ruff and Helmberger models
(POLAR1) is indicated in Fig. 6. Note that
POLARI1 has two features in common with PACO:
it is significantly slower than PREM within the
D” region, and has a similar positive velocity
gradient in the lowermost 100 km of D”.

The North Pacific data require a slightly more
complex model. This data profile has the closest
onset of decay (~ 87°), so we attempted to match
it with an increased velocity gradient. The basic
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Fig. 7. As in Fig. 5, illustrating the fit of the synthetics for model PAC + to the North Pacific data set. In the right figure, the dashed

line is PREM.



character of the profile can be fit with 690.B (Fig.
3a), but this model does not fit the initial range of
slight amplitude decay before the stronger decay
onset at 90° (see Fig. 2). As previously shown
(Fig. 3b,c), it is possible to produce such a double
decay slope behavior by decreasing the gradient in
D" (though not as strongly as in PREM, because
we do not want the amplitude curve to actually
level off). We found that we could fit the North
Pacific profile fairly well with the model PAC +
(Fig. 7), which is identical with 690.B down to a
depth of 150 km above the CMB, where the
velocity gradient is decreased by 25%. This model
is somewhat more complicated than the other two
PAC models, but still represents a very simple way
to model the data and thus is consistent, in princi-
ple, with the others. The slight decrease in gradi-
ent at the base of the mantle in the PAC + model
is not particularly well resolved, but the overall
faster velocity structure is: it 1s clear from the data
profiles that the North Pacific region is faster than
the Central Pacific and North Polar regions.

5. Comparison with other data

We have proposed models for the lower mantle
which deviate from an accepted reference Earth
model (PREM) well above the traditional limit
(the top of D”) for such deviations: are these
models unreasonable? Figure 8 shows the three
models along with extremal velocity bounds
calculated for the lower mantle by Lee and John-
son (1984). These bounds indicate a 97% confi-
dence interval on radial Earth models compatible
with a set of global ISC travel times. These bounds
do not indicate the ‘correct’ velocity profile in any
given region, since they represent a global aver-
age; however, the width of the confidence interval
grows only slightly with depth, which does not
imply that any deviations from reference models
should be limited to D”. Though we do not expect
our models to be globally representative, the aver-
age of the three PAC models falls within the
bounded region.

To assess the validity of the PAC models fur-
ther, we compared the travel times predicted by
the velocity models with the observed values. The
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Fig. 8. A summary P-wave velocity versus depth plot showing

all three PAC models and the extremal mantle velocity refer-

ence bounds determined by Lee and Johnson (1984). The

bounds indicate a 97% confidence interval on a global set of

travel time data.

three models certainly predict travel time dif-
ferences, but the poor time resolution of the data
owing to uncertainty in origin times, source
depths, and receiver effects can make these dif-
ferences difficult to detect. Figure 9a shows the
travel time residual curves relative to the JB model
(Jeffreys and Bullen, 1940) calculated by ray trac-
ing for the PAC models. The data are shown in
Fig. 9b-d. The baselines of the data are poorly
resolved, but trends in the residuals with distance
may still be diagnostic of structural variations.
Linear regressions of the data are shown for dis-
tances beyond 78°, which is the distance where
the PAC travel time curves are expected to di-
verge. The trends of the regressed lines agree
qualitatively with the model behavior, but clearly
the slopes are much less than predicted. It is
unlikely that the travel time differences between
PAC + and PACO or even between PAC — and
PACO could be unambiguously detected without a
more detailed study, but the differences between
PAC + and PAC —, which are on the order of 5 s
at the greatest separation of the travel time curves,
should be resolvable even by our sparse set of
travel time data. A comparison of Fig. 9a with
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times were then subtracted. The North and Central Pacific travel times were measured directly from the raw seismograms and JB
times were then subtracted out. The North Pole JB residuals were taken (already measured and differenced) from the ISC bulletins.
Station corrections (Dziewonski and Anderson, 1983) were applied to all of the data.

Fig. 9b and d indicates that the measured dif-
ference is smaller than predicted. While this result
does seem to suggest that the PAC — and PAC +
models are probably too extreme, the amount of
overestimation is difficult to resolve. The relation-
ship between velocity structure, travel times, and
amplitudes in laterally varying structure is not
well understood. According to Fig. 9a, the travel
time differences between PAC — and PAC +
should increase with distance, becoming largest at
diffracted distances. However, raypaths to large
distances have long path lengths in D", perhaps
too long to be characterized with our locally valid
one-dimensional models. Thus it is reasonable that
the travel time differences of diffracted waves may
be smaller than expected. Nevertheless, in a more
extensive global body-wave travel time study,
Julian and Sengupta (1973) found relative velocity
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Fig. 10. Ray parameter versus distance for the PAC models
and for SCARLET data from Burdick and Powell (1980).
Additional data from 10 Soviet tests and a Soviet earthquake
have been added. The data have been windowed into azimuthal
ranges that sample the same general regions of D” that we
have modeled. Ideally, filled squares should correlate with
PAC +, open circles with PACO, and filled triangles with PAC.




contrasts consistent with our models for nearly
equivalent patches of the lower mantle.

Of course, absolute travel time information has
always been difficult to obtain, and consequently
many studies have measured slowness instead, be-
cause this can be done with good accuracy using
arrays. We checked the PAC models against the
Burdick and Powell (1980) slowness data set. Their
data set consists of slowness measurements for
145 azimuthally distributed events detected by the
SCARLET array in southern California, an array
known to have particularly small mislocation vec-
tors, indicating that receiver structure biases are
effectively averaged out. We grouped the slowness
measurements into azimuthal ranges that sample
the same general patches of D” which we mod-
eled with the PAC models. The Burdick and Powell
data set has only a few events from the azimuthal
range corresponding to the North Polar patch of
D" (modeled with PAC — ), so we supplemented
it with SCARLET measurements of 10 Soviet tests
and a Soviet earthquake. The grouped slowness
measurements are plotted in Fig. 10 along with
slowness curves calculated for the PAC models.
Although there is significant scatter and the data
are not uniformly distributed, there is a general
correlation between the predicted model slow-
nesses and the measured slownesses: PAC — has
higher slowness values and PAC+ has lower
slowness values. Since the receivers and sources
are not identical, we do not expect a perfect
agreement, but the slowness observations alone
suggest velocity structure variations comparable
with those in the PAC models.

It is also possible to perform an analysis of
amplitude data from arrays, and this has been
done by Lay et al. (1979) for a set of Soviet
nuclear tests recorded by the SCARLET array.
They used a technique similar to that of Ruff and
Helmberger (1982) to reduce the amplitude scatter
in their data. The resulting profile (Fig. 11), which
represents the same North Polar path through D"’
as the Ruff and Helmberger data, is sensitive to a
much smaller region owing to the limited size of
the array, but clearly shows the same basic trend,
and can also be fit by the PAC — model. Note
that this profile is clearly inconsistent with the
PACO and PAC + profiles, which have core
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Fig. 11. A log amplitude versus distance plot of short-period
P-wave data recorded by the SCARLET array for Soviet
nuclear tests. The solid line is the profile for PAC — (Figure 6).
The data are from Lay et al. (1979).

shadow onsets 5° closer. The fact that a consistent
amplitude profile is shown by this data set is very
significant: it indicates that the data profile in Fig.
6 is most strongly controlled by radial, not lateral,
velocity contrasts, further supporting the validity
of locally layered modeling. The rather high ray
parameters (the points near 95° in Fig. 10) for the
data in Fig. 11 are also very consistent with the
PAC — model. Unfortunately, the distances of the
other two source regions to the SCARLET array
are not near the edges of the core shadow zones,
so we could not make a similar array amplitude
comparison for the two Pacific D" regions.

6. Model resolution

While it is tempting to interpret our models in
terms of global lower mantle structure as has been
done in many other studies, we approach such
interpretations with caution. In this study we have
sampled only three small portions of the lower
mantle. The three models can be confidently com-
pared because they were derived in a consistent
manner, but we still must recognize the limitations
in the resolution of the data and in our modeling.
The fact that we were able to match the observed
profiles with such simple velocity structures prob-
ably says more about the resolution of our model-
ing technique than it does about the presence or
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absence of fine-scale features in the lower mantle.
The strongest conclusions which we can reach are
that the velocities in the lowermost mantle be-
neath the Central Pacific are lower than those
beneath the North Pacific but higher than those
beneath the North Pole, and that, despite these
gross velocity differences, positive P velocity
gradients in D" are required for all three regions.

In the modeling which led to the PAC models,
we explicitly sought the ‘simplest’ models capable
of explaining the data, basically exploring the
model space with only one change in lower mantle
velocity gradient. To minimize the required gradi-
ent change a thick zone of lateral variations was
adopted, which extends 690 km above the core.
The question arises as to whether such a thick
zone is required, since the perturbations to a
thinner zone would clearly reduce the predicted
travel time anomalies. In order to evaluate this
aspect of the PAC models, we calculated synthet-
ics for two models, 350.A and 350.B, which have
the same CMB velocities as 690.B (PAC + without
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Fig. 12. Lower mantle P velocity structures and the resultant
short-period amplitude versus distance profiles for: (a) PACO
and two models which have velocity gradient changes 350 km
above the CMB, and (b) PACO and four models whose veloci-
ties deviate from PACO 280 km above the CMB by —0.75,
—1.5, +0.75, and +1.5%.

the slight gradient reduction 150 km above the
core) and 690.D (PAC —), but whose gradient
change depths are located only half as far (350 km
instead of 690 km) above the CMB. These models
and their short-period P-wave amplitude profiles
are shown in Fig. 12a. PACO is included for
comparison.

The profiles for models 350.A and 690.B (Fig.
3a) have similar core shadow zone onset distances
and decreasing amplitude slopes within the shadow
zone, but differ in the distance range 83-88°. In
this range, the 350.A amplitude profile displays a
slight amplitude increase and subsequent decrease,
while the 690.B profile has constant amplitudes
out to the edge of the shadow zone. The amplitude
fluctuation of the 350.A profile is caused by con-
structive interference of energy turning above and
below the depth of the gradient change. The size
of the increase near 85° is not consistent with the
data in Fig. 7, hence we do not consider model
350.A to be a reasonable velocity structure for the
lower mantle beneath the North Pacific. The 690.B
profile does not have a similar feature because of
the smaller gradient change for that model, and
clearly provides a superior match to the data.

Comparison of the profiles for 350.B and 690.D
(Fig. 3a) indicates a similar problem: again, the
shadow zone onset distances and shadow zone
amplitude decay slopes are similar, but the ampli-
tudes at distances closer than the edge of the
shadow zone are not. In this case, model 350.B has
a slight amplitude dip over the range 8§1-95°,
while the 690.D profile has constant amplitudes.
The explanation for this sort of amplitude de-
crease has already been discussed: the decrease in
velocity gradients spreads the wavefront out over
a larger area, hence decreasing amplitudes. This
dip in amplitude would match the lowest of the
observed amplitudes near 90° in Fig. 6, but there
are many observations at this distance which are
not low relative to the data at 85°. Once again,
the smaller gradient change of the 690 type model
yields a smoother baseline which is more in keep-
ing with the observed profile.

From these comparisons, we conclude that two
of the characteristic features of our data sets, the
distances of the onset of the core shadow zone and
the amplitude decay slopes within the shadow



zones, can be matched equally well by positive
gradient models which have deeper velocity gradi-
ent changes, but the third feature, approximately
constant amplitudes at all distances closer than
the onset of the core shadow, cannot be. In order
to have sufficiently fast or slow average lowermost
mantle regions with positive velocity gradients to
match the first two features, the velocity gradient
change must increase as the perturbed zone is
narrowed. However, if the gradient changes are
too strong, they will lead to violations of the
constant amplitudes exhibited by the data for
distances closer than the core shadow. Thus, while
690 km above the CMB is not a well-constrained
depth, it is apparent that to fit the flat portions of
the data amplitude profiles using simple, two
velocity gradient models, the depth of gradient
changes must be shallower than 350 km above the
CMB. A reasonable minimum distance is prob-
ably 400 km. Of course, smoothly varying models
can be used as well and no great significance
should be attached to the precise depth at which
the PAC models have changes in gradient.

More detailed velocity structures could not be
uniquely resolved with this modeling scheme, but
the viability of some of the more extreme velocity
models proposed for the lower mantle can be
evaluated. Within the last decade, several models
have been proposed which have sharp velocity
increases (Wright and Lyons, 1981; Lay and
Helmberger, 1983) or decreases (Haddon and
Buchbinder, 1987) in the lowermost mantle. To
test the compatibility of these types of models
with the short-period amplitude data, we calcu-
lated synthetics for the four models shown in Fig.
12b (again, PACO is included for comparison).
These models are identical to PACO to a depth of
280 km above the CMB, at which depth the veloc-
ity for each increases or decreases by 0.75 or 1.5%
over a distance of 60 km. Below this the PACO
gradient continues to the CMB.

Let us begin with the most extreme model, the
1.5% decrease. The low-velocity zone leads to a
large amplitude dip in the range 85-95°. This
interval of decreased amplitudes is actually the
shadow zone caused by the velocity decrease, and
it is weakly illuminated by energy diffracted
through the low-velocity channel. Interestingly,
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while the amplitude dip clearly disagrees with all
of our data, the distance of the core shadow onset
and the decay slope within it are fairly compatible
with the North Polar data. Again, this is because
these features are controlled by the average veloc-
ity structure at the base of the mantle (note that
the —1.5% model is slow, as are the PAC — and
POLAR models), and the velocity gradient just
above the CMB (positive in each case). Thus, they
can be fit by a model which has a single, reduced,
positive velocity gradient, or by a model which has
a strong negative velocity gradient followed by a
strong positive gradient. It is the constant ampli-
tude portion of the data profile which allows us
clearly to choose the former type of model as
superior.

The profile for the 0.75% decrease model is
intermediate to the profiles for the 1.5% decrease
model and PACO, as one would expect. The size of
the amplitude dip is smaller, and the edge of the
shadow zone has moved closer to that of PACO.
However, the profile is still grossly incompatible
with the three data profiles, suggesting that any
sharp P velocity decrease in D” must be very
small, on the order of that in the POLAR models
of Ruff and Helmberger (1982).

The velocity increase models provide more rea-
sonable amplitude profiles (Fig. 12b), but this is
not surprising because they do not represent such
drastic modifications of PAC0Q. The PAC0 model
increases velocity by 0.5% over a 60-km interval,
so these models actually only represent 0.25 and
1.0% increases from PACO. The distinctive feature
of these profiles is the amplitude increase and
subsequent decrease that each shows over a range
of a few degrees at distances just closer than the
onset of the core shadow. Clearly, the height of
this feature is proportional to the size of the
velocity increase: the amplitude augmentation for
the 1.5% model is about twice as large as for the
0.75% model. The enhanced amplitudes are caused
by the interference of energy from above and
below the depth of the gradient change, as was
discussed above for the 350.A model (Fig. 12a).
Notice also that the distance of the onset of the
shadow zone is closer for the faster +1.5% model
than for the +0.75% model, as we would expect.
While it would be difficult to say that the small
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amplitude augmentation caused by the 0.75% in-
crease is incompatible with the relatively constant
amplitudes of the data at distances closer than the
core shadow, the corresponding feature in the
profile for the 1.5% increase model is probably too
large. Hence, we conclude that an amplitude in-
crease of more than about 1% spread out over a
depth of 60 km or less in the lower mantle is not
compatible with these data.

7. Discussion

This analysis indicates that there are strong
lateral variations in the P velocity structure of D"
with scale lengths on the order of 1000 km. The
variations extend at least 350 km above the CMB,
and in at least three isolated regions the dominant
P velocity gradient in D" is positive. These strong
variations are compatible with the longer wave-
length variations inferred from global tomography
(Dziewonski, 1984), and it is interesting to note
that the D"’ region near the North Pole is slower
than average, while an adjacent region is fast. This
strong gradient in D" velocity structure at high
latitudes may be responsible for the difficulty of
resolving CMB topography and core anisotropy,
since it is necessary to correct core phases for their
mantle paths (e.g., Creager and Jordan, 1986;
Morelli et al., 1986).

Our data set neither proves nor disproves the
presence of boundary layers at the bottom of the
mantle, but it does place some constraints on
them. A thermal boundary layer in chemically
homogeneous material is generally expected to be
accompanied by a decreased velocity gradient
(Doornbos and Mondt, 1979; Doornbos et al.,
1986), although at high pressures the temperature
derivative of seismic velocities may be much less
than previously thought (Anderson, 1987). We
found evidence for a decreased gradient in only
one of the three regions we studied (discounting
the slight decrease for the North Pacific region,
which is not well resolved), suggesting that any
global decrease in the velocity gradient at the
bottom of the mantle may be relatively small. A
pervasive negative velocity gradient in D" is
clearly inconsistent with these data. Ruff and
Helmberger (1982) showed that a very thin region

with a negative velocity gradient can be in-
troduced just above the core, but it must be small
enough to be masked by an overlying positive
velocity gradient in D”'. The data may be compat-
ible with a chemical boundary layer, but only if
the layer represents a gradual transition from the
material above it, as far as P velocity is concerned:
the amplitude profiles are too smooth to allow any
large, discontinuous changes in material proper-
ties. Obviously, given the scatter in all three data
sets, we cannot rule out sharp temperature or
compositional contrasts on much smaller scales.
These results are not inconsistent with previous S
wave modeling: the one common region for which
both types of data have been analyzed, the North
Pacific, is believed to have fast S wave velocities in
D" as well (Lay and Helmberger, 1983). However,
it does appear that the S wave velocity increase is
stronger than the P velocity increase in this area,
and that the S velocity gradients in D" appear to
be lower.

The great task now facing scientists who study
the lowermost mantle is the reconciliation of the
apparently contradictory evidence from the many
different studies of the region. Increasingly, it
seems that for such a reconciliation to be brought
about, there must be a willingness on the part of
researchers to question ideas about deep Earth
structure which they have in the past treated as
axiomatic. An emerging perspective of the base of
the mantle which allows many of the seemingly
conflicting observations to be reconciled is that of
a combined chemical and thermal boundary layer,
similar in some respects to the lithosphere. Lateral
variations in P velocity and S velocity structure
within D” have many scale lengths, but, as we
have shown in this study, it does appear that long
wavelength variations are sufficiently strong to
permit regional characterizations of discrete areas
using locally stratified models. This can be in-
terpreted as evidence for large-scale patches of
compositional heterogeneity, perhaps akin to con-
tinents embedded within a dynamic thermal
boundary layer (Jordan, 1979; Doornbos et al.,
1986; Young and Lay, 1987a). A schematic di-
agram of this scenario is shown in Fig. 13. The
basic attraction of this complex model is that it
allows reconciliation of the evidence for strong



Fig. 13. A schematic diagram for the CMB region including the
heterogeneity associated with both thermal boundary layer
(TBL) and chemical boundary layer (CBL) structure. There
may be some heterogeneity in the outermost core in regions of
topographic highs on the CMB induced by large-scale upwell-
ing in the mantle. Localized plumes due to thermal instabilities
may also exist.

lateral heterogeneity with the evidence for locally
coherent radial structure. Small-scale heterogene-
ity in the region may be the result of unsteady
dynamics of the thermal boundary layer as well as
localized compositional heterogeneity. The super-
adiabatic temperature gradient in the thermal
boundary layer can provide part of the explana-
tion for the greater reduction of S velocity gradi-
ents than P velocity gradients in D”’. However, the
temperature dependence of both seismic velocities
is probably inhibited at high pressure (Anderson,
1987), so one must be cautious in interpreting
temperature contrasts on the basis of the seismic
models. Thermal effects alone cannot explain the
evidence for S wave velocity stratification (Lay
and Helmberger, 1983; Young and Lay, 1987a),
nor is it clear how the enhanced thickness of the
heterogeneous region at the base of the mantle can
be produced thermally. Numerical calculations
suggest that pressure dependence of lattice con-
ductivity may account for some thickening of the
D" layer, with a smaller overall temperature drop
across the boundary layer (Anderson, 1987; Zhang
and Yuen, 1988).
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8. Conclusions

The overall behavior of short-period P-wave
amplitude profiles near the core shadow zone for
three regions of the lowermost mantle can be fit
by models with simple, positive velocity gradients
in the lowermost mantle. The coherence of the
observed profiles indicates that they are most sen-
sitive to a scale of heterogeneity which is larger
than the sampled regions, a condition which must
be met to justify radial modeling. For our mod-
eling, we chose to focus on matching three char-
acteristic features of the observed profiles: the
nearly constant amplitudes at distances closer than
the shadow zone onset, the distance of that onset,
and the amplitude decay slope within the shadow
zone. We found that the latter two features are
sensitive only to the average lower mantle velocity
and the velocity gradient in D", and so cannot be
used to discriminate between models which are
equivalent in terms of these parameters, but the
former feature is incompatible with sharp gradient
changes in D", and so favors smoothly varying
models. While our modeling technique lacks the
resolution to test the validity of more complicated,
multiple-gradient velocity structures which may be
compatible with the data, we are able to show the
incompatibility of sharp P velocity decreases or
increases of greater than ~ 1%. The simplest class
of models found to fit the observed profiles de-
viate from the PREM reference Earth model 690
km above the CMB, but show no obvious dis-
agreement with mantle velocity bounds. Further-
more, theoretical slowness values calculated for
them are consistent with observed values for the
modeled regions. Models with significantly de-
creased velocity gradients 150 km or less above
the CMB lead to flattening of amplitude versus
distance curves well into the shadow zone which
are not observed in any of the data sets. Our
analysis indicates that the D" velocities under the
North Pole are ~ 2% slower than those under the
Central Pacific, while the velocities under the
North Pacific are ~ 1% faster, and that the lower-
most mantle velocity gradient in each region is
positive.
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