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ABSTRACT 

When a function is singular at the ends of its expansion interval, its Chebyshev 
coefficients a, converge very poorly. We analyze three numerical strategies for 
coping with such singularities of the form (1 + x)~ log(1 f x), and in the process make 
some modest additions to the theory of Chebyshev expansions. The first two numeri- 
cal methods are the convergence-improving changes of coordinate x = sin[( In/Z&] 
and x = tanh[ly/(l - y”)‘/2]. We derive the asymptotic Chebyshev coefficients in 
the limit n + 00 for both mappings and for the original, untransformed Chebyshev 
series. For the original function, the asymptotic approximation for general R is 
augmented by the exact Chebyshev coefficients for integer k. Numerical tests show 
that the sine mapping is excellent for k 2 1, increasing the rate of convergence to 
b, = 0(1/n 4k+1). Although the tanh transfomation is guaranteed to be better for 
sufficiently large n, we offer both theoretical and numerical evidence to explain why 
the sine mapping is usually better in practice: “sufficiently large n” is usually huge. 
Instead of mapping, one may use a third strategy: supplementing the Chebyshev 
polynomials with singular basis functions. Simple experiments show that this approach 
is also successful. 

1. INTHBDIJCTION 

Solutions to differential equations often are singular at comers and end- 
points. Several examples are discussed by Lund and Riley [13] and Lee, 
Schultz, and Boyd [El. Unfortunately, these boundary branch points seri- 
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ously degrade the efficiency of Chebyshev-polynomial methods. In this 
article, we limit ourselves to the particular case of logarithmic endpoint 
singukities of the form 

(If x)9og(l+ x) (1 > .I 

and pursue a twofold goal. The first is to quantify this poor convergence by 
proving asymptotic approximations to the Chebyshev coefficients. The sec- 
ond is to analyze three numerical strategies for improving the efficiency of 
Chebyshev expansions for such sing&r functions. 

The primary tool for the asymptotic analysis is the method of steepest 
descent [3,4, which is applicable for general k, where k is the exponent of 
the power of x multiplying the logarithm. However, we also derive the exact 
coefficients for (1.1) for integer k h Section 2. Similar asymptotic estimates 
for functions with fractional-power branch points at x = of: 1 have been 
previously obtained by Elliott [9]. 

The first two nurnericaI strategies are to apply a mapping of the form 

(12) . 

and then use a Chebyshev series in the new coordinate y. The two particular 
transformations we analyze are (1) x = sin[( 7r/2)yl, which is representative 
of mappings that vary algebraically with y near the endpoints (Section 3), 
and (2) r = tanh[ Ly/( I- y2)‘j2)], which is discussed in Section 4 and is 
representative of mappings that vary exponentiaZly fast near x = & 1. The 
steepest-descent method again yields asymptotic approximations for the 
coefficients. 

In Section 5, we apply the asymptotic formulas to reduce the error in 
cakulatirg Che-byshev coefficients via Gauss-Chebyshev quadrature. Section 
6 uses a mixture of the asymptotic estimates with numerical experiments to 
explain why the tanh mapping, which wouId seem to be the best option in 
view of its superior performance in the limit n 3 00, is usually inferior to the 
sine mapping (or no change of coordinate at ah) unless n is very large indeed. 

The third numerical strategy is an alternative to mapping: using a mixed 
basis set composed of Chebyshev polynomials plus a few singular basis 
functions (Section 7). The heuristic justification for this strategy is that if the 
coefficients of the sing&r functions match those of the branch points in 
f(x), then the T,(X) are only required to approximate the rwnsingular 
portion of f(x). 

The final section is a summary and a comparison of the three numerical 
methods for coping with endpoint singularities. 
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2. LOGARITHMIC ENDPOINT 
WITHOUT A MAPPING 

SINGULARITIES 

THEOREM 1. Zfafi4nctionf(x)hasasingdmityatx=1ofthefm 

+ less singular terms, (2 1) . 

where k is positive and a and /3 are 
of the Chebyshm series 

f( ) x = 

urbitray constants, ther, the coefjficients 

(2 2) . 

are asymptotically gioen by 

a, - - [a+/?( -1)“]21-k~(2k+l)n-(2k+1~d,(k)[l+O(l/n)] (2.3a) 

with 

2 
dpcoskw+-(sinklr)[#(2k+l)-logn], 

77 
(2.3b) 

where \cI is the usual digamma finction. For the special case of integer k, 
d, = ( - l)k and the relative error is 0(1/7x2) instead of 0( l/n). 

PROOF. The usual integrals for the Chebyshev coefficients 

2 
a,=- 7T l_lif(x)Tn(x)(l- x2) -‘“dx (2 4) . 

(n > 0) may be transformed by the substitution x = cos t, which converts the 
nth Chebyshev polynomial in x into cos nt, to give 

2 II 
%I = - 

J 
f(cos t)cos ntdt. 

7t 0 
(2 5) . 
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Since the Chebyshev coefficients are asymptotically dominated by the 
worst stigularities, that is, the branch points whose lowest derivatives 
are unbounded, it follows that the coefficient integrals must be dominated by 
the ne&hborhood of the endpoints. Consequently, we may legitimately 
approximate (2.5) by integrals that are simpler to evaluate so long as the 
endpoint singularities are unaltered. For simplicity, set j3 = 0, so that the 
f(cos t) is singular only at x = 1, that is, t = 0. 

By elementary Taylor expansion, 

f(cos t ) 5: 21-kt2k log 1+ less singular terms. (2 6) . 

Since this is accurate only for small t, one may replace the upper limit of 
integration by anything which is convenient so long as the integrand is 
nonsingular. Thus, asymptotically 

22-k 

%(k) - - / 
l 2k t logtcosntdt, n> 1. 

fl 0 
63 ( 7) L. 

The case k =- 0 has been used to illustrate the method of steepest descents 
in the textbook by Bender and Orszag [I], but their method is applicable for 
general k. The key idea is to make the replacement cos nt = Re eint and then 
deform the contour of integration into three line segments: (i) t = 0 to 
t=ioo, (ii) t=ioo ta t=l+im, and (iii) a=l+icc to t=l. The integral 
around the segment at infinity is zero. The integral along the third segment 
may be evaluated by Watson’s lemma to show that it is O(l/n2k+2), which is 
a factor of n smaller than the integral along (i). Thus, the dominant 
contribution comes from the integral 

(2 8) . 

Applying tie identity log is = log s + in/2 then converts the integra! in (2.8) 
into a pair. The first is the integral which defines the gamma function. The 
second is proportional to 

/*(iogs)e -ns~2kds = n-(2k+1Q'(2k + l)[ J/(2k + 1) - logn] (2.9) 
0 

where the RHS is given by identity 4.352 of Gradshteyn and Rhyzik [ 111. 
Adding (2.9) to the gamma-function integral then proves the theorem. 
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When k is an integer, the log n term disappears and we can calculate the 
exact Chebyshev coefficients through a different line of reasoning. The exact 
a, for the special case k = 0 are given (a$ Fourier coefficients) by identity 
1.441.2 of [ll]. By means of two tdifferentiations of f(cos[t]) and the 
application of trigonometric identities, the co&icients of (1 - x)log( 1 - x) 
may be obtained from those for log(1 - x). Repeating the procedure gives the 
coefficients of (1 - #log(l ‘- x) for arbitrary nonnegative integer k. To 
obtain the corresponding expansions for (1 + x)~ log(1 + x), merely replace x 

bY - x and exploit the parity of the Chebyshev polynomials: T’,(X) = 
T,,( - x) while Tzn+ r(x) = - T 2n+ r( - x). One finds, for arbitrary constants 
(Y and p, 

crrlog(l-x)+plog(l+x) 

= -(cy+p)iog2+ E -2 
?I= 

-]~+B(-l)n]T,(x), (2.10) 

+ f [a+ac -VI n(n:_ 1) TnbL 
n= 2 

(2.11) 

+ f [a+/?(-l)“] -12 
n(n2- l)(n2- 4) TnCx), (2.12) 

n= 3 

Comparing these results with Theorem 1, we see that the asymptotic 
approximation is exact for k = 0 while the relative errors are O(l,/n2) for 
k = P and 0(5/n2) for f(x) = cw(1 -x)210g(l-X)+p(l+X)210g(!+X). 
Thus, the asymptotic expressions are extremely accurate approximations to 
the exact Chebyshev coefficients even for n as small as 10. (However, the 
relative error is only 0( l/n) when k is not an integer.) 
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Observe that each of (2.10) through (2.12) consists of a finite number of 
special formulas plus a general term for n > k. An anonymous reviewer 
pointed out that by converting the coefficient integrals to 

a,=2[01+/3( -l)“]( -l)k+‘Jme -“$oshs- l)k& (n > k) (2.13) 
0 

“using the methods of Elliott [9],” one obtains an integral which may be 
evaIuated via a Laplace transform table: 

( -l)k+l[a+/3( -l)n]2’-k(n-k-1)!(2k)I 
a,= 

(n + k)l 
(n>k; k integral) 

(2.14) 

Presumably this could also be deduced via the recursive procedure that gives 
(2.10) to (2.12). 

Uufortunately, this alternative line of proof merely gives the general term 
in the Chebyshev series; the representation (2.13) is not valid for n < k. The 
approach through tdifferentiation and trigonometric identities is still the oniy 
aIgorithm for computing all the exact coefficients for integer k. When k is 
not an integer, the steepestdescent proof, which yields only an asymptotic 
approximation, is best one can do. Fortunately, the asymptotic formulas will 
be quite adequate for the analysis and applications in the rest of the paper. 

3. LOGARITHMIC SINGULARITIES WITH A QUADRATIC MAPPING 

THEOREM 2. Zf the fimth 

f(~)=ar(l-r)klog(l-r)+/?(l+x)klog(l+x) l (3 1) 

is expanded in Chebysheu polynomials after the application of the mup 

77 

x = sin - 
2yy 

then the coefficients in the series 

(3 2) . 

f(x) = E bllT,(Y bl) 
n-0 

(3 3) . 
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are asymptoticdy given by 

b,,e - 
[cu+fi( -1)“]~~~2~-‘~(4k)! [I& 1 

,,4k+ 1 
1 01 2 ’ n 2+ 1. (3.4) 

PROOF. Defining the trigonometric variable t via y = cost and Taylor 
expanding, 

VT T 

Z(t)=&-yssin -cost 
2 ( 1 2 

7r2 
= 1 -gt4+O(t6), t-,0. 

One may then apply the rest of the proof of Theorem 1. 

From (3.6) one can show that the mapping has a “quadratic” character: 
1 - x = (m2/8)(1 - Y)~ near x = 1, and similarly near the other endpoint. The 
result is that the asymptotic rate of decrease of the Chebyshev coefficients is 
increased from O( l/n3) to 0( l/n’) for a function like (1 - x)log(l - X) and 
from 0(1/n’) to 0( l/n’) for (1 - x)2 log(1 - x). Intriguingly, however, 
there is no improvement in rate (and a modest increase in the proportionality 
constant) for the “naked” logarithm, log( 1 - x). 

Table 1 shows that Chebyshev coefficients of the model functions with “he 
mapping tend rapidly to asymptotic limits given in Theorem 2. No results are 
given for log(1 - y), because the error in the asymptotic approximation is 
indistinguishable from zero for n > 6, indicating that either the approxima- 
tion is in fact exact (except for the lowest three or four coefficientsj, or has a 
relative error which is 0(l/n4). 

4. HYPERBOLIC-TANGENT MAPPING 

The rationale for the tanh map, which was first suggested by F. Stenger 
[ 141, is that if the interval x E [ - 1, l] is mapped to &e unbounded interval 
ZE[- 00, oo] through a transformation that uses the exponential function, 
weak endpoint singularities are neutralized. Mere, “weak” means that f(r) is 
bounded at x = + 1. “Neutralized” means that the endpoint zeros are 
transformed into exponentially fast decay of @[z]) as ]z] + 00. If we apply 
an expansion in 2, one can prove that the series will converge eqmaentiaZZy 



56 JOHN P. BOYD 

TABLE 1 
EXACT AND APPROXIMATE CHEBYSHEV COEFFICIENTS” FOR THE MODEL FUNCTIONS 

f(Y)=c-Y)2kw- Y)-f(Y)=(l-YY)log(l-Y) 
AFI'ER APPLICATION OF THE CHANGE OF COORDINATE y = Sin[( V/2)X] 

n Exact 

%a 
Asymptotic Rel. error Rel. error x n2 

5 
10 
15 
20 
2s 
30 
35 
40 

5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 

(a) f(x) = (1 - sin[(v/2)r]}2 log{ 1 - Sh[( v/2)4} 

0.036258 - 7.8550733 
6.4469235 -1.53419E-5 

- 4.4416933-7 - 3.99079E-7 
-3.20506E-8 -2.99647~-8 
- 4.206993-9 - 4.02183-g 
- 804751~-10 - 7.794513-10 
- 1.~3%E-10 - 1.946563-10 
- 5.96083E-11 - 5.85248~-11 

0) f(x)= (l-Swd2)~ 

1.21664 30.4161 
1.23797 123.797 
0.102575 23.0794 
6.50808~-2 26.0323 
0.044021 27.5131 
3.14387~-2 28.2948 
2.347523-2 28.7571 
1.817663-2 29.0825 

]} log{ 1 - sin[( n/2)x] 

0.660922 
3.899533-2 
2.02809E-2 
1.19077~-2 
7.7615~3 
5.44161~-3 
4.020473-3 
3.08927~3 
2.44687~3 
1.985413-3 
1.6429133 
1.381813-3 

- 2.794293-2 -9.47482~3 
- 3.08103~4 - 2.9608834 
- 3.97982~5 - 3.8991~5 
- 9.36426~-6 -9.252753-6 
- 3.055663-6 -3.031943-6 
-1.225xE~ -i.21847E-6 
- 5.66018~-7 - 5.637433-7 
- 2.90045~-7 _ 2.891493-7 
- 1.6085~-7 - 1.604573-7 
- 9.49367~4 - 9.47482E-8 
- 5.8929E-8 - 5.88312E-8 
-3.812993-8 - 3.80772~-8 

16.523 
3.89953 
4.56321 
4.76307 
4.85094 
4.89745 
4.92507 
4.94284 
4.95491 
4.96353 
4.9698 
4.97451 

“The listed coefficients are those of the Chebyshev series in the new coordinate 
X. The expected relative error is 0(p/n2) for some constant p; the fourth column 
gives the relative error multiplied by n2 to confirm this theoretical prediction; the 
entries converge to p as n + 00. 

fast becawe f( x[ z]) is analytic for all real, finite z and decays exponentially. 
Instead of the coefficients decreasing asymptotically as some inverse power of 
n (no map), the error falls as an exponential function of the truncation 
N-that is, falls faster than l/Nk for any finite k. One may then map the 
series from z back to y E [ - 1, I]. 

Stenger [14] suggested sine functions in z, but Boyd [2] pointed out that 
the alternative of “rational Chebyshev” functions TB,(z) is just as good. 
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Boyd’s choice is equivalent to the change of coordinate 

x=tanh 
LY 

i I (I _ y2)i’2 ’ 
we [ -Ll], (4 1) . 

followed by an expansion in ordinary Chebyshev polynomials in the new 
coordinate y. The constant L is a user-choosable “map parameter.” [The 
TB,(z) are the images of the Chebyshev polynomials under the map from z 
to y.] The coefficients of the Chebyshev series in y are identical with those of 
the TB,(x) expansion, so one may borrow the asymptotic analysis from Boyd 
[3, 41. 

Paradoxically, the tanh mapping (4.11, which has the most rapid rate of 
convergence in the asymptotic limit N --) 00, is markedly inftior to the sine 
mapping or even no mapping at all unless (I) the singularity is strong 
(k small) or (2) one needs many decimal places of accuracy. In consequence, 
we shall not recapitulate [3] and [4] in detail, but instead focus on why a 
change of coordinate which is so good in theory is often poor in practice. 

Boyd [3] shows that the asymptotic Chebyshev coefficients of a function 
g(z) on an unbounded interval are the sum of two types of contributions. 
First, there are residue terms which are generated by the singularities of g(z) 
in the finite x-plane. Second, there are steepest descent, or endpoint, terms 
which depend upon the rate at which g(z) decays as ] z ] + 00. The residue 
contributions decrease as exponent& whose arguments are linear i? IV. This 
has been dubbed “geometric” convergence, since the terms of an ordinary 
geometric series have the same property with each term smaller than its 
predecessor by a factor of l/S, where S > 1. In contrast, the endpoint 
contributions decay as exponentials of a jhctiond power of n-“subgeo- 
metric” convergence in the parlance of [3]. Asymptotically, the “residue” 
contributions can be ignored. 

Unfortunately, for finite n -sometimes even for very large n-the 
“residue” terms may be important, or even dominant. Figure 1 illustrates the 
coefficients of the Chebyshev series (in y ) for f(x) = (1 - x)~ log(1 - x) after 
the mapping (4.1) is applied (solid curve). The asymptotic analysis of Boyd 
[3] shows that as n + 00, these coefficients are (witli L = 3) of the form 

a,-exPC -0.48n)r(n)+exp( -3.46n1’2)q(n), (4 2) . 

where r( n ) and 9( n ) are complicated and oscillatory but 0( 1) functions 
which are irrelevant to our main purpose, which is to bound the magnitude 
of the Chebyshev coefficients. The long dashes in Figure I show 
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n 

FIG. 1. Solid curve: exact Chebyshev coefficients for f(x) = (1 - x )” log{1 - x) after applica- 
tion of the tanh map with L = 3. ting dashes: “amplitude” of the endpoint contributions to the 
asymptotic Chebyshev coefficients of this function. Short dashes: exact coefficients of a function 
g(y[x]) obtained b y modifying the tanh mapping so as to preserve the poles on the imaginary 
axis while removing the endpoint singularities. 

exp( - 3.46fF2). As n + cc, this is the most slowly decreasing term. As 
predicted by Boyd [3], this amplitude is a tight bound on the asymptotic 
Chebyshev coefficients in the sense that the oscillating Q, touch the curve of 
this endpoint contribution amplitude infinitely often as n + 00. Such a tight, 
bounding curve is called the envelope of the Chebyshev coefficients in [5]. 

The surprise is that in contrast to the asymptotic approximations of the 
previous two sections, which are accurate (at least in order of magnitude) 
even for very small n, the “endpoint” term in (4.2) underestimates the true 
coefficients (by as much as a factor of 100) until n = 50 and Q, - (lOV1’). 
The problem is that tanh z is singular at z = + i~/2. (In fact, the mapping 
function has an infinite number of additional poles along the imaginary axis, 
but only the pair nearest the origin is important for n > 10.) For moderate n, 
these pole contributions dominate the asymptotic behavior of the Chebyshev 
coefficients. 

To dramatize this, Figure 1 also illustrates the coefficients of g(y) defined 
by making the replacement 

22 
tanhz-, 

n2+ lr2/4 ’ 
(4 3) . 
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which has pcles at the same location at tanh z. Then 

iiT(Y) Ffb[YlL (4 4) . 

where 

2X(Y) LY 

x= [z(y)l”+v”/4’ z= (l- y2)1’2 
(4 5) . 

is a function that has poles at the same location as f(tanh z(y)), but is not 
singular at the endpoints. The short dashes, which trace the coefficients of 
g(y), closely mimic the Chebyshev coefficients of the tanh-mapped function 
for n < 50. This implies that it is the poles of the mapping-not the 
logarithmic singularities at the ends of the interval which motivated the 
mapping-which determine the magnitude of the Chebyshev coefficients for 
small to moderate n. 

At the crossover point n = 50, the situation changes because the residue 
term proportional to exp( - 0.48nj has decayed to the magnitude of the 
endpoint term. The coefficients continue to fall steeply (geometrically) for 
g(y) because its large-n coefficients have no endpoint contributions. In 
contrast, the coefficients of f(tanh z(x)) fall more slowly because for n > 50 
they ae dominated by the endpoint terms. 

The crossover where the endpoint contributions come to dominate the 
Chebyshev coefficients occurs for smrzlb n when the singularity is stronger. 
We shall return to this important issue in Section 6. 

5 APPLICATIONS. I: ASYMPTOTIC CORRECTION TO 
GAUSS-CHEBYSHEV QUADRATURE 

Let the { cr, } denote the exact Chebyshev coefficients of a function f(x), 
and let (an} denote the coefficients as computed by Gauss-Chebyshev 
quadrature with N + 1 points in the interior of the interval. [The (Q n ) are 
the Chebyshev coefficients of the polyp smial which interpolates f(r) at these 
points.] A well-known theorem [IO] asserts 

an=41, - f ( - l)dE,,+2j(N+l) + a-n+2j(N+l)lm (5 1) * 
j=l 

If j(X) is nonsingular on x E [ - l,l], then the error summation is exponen- 
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tially small. With boundary branch points, however, the Chebyshev coeffi- 
cients will decrease as O(l@) for some k. One can then show that, 
assuming NBfl, 

1 
at,=a,-2 - ( 1 

bo - 1 

2N 

c( 1) 
j=l jk 

. (5 2) . 

The absolute error is 0(l/[2hrlk), independent of n. Thus, to compute the 
coefficients to six decimal places, one would need l,OOO,OOO quadrature 
points for k = 1. Even then, the rekztiue error in aloo would be 1 part 
in 103. 

However, if the asymptotic Chebyshev coefficients are known, one may 
substitute the asymptotic coefficients into the summation in (5.1) to evaluate 
it approximately. The quadrature error is reduced by 0( l/N’), which is a 
gain of roughly a factor of 10,000 for N as small as 100. 

For k = l-coefficients &creasing as l/n -this “asymptotic correction” 
is almost essential. It was not until after this was applied that the author 
computed the coefficients of log(1 - X) with sufficient accuracy to suspect 
that the asymptotic approximation was in fact exact, a conjecture subse- 
quently confirmed by a literature search as indicated in Section 2. 

6. APPLICATIONS. II: CROSSOVER TRUNCATION 

The mappings improve the asymptotic performance of the Chebyshev 
series, but for small N, the effect may be to reduce the rate of convergence. 
One must always recognize that asymptotic (as 1q -+ 00) arguments only 
apply when N is indeed large. An asymptotically ” higherurder” method is 
superior to the Chebyshev series of the unmapped f(x) only when N is 
larger than some crossover point. 

Figure 2 illustrates this theme by comparing the Chebyshev series for 
f(X)=(l-X)210g(l- ) ‘th t x w1 ou a mapping with those for the same func- 
tion after the applications of the sine map and tanh transformation, respec- 
tively. Asymptotically, the tanh mapping gives exponential convergence and 
is therefore superior to the other two series, but the graph shows that the 
coefficients do not become smaller thaw those of the sine-mapped series until 
N > 70, and the coefficients are O(lO- I). 

The other two crossover points show that using no coordinate transforma- 
tion at all (solid curve) is superior to t le sine mapping until the coefficients 
are as small as 0(10L4), and to tf e tanh mapping until N = 30 and 
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FIG. 2. Chebyshev coefficients for f(x) = (1 - x)” log(1 - x) with no mapping (solid curve), 
the sine map (long dashes), and the tanh map with L = 3 (short dashes). 

%a - IOm7. For tl’ 11s weak endpoint singularity, a change of coordinate is 
worse than useless unless one needs very high accuracy. 

For a stronger singularity as exemplified by (1 - x)log( 1 - x), the cross- 
over points occur for smaller A7. In addition, one should, strictly speaking, 
compare errors rather than the coefficients themselves, as done in Table 2. 
Still, Figure 2 eloquently shows the need to apply asymptotic concepts only 
asymptotically. 

TABLE 2 

CROSSOVER TBUNCATIONS NcrOSS WHERE ONE METHOD 

(LEm MEMBER OF EACH PAIR) BECOMES INFERIOR TO ANOTHER’ 

N crcwi Error Types 

(a) f(x) = (1 - X)2 log(1 - x) 

8 33-4 Unmapped : sine mapping 
28 33-6 Unmapped : tanh mapping 
58 13-11 Sine : tanh mapping 

(b) f(x) = (I- G%(l- x) 

4 3~-2 Unmapped : sine mapping 
12 3.53-3 Unmapped : tanh mapping 
20 3.5E-5 Sine : tanh mapping 

“The error, which is equal for the two methods at the 
cross-over truncation, is the maximum pointwise error on 
x E [ - 1, l] (L, error). 
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7. APPLICATIONS. III: SINGULAR BASIS FUNCTIONS 

By applying Taylor-series methods as described in Bender and Orszag [l], 
one can show that logarithmic singularities often occur in the form of a power 
series multiplying the logarithm. A classic example is the Bessel function K,, 
which may be written 

x2 ao 
-- 

4 

c [a,b(k+l)+ $(k+2)]x2k 
Y (7 I) . 

k=O 4kk!( k + l)! 

where 4(z) is the usual digamma function, the logarithmic derivative of the 
gamma function. 

For this particular example, the coefficient of the logarithm is known to be 
the entire function Z1( x). Thus, Clenshaw and Picken [7, 81 were able to 
tabulate very accurate Chebyshev series for the Bessel functions K, by first 
computing a series for the corresponding nonsingular function I,, and then 
subtracting the branch point. Unfortunately, this is a special trick which is 
applicable to the solutions of linear, second-order ordinary differential equa- 
tions and not much else. 

Fortunately, the form of (7.1) suggests a numerical strategy which is 
broadly applicable: replacing the conventional Chebyshev basis by a mixed 
Chebyshev-singular basis where the singular basis functions are chosen to 
mimic the branch points of the desired solution, i.e., 

ftx) =fNtx) = i anTn(x)+ i bk+k(X), 
n= 0 k=O 

(7 2) . 

where 

@k(X) 3 (a+ x)klog(l+ x), k=O,l,..., r-1, (7 3) . 

if the singularities are at x = - 1. 
There are two disadvantages to this approach. First, it is necessary to 

know the precise form of the singularities. If f(x) contains a term such as 
(1 + x)‘i2 log( 1-f x), for example, the sine mapping will be very effective, but 
using singular functions like (7.3) *;:2:j!d fail because none of the branch 
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points in the basis match that of f(x). (However, if we can deduce the form 
of the singularity, then we can appropriately generalize the singular basis 
functions to match.) 

Second, there is no convergence theory fdr such mixed expansions as there 
is for ordinary Chebyshev series. One must make a leap of faith. 

Nonetheless, numerical experiments show that this technique is very 
effective if the character of the endpoint singularities is known. One set of 
tests computed the interpolating approximation to a known, arbitrary func- 
tion f(x). The coefficients ( an, bk } were determined by solving the matrix 
system obtained from the conditions 

_ 

fN(Xi) = f(Xi), i=O,..., N, (7 4 . 

where the N + 1 interpolation points are chosen, in the absence of any theory 
for mixed series, to be the same as for ordinary Chebyshev collocation: 

17(2i + 1) 
Xi = 

--” 2N+2 ’ 
i =O,..., N (7 5) . 

One important practical issue: how many singular functions should be 
used? The theory developed in earlier sections gives a qualitative answer: 
only a few. The reason is that the Chebyshev series for a function like 
(1 -I- x )” log( 1 + x ) converges very rapidly when k, the “order of the singular- 
ity,” is large. Thus, queting (2.4), one finds that for k = 6, al2 = 1.4 x 10m7 
aud a7O = 1.5~10 -17 In practical terms, this means that &(x) is indis- I, 
tinguishable from the sum of the first 13 Chebyshev polynomials in single 

. . 
precision an d from the sum of the first 70 polynomials even in double 
precision. Thus, using large numbers of both Chebyshev polynomials and 
singular functions will give a singular interpolation matrix; the basis func- 
tions, because of roundoff, will not be linearly independent. 

The first test was to compute a mixed expansion for the arbitrarily chosen 
example 

f"'(X) = e -~2fbg(l+X)[i+(i+3L)+(i+Xj2]. . (7 6) 

The exponential is included so that the function is the sum of both singular 
and nonsingular terms. Double-precision (17decimal-place) calculations with 
50 interpolation points and just a single singular basis function yielded 
b, = 0.9987, a relative error of only 0.13%. The pointwise error was - 10V8 
everywhere except near x = - 1, where the error is necessarily infinite unless 
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&-, is computed exactly. With 10 singular functions, b, was computed to a 
relative error of only 2.8 X 10 -8, b, to 0.005% relative error, and b, to 1.1%. 

These experiments were encouraging for two reason: First, f(l) is un- 
bouded at x = - 1, so that conventional mapping methods wilI not work- 
but the mixed Chebyshev-singular series does. Second, ten basis functions is 
clearly too many, and the coefficients of b3 to b, are - 1 when they should 
aII be zero-simply mmerical garbage. NonetheIessj the ill-conditioning of 
the basis does not prevent the calculation of an extremely accurate approxi- 
mation: for aII x > 0.999969, the absolute error is no worse than 4 x 10B8. 

The second test was to apply the collocation method [6] with the same 
basis and grid poi “s as above to solve the boundary-value problem 

1 
U -- 

ZZ Z 
u, - u = 0, u(O)=l, u(oo)=o, (7 7) . 

whose exact solution is given by u(z) = zKr( n). The infinite interval wa$ 

approximated by the large but finite interval z E [0, L], which was in turn 
mapped into the canonical interval x E [ - 1,1] via 

z=i(x+l). (7 8) . 

Since the worst singularity of the exact solution is of the form (I+ x)2 log( 1 + 
x), +&;x) and +r( X) were omitted from the basis. Although all the odd b, are 
zero for this example, $&) and the other odd basis functions were kept in 
the basis. 

TabIe 3 shows the results. When N = 30, where N is the number of 
interpolation points, the maximum error in u(x) decreases by a factor - 100 
when T,,(x) is replaced by e2(x), and by another two crders of magnitude 
when the number of singular functions is increased to 3. Using more +&) 
produces no further improvement for this N. 

When the size of the basis is expanded to 60, the error for all the mixed 
expansions was less than that of the library Bessel-function software (unfor- 
tunately single-precision) which was used for comparison. In contrast, the L, 
er==or for the pure Chebyshev series through T,,( x ) was 2 X lo-‘. At this 
resolution, there is an advantage to using more than three singular functions; 
with M = 10, the coefficient of (1 + x)~ log( 1 + x) is calculated to within 1 
part in 2,000,~-a triumph. 

The table also shows that the pointwise error is always much smaller th2n.n 
the error in the cnqfjkients of the singular basis functions +k, and this 
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TABLE 3 

NUMEBICAL SOLUTION CW THE BESSEL EQUATIONa 

M 

Error 

40 b2 b4 
A/=30 N=30 60 N=.30 60 

0 3.434 - - - - 
1 1.234 0.55% 0.029% - - 

3 7.53-8 0.11% 0.0012% 20.0% 2.4% 
10 7.6~44 0.17% 0.Oooo47% 88.0% 0.64% 

“M is the total number of sing&u functions, while N is the number of 
interpolation points. The L, error is the maximum pointwise error on [ - 1, 11. The 
errors in b, and b4 are the relative errors in the coefficients of (1 + x)~ log( 1 + x) 
and (1+ x)~ log(l+ x). 

becomes more true as k increases. In other words, the mixed series does a 
much better job of approximating U(X) than the b,. 

The reason, as stressed above, is that the singular basis functions may be 
represented to some accuracy -to very high accuracy if k is large-by a 
truncated sum of polynomials. Let 

rk(v) = max 
I 
(l+#log(l+x)- i @Ak)Tn(xj (7 9) . 

x@z[ -.l,l] fl=O 

denote, the truncation error in the approximation of @k(X) by v Chebyshev 
polynomials. Then Tk(v) decreases rapidly with k for fixed v. I_& 6bk denote 
the error in the coefficient of @k(x). Then the mixed Chebyshev-singular 
series can tolerate a rather large 6bk if k is large, because the contribution of 
this error to 1 f(x) - &(x)1 is weighted by rk < 1. 

In consequence, while it is clearly possible to use the mixed expansion to 
compute the coefficients of at least the lowest two logarithmic singularities 
for the Bessel function K,, the computed coefficients of large-k singular basis 
functions are merely random numbers. In these and other experiments not 
reported here, we found it was almost never uFefu.l to include more than five 
singular functions in the basis. We employed as many as 10 here only to show 
that the ill-conditioning problem does not seriously degrade the pointwise 
error. 

In spite of the lack of a rigorous theory, Table 3 proves that the mixed 
expansion can be very successful. Replacing one or two Chebyshev polynomi- 
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als (out of 60) does not significantly reduce the resolution at the center of the 
interval. 

In contrast, mapping methods have two disadvanta&. First, the change 
of coordinate lacks the ability to isolate the branch points and compute the 
strengths of at least the lowest two or three singularities. Second, mapping 
extracts the price that the extra resolution near the endpoints implies much 
poorer resolution on the interior of the computational domain. 

8. SUMMARY 

Endpoint singularities seriously degrade the convergence of a Chebyshev 
series. In this article, we have made this poor convergence precise for 
logarithmic singularities by deriving asymptotic approximations to the 
Chebyshev coefficients as n + 00. 

A change of coordinate that gives higher resolution near the endpoints can 
greatly improve convergence. We have quantified this improvement for two 
particular mappings. One is algebraic (the sine transformation), and the other 
is exponential in the sense that the new coordinate varies exponentially with 
the old in the neighborhood of the endpoints. 

The exponential (tanh) mapping, similar to one suggested by Stenger [14], 
is always superior in the asymptotic limit n --) 00 in the sense that the 
Chebyshev coefficients of the mapped function decrease exponenfially fast 
with n, the degree of the coefficient. However, for finite n, the sine mapping 
seems to be preferable. Although the coefficients decrease only as an alge- 
braic function of n-an inverse power of n -the power of n is so large that 
the sine mapping gives smaller error than the tanh mapping unless the 
truncation N is very large. The weakness of the tanh change of coordinate is 
that resolution is reduced too drastically near the center of the interval. 

In contrast, the sine map is both effective and simple. As long as the 
singularity is bounded-log(1 - x) multiplied by (1 - x)~ for k > 0 rather 
than a “naked” logarithm-it is possible to obtain very good accuracy with 
Chebyshev series and the sinusoidal change of coordinate. 

An alternative strategy is to replace a small number (we suggest no more 
than five) of the Chebyshev polynomials by singular basis functions whose 
form is chosen to match the most singular branch points in the solution of the 
differential equation. (It is not necessary to know the coefficients of the 
singular terms, only the firm.) This tactic demands a much more detailed 
knowledge of the character of the endpoint singularities than is true of the 
mapping methods. Furthermore, there is no rigorous convergence theory for 
such mixed Chebyshev-singular series. Nonetheless, the numerical experi- 
ments reported in Section 4 show that singular basis functions may be 
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extremely effective. The strength of this method is that the singularities are 
neutralized without significantly reducing resolution near the center of the 
interval. 

Clearly, there are good tools for coping with endpoint singwties. It is 
our belief that both the sine mapping and skgular basis functions will find 
uses in real-world problems. Some two-dimensional applications in fluid 
mechanics are described in Lee, Schultz, and Boyd [12]. 

l%is work WQS supported by the National Science Fmmdathm un.de~ Grant 
OCE8509923 and DMS8716766. 
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