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We test the applicability of Gibrat’s Law in the liquor 
brand market. Basically, we model annual changes in the unit 
sales of the top fifty liquor brands as white noise. Our results 
reject this model, but we do find ihai changes in sales are 
independent of starting market sales. This leads to the interpre- 
tation that brands with above average market share do not 
tend to gain market share, i.e., initial mark=: share does not 
affect the subsequent change in market share. Furthermore, 
brands with above average sales do not have more stable sales 
than do firms with below average sales. Changes in sates 
appear highly positively correlated between periods, i.e., brands 
that gain sales in one period tend to gain sales in the next. 
Finally, no major liquor type or manufacturer had consistently 
and significantly greater or lower success across our various 
annual time periods. 

This study investigates the hypothesis that 
liquor brand sales follow Gibrat’s Law (1931). 
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Gibrat’s Law as it was originally formulated 
hypothesizes that the growth rates of firms 
over a certain period of time are independent 
of their initial sizes, and thus the observed 
growth or decline of firms is the result of a 
large number of factors acting independently 
of each other. Although real world markets 
do not conform exactly to this law, various 
forms of evidence :,uggest that one can model 
firm growth by simple stochastic processes 
(Prais, 1974). In the context of marketing, 
Gibrat’s Law of Proportionate Growth states 
that the distribution of future growth rates of 
sales is the same for each brand in a product 
class, regardless of its prior level of sales or 
prior rate of growth of its sales. Because 
many researchers argue that market share is a 
key to reducing costs and thus to increasing 
profitability, and is a major variable in de- 
termining strategies, Gibrat’s Law has impli- 
cations for managers. 

The significance of market share has at- 
tracted the attention of both firms and 
academic researchers. Many studies have tried 
to determine the relationship, if any, between 
market share and profitability (see, e.g., Buz- 
zell, Gale and Sultan, 1975; Jacobson and 
Aaker, 1985; Cook, 1985). Other studies ex- 
plore the determinants of market share (see, 
e.g., Kamani, 1983). Studies also exist which 
investigate the issue of model specification to 
evaluate the determinants of market share 
(Brodie and de Kluyver, 1984; Ghosh, Neslin 
and Shoemaker, 1984; Leeflang and Reuyl, 
1984; Naert and Weverbergb, 1985). Though 
numerous studies support the notion that 
there is a positive relationship between market 
share and profit rate, non-confirming evi- 
dence aIso exis an&e, 
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Gibrat’s Law provides another perspective 
on the determination of market share. Instead 
of hypothesizing that market share is de- 
termined by strategic factors, it argues that 
market structure is determined by certain sto- 
chastic processes. Empirical testing of the ap- 
plicability of Gibrat’s Law in marketing can 
not only shed new light on the market 
share-profitability controversy but also gen- 
erate strategic implications for marketing 
managers. 

The remainder of the paper is organized as 
follows. In Section 2 we discuss the possible 
link between Gibrat’s Law and market share. 
In Section 3 we discuss the model and its 
implications. In Sections 4 and 5 we present 
the results for two different tests. Section 6 
concludes the paper. 

2. Gibrat’s 
market s 

the determination of 

Gibrat’s Law has drawn considerable at- 
tention over the years with respect to the 
effects of firm size. We are aware of over 
forty articles and books on the topic. Mostly, 
the authors have focused on all firms, the 
largest firms, or firms in a number of in- 
dustries in a single country. The countries 
involved in these studies include Australia, 
Austria, Germany, Mexico, Sweden, South 
Africa, the United Kingdom and the United 
States. One recent example is Tschoegl’s 
(1983) investigation of size, growth and trans- 
nationality among the world’s largest banks. 

In general, the evidence is contradictory 
with respect to the independence of growth 
rates and firm size. Depending on the sample, 
country, period, measure of size, or statistical 
methodology, indepe nce is rejected as 
often as it is suppo . When the studies 

e finding that larger 
than smaller ones is 

less variable than those of smaller firms, and 
there is positive serial correlation in growth 
rates 3ver adjacent periods. 

The applicability of Gibrat’s Law to market 
share can be argued on four grounds. First, 
Rothblum and Winter (1985) prove analyti- 
cally that Gibrat’s Law implies that the 
asymptotic probability distribution of the 
market shares of firms (brands) gives each 
firm (brand) an equal probability of dominat- 
ing the market [while all other firms (brands) 
are almost. extinguished], regardless of initial 
market share. Rothblum and Winter also 
demonstrate that the sample paths may 
fluctuate’ very slowly between near domina- 
tion and near extinction. 

Second, Padburg (1962) argues that sto- 
chastic models appear to be appropriate 
whenever growth is largely governed by en- 
vironmental factors. As Bagozzi (1984) points 
out, there are a large number of determinants 
of market share, many of which are environ- 
mental. Orstein and Hanssens (1985) found 

er of economic, sociodemo- 
graphic and regulatory factors affected the 
demand for spirits in general. The twenty- 
eight variables they used in their study in- 
cluded price measures, aggregate consump- 
tion statistics, religious affiliation measures, 
age distribution statistics, Sunday blue law 
and minimum age measures, and others. Qr- 

anssens (1985) found that beer 
eacted differently to changes in 

these variables. Presumably, within the spirits 
category itself there would be differences in 

ere are studies suggesting that such 
factors as economies of scale and/or market 
power are ch less important than stochas- 
tic growth processes to explain the association 

market 
ancke, 1 

In fact, Simon and Bonini (1958) argued that 
industry structure are determined by some 
stochastic growth e 

e 
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characteristic that a firm’s size in the next 
period is proportionate, subject to random 
variation, to its current size ( iri and Simon, 
1977). All these processes can generate the 
skewed distributions of firm size in real-world 
industries. Among these distributions, Gibrat 
distribution, Pareto distribution, Yule distk- 
bution, and log-normal distri ution have been 
tested. Other dynamic proc ses, lacking the 
proportionate growth property, exist but they 
typically fail to generate fi size distribu- 
tions resembling those most frequently en- 
countered in the real world (Scherer, 1980). 

Fourth, research pioneered by Kuehn 
(1962) and continued by Bass (1974), Bass et 
al. (1984) and others indicates that conscmer 
brand choice behavior is substantially sto- 
chastic. Of course, one m st make further 
assumptions if one wishes 
behavior from individual b 

In our literature review, we found only two 
papers in the marketing literature which ad- 
dress Gibrat’s Law (Buzzell, 1981; Buzzell 
and Wiersema, 1981). Even though their unit 
of analysis differs from ours, we will discuss 
these two articles briefly, 
appeared in the marketing 
cause the results challenge our hypothesis. 

Buzzell and Wiersema b se their research 
on the PIMS data base on business units which 
may encompass several brands, or products 
within a brand. Buzzell (1981) found that 
average growth rates were sy matically lower 
for business units with la market shares 
than for business units with small shares. 
However, there was one exception to this 
result: in very rapidly 
growth rate was independe 
Buzzell and Wiersema (1 
negative relationship bet 
change and the beginning, level of market 
share in a series of multiple egression incor- 
porating other factors. 

One problem with the IMS data is its 
survivorship bias. Business nits with small 

arcs will tend t ave extremely 

variable growth rates. This is due to a lack of 
diversification acre s geographic markets 
whose economics conditions tend to be less 
than perfectly positively correlated. One can 
expect a large number to fail and withdraw 
from the market. The data base may not 
incorporate these failures, and thus the mean 
growth rate of the survivors will appear higher 
than that of business units with large market 
shares and low failure rates. However, rapidly 
growing markets are particularly forgiving in 
the sense that poor firm performance tends to 
manifest itself as an opportunity loss rather 
than actual failure. Thus, we can expect low 
failure rates in these markets at all levels of 
market share and, consequently, less survivor- 
ship bias. 

Our work differs from the above by focus- 
ing on best-selling brands of one product. We 
investigate the applicability of Gibrat’s Law 
to liquor brand sales over the period 1970- 
1987, using cases sold as the measure of sales. 
We have chosen liquor brands primarily be- 
cause of the ready availability of data over a 
long period; we discuss the data in greater 
detail in Section 4 below. In addition, we 
have examined three hypotheses about 
growth, where Hypothesis 1 is similar to the 
one investigated by Buzzell and Wiersema 
(1981). 

el and its implications 

Following Vining, Jr. (1976), Rothblum and 
Winter (1985) and others, we assur?:: the 
model of product sales growth to be 

S(i, t+ 1) =Sp(i, t) exp(p(i, t+ I)}, (1) 

where S(i, t) is the sales of product i through 
period t; /3 is a growth parameter; and p(I’, t 

uct i’s draw from the common 
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&t~hti011 0f gmwth rates. ’ There are M 
products, SO i = 1, 2,. . . , M. We hypothesize 
that 

p(i, t + 1) - N(a(t + l), u*). 

Therefore, 

p(i, t+l)=c~(t+l)+e(i, t+I), 

where 

E[E(i, t + 1)] = 0. 

Taking the logarithm of equation (l), we get 
the following cross-sectional relationship: 

In S(i, t + 1) = p ln S(i, t) + cw(t + 1) 

+ &(i, t + 1). (2) 

Gibrat’s Law is equivalent to the following 
three null hypotheses. 

ypothesis 

E[e*(i, t+l)] =a*(t+l). 

Cov(E(i, t + l), c(i, t)) -0. 

Thus, the null hypotheses result in a model of 
changes in growth rates across products and 
across time as white noise, and the logarithm 
of sales as following a random walk with 
drift. Two points follow immediately. First, 
the constant term (Y adjusts for industry-wide 
effects-whether industry sales are growing 
or declining. For example, (Y should be nega- 
tive for the liquor industry because of its 
constant decline in sales. Second, p is Identi- 
cal to the /l from the market share regression 

ln P(i, t+l)=y(t+l)+bln P(i, t) 

+ e(i, t + I), (3) 

This is a typical assumption of testing Gibrat’s Law. Em- 
pirical studies on the size of firms do not reject the notion 
that the distribution of growth rates in a given size class is 
the same for all size classes (Ijiri and Simon, 1977; Drouco- 
poulos, 1982). 

where 

P(i, t) = S(i, t)/CS(i, t). 
i 

Therefore, p is the elasticity of end-of-period 
market share with respect to start-of-period 
market share. Thus, by looking at safes we 
are in fact looking at market share. This 
concept is important in our analysis, because 
the discussion focuses on market share. 

It is important to mention that equation (2) 
only implies or is consistent with equation (3) 
when /3 = 1. When p # 1, equations (2) and 
(3) are hiconsistent. However, equation (3) 
remains a useful and correct measurement 
model of the elasticity of end-of-period 
market share with respect to start-of-period 
market share. 

If Hl holds, i.e., p = 1, then, over time, the 
distribution of liquor brand market share will 
become highly skewed and concentration will 
increase. This result is a consequence of the 
random variation in growth rates. That is, 

Var(ln S(i, t + l))/Var(ln S(r’, t)) 

= /?* + [ cr*/Var(ln S(i, C))]. 

Even if /? = 1, dispersion of shares will in- 
crease as long as a* > 0. 

If Hl does not hold and fl is greater than 
1, then brands with larger sales (market 
shares) grow faster than brands with smaller 
ones. Thus, concentration will increase more 
rapidly than when p = 1. Contrary to intui- 
tion, the fact that sales of small volume brands 
grow faster than the sales of larger volume 
brands (/3 < 1) does not necessarily mean that 
concentration wiil tend to decrease over time. 
Whether concentration decreases or not also 
depends on the magnitude of r*, where Y* is 
the square of the correlation coefficient of the 

tween In S(i, t) and In S( i, t + 

atio 
coef- 
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ficient shows that 

Var(ln S( i, t + l))/Var(ln S( i, t)) = /3*/r*. 

(5) 

We can estimate the ratio with the sample 
estimates /?*/R’, where R2 is the coefficient 
of determination from the estimation of equa- 
tion (2). If p < 1, dispersion will decrease 
only if a* is small enough so that R2 is larger 
than a^‘. 

Besides the impact on industry concentra- 
tion, Hl has implications for performance 
evaluation and strategic design. Market share 
is conventionally used as an indication of 
performance, with a high share indicating 
better performance. This leads to the conclu- 
sion that successful firms are those with large 
market shares. This reasoning would not hold 
if /? = 1. In this case, the level of market share 
is an inappropriate measure by which to 
evaluate a brand’s performance. Higher 
market share may indicate success but does 
not imply better performance. Some brands 
will enjoy larger shares than other brands by 
chance, and thus market share in and of itself 
has no effect on performance. Other evalua- 
tion criteria for performance evaluation are 
necessary. If we accept Hl in the liquor 
market, the link between market share and 
strategies to gain it is questionable. Questing 
after market share in the belief that it leads to 
faster growth would appear to be an inap- 
propriate strategy. Furthermore, because 
market share gains are not directly related to 
marketing strategies, brands seeking market 
shares through heavy investment may be the 
ones with low profit rates. 

When p # 1, the strategic implications dif- 
fer for big brands and small brands. If p > 1, 
this is evidence for brand economies of scale, 
i.e., advantages to market share. Thus, a large 
market share leads to a higher growth rate. 
The existing literature on strategies to build 
up market share is more applicable to brands 
with large market share. For brands with 

small market share, increasing share quickly 
(e.g., through mergers and acquisitions) or 
engaging in activities to improve other aspects 
of the brands are preferred strategies. On the 
other hand, if /3 < 1, small brands grow faster 
than large brands. This would indicate that, if 
market share is the objective, share-building 
strategies are more effective for brands with 
small shares. This may be the reason why 
many firms with low market share survive 
and even prosper (Wood and Cooper, 1982). 
For firms with large brands, introducing new 
brands to the market is a viable strategy to 
increase the aggregate market share of firms. 

H2 provides a test of the contribution of 
market share to the stability of sales volume. 
If H2 holds, the variance of growth rates is 
the same for liquor brands with different sales 
volume. Then one cannot assume that the 
unit sales stream of any one brand is more or 
less stable than that of other brands. Reject- 
ing H2, however, would indicate that brands 
with greater unit sales do have more stable 
growth rates than brands with lower unit 
sales. 

H3 provides a test of the competitiveness 
of the liquor brand market. Consistently posi- 
tively serially correlated growth implies that 
advantages acquired in one period can carry 
over to the next. This indicates that the ad- 
vantages, either created by marketing pro- 
grams or management skills, have an endur- 
ing effect. If these advantages represent mo- 
nopolistic access to factors leading to faster 
growth, a low or zero degree of positive serial 
correlation implies :hat such access erodes 
quickly (Ijiri and Simon, 19-J). Consistently 
negatively serially correlated growth would 
imply the existence of some process or me&- 
anism that systematically reverses fortune. 

If we reject H3 for liquor brands, the im- 
plication for managers would be that market- 
ing matters, because it is the carry-over of 
successful brand marketing programs that 
creates the persistent above average growth. 
Therefore, evoting resources to improving 
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marketing activities pays off. If we do not 
reject H3, one can infer that advantages erode 
quickly, presumably because competitors are 
able to imitate innovators’ strategies, and that 
marketing efforts have little lasting net effect 
given the marketing efforts of competitors. 
This would imply that “follow-the-brand- 
leader” is an effective competitive strategy. 

4. Cross-sectionaI res 

We base our analysis on the report of 
liquor brand sales (rounded to the nearest 
25,000 mixed cases) which Business Week 
(1970-1987) publishes annually. We estimate 
our basic equation [equation (9) below] for 
s&teen one-year periods. For each period, we 
use the top fifty brands at the start of the 
period in our analysis if the data are availa- 
ble. 

To derive a model for estimation, we re- 
arrange equation (2), taking into account the 
possibility of first-order serial correlation in 
growth rates (i.e., H3). This is done to avoid 
bias due to autocorrelations in the presence 
of lagged dependent variables (Chesher, 1979). 
The following model results: 

In S(i, f + I) = a(t + 1) + p In S(i, t) 

+ pu(i, t) +~(i, t + l), 

(6) 

where p is the serial correlation coefficient; 
u(i, t) = pu(i, t - 1) + E( i, t); and s( i, t) is 
the standard stochastic error term. Since we 
can write u( i, t) in terms of lagged values, 
equation (6) becomes 

In S(i, t + 1) =bO+ 61 In S(i, t) 

where 

+ b2 In S(i, t - 1) 

+ E(i, t + l), (7) 

bO = a(t + I) - p&J(t), 

bl =p+p, 

b2= -/3p, 

p is the serial correlation coefficient, and E is 
the serially uncorrelated error term. To re- 
cover j3 and p, we solve the quadratic equa- 
tion x2 - hlx - b2 = 0. It has two solutions. 
Following Chesher (1979), we take the solu- 
tion closest to one as the estimate of fi, and 
the solution closest to zero as the estimate of 

P- 2 The inclusion of In S(i, t) and In S( i, t 
- 1) in the same regression raises the possi- 
bility of multi-collinearity. Multi-collinearity 
did not turn out to be a problem in the 
estimation, as we discuss below. 

To reduce numerical problems due to 
multi-collinearity, we add and subtract 
/3p In S(i, t) from the right-hand side of 
equation (6). Rearranging terms results in 
equation (8), a modified version of equation 

(7): 

In S(i, 2 + 1) 

= b0 + b3 In S(i, t) 

+ b2[ln S(i, t - 1) - In S(i, t)] 

+ E(i, t + 1). (8) 

Now b3 =/I+ p-pp, and b2 still equals 
-pp. While mathematically identical to 
equation (7), equation (8) has a much lower 
correlation between its first two explanatory 
variables. Equation (8) therefore has a sub- 
stantially reduced condition index for the ma- 
trix of explanatory variables, indicating a re- 
drrction in apparent multicollinearity (Belsley, 
Kuh and Welsch, 1980). 3 

We augment equation (8) by adding two 
sets of dummy variables to take into account 

Chesher (1979) made this suggestion by appealing to the 
literature on stochastic theory of the firm, where it is argued 
that j3 is close to unity even if Gibrat’s Law is not in 
operation. 
In a least squares regression, p= (X’X)-‘X’Y. A high 
degree of multi-collinearity implies that at least one of the 
characteristic roots of (X’X) is very small. Br .sley, Kuh and 
Welsch (1980) suggested using the square root of the ratio of 
the largest to the smallest characteristic root as a measure of 
multi-collinearity. This measure, termed a “condition index”, 
indicates that multi-collinearity is a problem when the value 
exceeds 30. 
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the impact on sales growth of certain other 
factors. The first set consists of five dummy 
variables representing different classes of 
products: 
- Brandy and Cognac (BRA); 
- Canadian whiskey (CAN); 
- Scotch (sco); 
- Tennessee, Bourbon and Blended whiskey 
(TEN); and 
- specialty liquors (SPE) (from 1976 on). 
The omitted category includes rum, vodka, 
gin and tequila. We incorporate the variables 
to ensure that the differing fortunes of classes 
of spirits do not bias our results. As con- 
sumers are turning away from one class of 
spirits to another, dummy variables can con- 
trol their effect on growth rates. 

The second set of dummy variables con- 
sists of six variables representing different 
firms. Brand success may depend not so much 
on brand marketing as on the parent firm’s 
marketing ability. More than twenty firms 
manufacture the brands in our studies. Among 
them, the following six firms consistently have 
more than three brands in each year: 

Brown-Forman, Inc. (BF), 
Heublein, Inc. (HEU), 
National Distillers Products Co. (NAT), 
Schenley Industries, Inc. (SCH), 
Seagram Co. (SEA), and 
Walker (Hiram)-Resources, Ltd. (WAL). 
The model for Ordinary Least Squares 

(OLS) estimation becomes 

In S(i, t + 1) 

= b0 + b3 In S(i, t) 

+ b2[ln S(i, t - 1) - In S(i, t)] 
5 6 

+ a( j)D( j, j) + C c(kP(k i> 
j=l k=l 

+ e(i, t + I), (9) 

where 1D( j, i) represents brand i belonging 
uct class j (j = 1, 2,. . . ,5), and 

B( k, i) represents brand i belonging to firm 
k (k=l,2 ,..., 6). 

We apply the model to sixteen periods 
involving one-year intervals. We estimate the 
sixteen one-year interval regressions sep- 
arately for several reasons. First, separating 
the periods enables us to check the temporal 
stability of the coefficients. The second rea- 
son we do not pool the data is that we have a 
knife-edge and extreme hypothesis (Ijiri and 
Simon, 1977). If we were to pool the data, the 
increase in degrees of freedom would mean 
that we would almost certainly reject Hl 
(Royal], 1986). We would be reducing the 
probability of a Type II error, while leaving 
the probability of a Type I error unchanged. 
Pooling would only be appropriate if we had 
a greatly asymmetric loss function (Quandt, 
1980; Learner, 1978). And, finally, the hy- 
pothesis of equality of intercepts and slopes 
for all of the sixteen periods is tested using an 
F-test. The computed F-value is significant at 
l%, which rejects the hypothesis of overall 
homogeneity. 

Table 1 presents the results for the estima- 
tion of p and p and the regression statistics. 
The coefficients and regression statistics come 
from 0Ls estimation of equation (9). We test 
the three hypotheses: (1) /I = 1, (2) p = 0, and 
(3) p = 1 and p = 0 by performing OLS on the 
unconstrained and on the three constrained 
versions of equation (9), and then performing 
F-tests on the sums of the squared residuals. 
The numbers in parentheses in Table 1 are 
the F-statistics for the tests of the three hy- 
potheses. 

It is clear that in each period the estimated 
value of p is not significantly different from 
one. Nor do we observe any pattern across 
years. The mean value for /3 across the fifteen 
years for which we have an estimate is 1.00. 
In one period (1974-1975), we were unable to 
generate real roots to the quadratic equation 
for recovering p and p. In all fifteen estima- 
tions, the F-statistics do not reject the null 
hypothesis that /3 = 1. 

Furthermore, we ranked the cases in each 
estimation by Salk in the middle year. The 
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lable I 
Regression results for equation (9) (numbers in parentheses are F-statistics for the three hypotheses: (1) p = 1, (2) p = 0, and (3) 

p=l and p=Oj 

Period P P PadP R2 SER DW Number of 
cases 

1971-1972 

1972-1973 

1973-1974 

1974-197s 

1975-1976 

1976-1977 

1977-1978 

1978-1979 

1979-1980 

1980-1981 

1981-1982 

1982-1983 

1983-1984 

1984-1985 

1985-1586 

1986-1987 

0.982 
(0.706) 
0.983 

(0.244) 
1.01 

(0.183) 
a 

;:889) 
1.09 

(3.60) 
1.04 

(3.80) 
0.916 

(0.038) 
1.08 

(3.20) 
0.984 

(0.138) 
0.994 

(0.077) 
0.962 

(1.67) 
1.00 

(0 ) 
1.03 

(0.381) 
0.989 

(0.290) 
0.991 

(0.113) 
0.999 

(0.002) 

0.435 
(12.2*) 

0.667 
(23.6 * ) 

0.533 
(28.0 *) 

y&.1*) 
0.597 

(21.8*) 
0.211 

(7.78*) 
0.845 

(25.6 * ) 
0.664 

(38.6*) 
0.590 

(22.8*) 
0.381 

(12.1*) 
0.506 

(23.8*) 
0.451 

(11.8*) 
0.38s 

(7.24’ ) 
0.105 

(0.963) 
0.288 

(22.9*) 
0.226 

(5.27*) 

(6.45 * ) 

(12.1*) 

(14.48) 

(15.1*) 

(11.3*) 

(6.26 * ) 

(14.9 * ) 

(22.1*) 

(11.7*) 

(6.23 <’ ) 

(?4.7*) 

(6.26*) 

(3.84*) 

(0.576) 

(12.1*) 

(2.82**) 

3.995 0.050 2.40 50 

0.995 0.050 2.04 52 

0.997 0.37 2.40 50 

0.994 0.056 1.75 53 

0.990 0.071 2.02 49 

0.993 0.059 2.21 50 

0.991 0.069 2.00 50 

0.993 0.060 2.37 50 

0.990 0.072 i .60 51 

0.994 0.058 1.99 50 

0.993 0.059 1.57 50 

0.987 0.000 2.19 50 

0.979 0.105 1.81 51 

0.989 0.074 1.85 53 

0.989 0.078 2.06 50 

0.987 0.078 2.02 49 

a Not available. 
* Significant at the 5% level. 
* * Significant at the 10% level. 

Durbin-Watson (DW) statistic then has a 
cross-sectional interpretation, not a time- 
series one, and provides a test of the linearity 
of b’s in equation (9). 4 Because t 
statistic is not significant in any of our tests, 
we continue to believe that the process does 
not differ from the highest to the lowest of 

4 
We can test the linearity of b’s by determining whether the 
sequence of the deviations from the regression line is ran- 
domly arranged. If the residuals are arranged according to 
increasing values of In S(i, t). the Durbin-Watson test can 
be used to check the linearity of b’s ( enta, 1986). 

our sample of brands, i.e., that the p for 
smaller unit sales brands is the same as that 
for brands with larger unit sales. Thus, we do 
not reject our null 

In all cases, the DW statisti 
cases) or both (seven cases) of the indetermi- 
nant regions of the test. Ahnost all of the 
cases where DW was in t e indeterminant 

ulted from viol ions of the OLS 

C~V(E~,,, kzj,,)=O, for i+j. 
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Table 2 
Signs of statisticaiiy significant vafues (5% ievei) of the dummy variabies in equation (5) 

Period BRA CAN TEN SC0 SPE HEU BF WAL NAT SCH SEA 

1971-1972 - + + 
1972-1973 - 

1973-1974 - + + + 
1974-1975 
1975-1976 + 
1976-1977 + 
1977-1978 + 
1978-1979 - 

1979-1980 
1980-1981 
1981-1982 
1982-1983 + 
1983-1984 
1984-1985 
1985-1986 + 
1986-1987 

tively affect that of another brand in the same 
segment. 5 

Because we are dealing ultimately with 
market shares, we cannot eliminate all cross- 
sectional correlation. Although cross-sec- 
tional correlation does not induce any bias, it 
does have two consequences. First, it prevents 
us from estimating Gibrat’s Law within the 
confines of a single product segment such as 
the vodkas, or the gins. Second, like uncor- 
rected serial correlation, cross-sectional corre- 
lation has the effect of causing an understate- 
ment of estimated standard errors, even 
though the coefficients estimated remain un- 
biased and consistent. Given the large num- 
ber of covariances, many of which involve 
pairs of products that presumably compete 
only distantly with each other, the biasing 
effect on the standard errors may be small. 

As mentioned earlier, the presence in the 
estimating equation of both In S( i, t) and 
In S( i, t - 1) raises the possibility of prob- 
lems with multi-collinearity. Because the con- 

5 We examined the studentized residuals from our estimations 
and isolated those cases where two or more brands in the 
same category had studentized residuals with an absolute 
value in excess of 2, and opposite sign. We removed these 
brands and m-estimated the regressions. DW statistics im- 
proved and the estimates of & and p changed maqinally. 

dition indices of the matrix of (standardized) 
explanatory variables are all less than 4, which 
is far less than the suggested criterion of 30, 
multi-collinearity does not appear to be an 
issue. 

Table 2 is a census of dummy variables 
significant at the 5% level from the regres- 
sions reported in Table 1. No type of liquor 
or parent firm had consistently statistically 
significant above or below average perfor- 
mance. Five companies had at least one above 
average year, and only Heublein, Inc. had 
more than two. 

We test H2 by using the Breusch-Pagan 
(1979) test for heteroscedasticity. A statisti- 
cally significant x2 statistic rejects the null 
hypothesis of homoscedasticity. We perform 
two tests. In the first test, we use ln S( i, t) as 
our only independent variable. As Table 3 
shows, the test rejects homoscedasticity in 
five out of sixteen cases. In the second test, 
we include all the independent variables from 
equation (9). In this case, the test fails to 
reject homoscedasticity in all cases. The het- 
eroscedasticity that does exist is most often 
associated with class of liquor and parent 
firm, not magnitude of brand sales. 
our interest is 
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Table 3 
Results for the Breusch-Pagan test for the residuals from 
equation (9) 

Period X2 Degrees X2 Degrees 
(In S(t)) of (f!lll of 

freedom model) freedom 

1971-1972 4.45 * 1 17.7 12 
1972-1973 5.18 * 1 7.51 12 
1973-1974 6.49 * 1 8.10 12 
1974-1975 4.61 * 1 13.49 12 
1975-1976 3.62 1 12.8 12 
1976-1977 0.816 1 10.6 13 
1977-1978 2.33 1 9.54 13 
19:8-1979 0.488 1 14.9 13 
1979-1980 0.905 1 7.69 13 
1980-1981 3.70 1 9.58 13 
1981-1982 0.218 1 8.68 13 
1982-1983 4.01 * 1 18.1 13 
1983-1984 2.01 1 7.66 13 
1984-1985 0.257 1 4.80 13 
1985-1986 1.23 1 11.4 13 
1986-1987 0.699 1 22.2 13 

* Significant at the 5% level. 

The estimates of p provide the test of H3. 
As Table 1 shows, the estimates of p are 
always positive, and fifteen of the s xteen 
F-tests reject the ‘hypothesis that p = 0 This 
result rejects H3. The mean value of p for the 
fifteen years for which we have an estimate is 
0.464. 

The test of the joint hypothesis B = 1 and 
p = 0 rejects the hypothesis. Examination of 
the relevant F-statistics in Table 1 and their 
comparison with the F-tests for the separate 
hypotheses indicates that rejection is due to 
the failure of H3. That is, sales growth is 
serially correlated. 

We need to make one last test. Business 

ek reports the data only to the nearest 
25,000 cases. As a result, the data a 
to an errors-in-variables 
for bias due to errors-in-v 
instrumental variables e 

6 
Sales in any nearby year will be highly correlated with those 
in year r, but the rounding errors in the two years are like”ry 
to be uncorrelated. Therefore, we used sales for a year other 
than those in the estimation as the instrument for sales in 
year I. For example, we used sales in 1980 as the instrument 
for 1982 for the period of 19X2-1983. 

fore, the results are consistent with I-H, and 
we were able to recover p and p for 1974- 
1975. The means of the estimates of p and p 
are 1.01 and 0.456, respectively. 

5. Time-series results 

Our seventeen years of data involve some 
eighty brands. For thirty-one of the top fifty 
of these brands we have a full eighteen years 
of data. It is these thirty-one brands which we 
use in the test below. Using only those brands 
for which we have a long history may intro- 
duce a selection bias into our results. If so, we 
have no a priori reason to believe that the 
effect favors large or small sales volume 
brands. Other things being equal, we are more 
likely to have lost lower sales volume brands 
with more volatile sales than larger sales 
volume brands with proportionately equally 
variable sales. 

The model we apply to the data is one 
much used in the econometric literature. The 
model we estimate is 

A In S(i, t) = BO + Bl In S( i, t - 1) 
P 

-k A(j) A In S(i, t-j) 

+ i C(k)D(k) + E(i, t), 
k=l 

(10) 

where A is the difference operator, P is the 
order of autoregression, and the C(K)‘s are 

y variables for classes of liquors. 
f liquors reduce from five to four 

because specialty liquors are not represented 

able to determine the v 

owes its origins to 
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non-stationary autoregressive time series. One 
common application is to test whether eco- 
nomic time series such as GNP are stationary 
(see, e.g., Stock and Watson, 1986). 

We use OLS to estimate equation (lO), with 
and without the dummy variables for classes 
of liquors, We can test the hypothesis Bl = 0 
by examining the (non-normally distributed) 
t-ratio for Bl, and comparing it to the values 
in Fuller’s (1976) Table 8.5.2. Rearranging 
terms, i.e., adding In S( i, t - 1) to both sides, 
is sufficient to show that Bl = 0 is the same 
hypothesis as p = 1. 

Table 4 presents the results for the model 
with the dummy variables. The first column 
reports the F-statistics for the test of pooling. 
Since the data are available for seventeen 
years, pooling all the cases together would 
increase the efficiency of estimation. The F- 
statistics are all statistically significant at the 
5% level, indicating the inappropriateness of 
pooling. Therefore, the number of Bl esti- 
mates differs for different values of P. For 
example, when P = 5, there are twelve esti- 
-mates of Bl. As Table 4 shows, the results do 
not reject the null hypothesis. That is, we 
accept Bl = 0 and therefore II1 : p = 1. Of 
course, this may be a function of the filtering 
effect of using only those brands for which 
we have complete data. We reach the same 
conclusion for the model which does not have 
the dummy variables for classes of liquors. 
Our results are inconsistent with Buzzell and 
Wiersema’s (1981) results. ever, in both 
our time-series test and 11 and Wier- 
sema’s cross-sectional test, a selection bias 
may be operating. 

This study tested Gibrat’s Eaw of 
portionate Grow’ for liquor brand sales for 

in unit sales in t 
of 1970 to 1986. 

share, was independent of the level of sales, 
i.e., the starting market share. The time-series 
test on the data for thirty-one brands still 
accepts the null hypothesis. Thus, we found 
no evidence for brand-level economies of 
scale. 

Our cross-sectional and time-series results 
contradict those of Buzzell(l981) and Buzzell 
and Wiersema (1981). Further research is nec- 
essary to determine whether our results are 
the consequence of the chance choice of an 
atypical product, or if their results are an 
artifact of their data base. 

Variation in growth rates was the same 
across liquor brands with different sales levels. 
Above average sales volume is not associated 
with more stable rates of growth. Because we 
are examining brands sold throughout the 
United States, differences in sales volume may 
not represent meaningful differences in geo- 
graphical diversification. 

However, individual brand sales growth or 
decline over a one-year period clearly carried 
over to the next period. Success (failure) in 
one year continued into the next year. This 
suggests that marketing matters, and not just 
as an anodyne to the marketing efforts of 
others. Successful marketing efforts lead to 
persistent market share growth. That is, 
market share growth leads to market share, 
not vice versa. 

Finally, in not a single case did any type of 
liquor or parent firm have consistently statts- 
tically significant above or below average re- 
sults across our sixteen one-year periods, 
though occasional coefficients were signifi- 

n each period, a different company had 
the best performance. 

In summary, our findings in the liquor 
brand market suggest that, as pointed out by 

ensley (198I, p. 6): 

Market share is not in itself a valid strategic goal . . . 

business plans and strategies that have no en- 

trepreneurial content other than share-gain taclics are 

empty. 
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The results of our study also confirm the 
importance of marketing efforts in the liquor 
industry. The winning brands are the ones 
whose managers are constantly upgrading 
their marketing strategies. 

Our results, though interesting and perhaps 
surprising, are based only on the top-selling 
brands of one type of product. The next step 
is to see if the results hold for a wider range 
of volumes, or for other products. The pro- 
cess may be different at very small volumes, 
or for new brands or products. Only by repli- 
cating this study for other products can we 
begin to assess for which types of products 
our results hold, and for which ones they do 
not. 

This study investigates the determination 
of market share by a stochastic process. 
Though the focus is not the link between 
market share and profitability, we have dis- 
cussed the possible impact on profit when 
Gibrat’s Law does or does not apply. The 
next logical extension of the sttidy is to ex- 
amine the marketing strategies of liquor 
brands and the profitability of each brand. 
This will not only verify the arguments we 
made here but also help to identify strategic 
alternatives for other products with similar 
industry characteristics. 
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