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Abstrlet--Most of the depth from image flow algorithms has to rely on either good initial guesses, or 
some assumptions about the object surfaces to achieve solutions that agree with the physical world. 
Waxman and Sinha point out that those restrictions can be relaxed if depth is computed from a relative 
image flow field. Since image flow determination is relatively much more difficult than normal flow 
determination, it is of interest to develop an algorithm to recover depth from normal flows. In this 
paper, we have shown that similar results can be obtained from relative normal flow fields as from 
relative image flow fields. We have implemented a normal flow estimation algorithm, and applied our 
algorithm to recover depth from intensity images. 

Depth Normal flow Relative normal flow Static stereo Dynamic stereo 

1. INTRODUCTION 

Depth recovery from image flow fields is an impor- 
tant but difficult problem in computer vision. A 
working depth recovery algorithm, as a method to 
determine absolute range to objects in a scene, will 
find a variety of applications in robots, such as 
collision avoidance and surface reconstruction. How- 
ever, depth recovery algorithms proposed so far have 
not been able to provide satisfactory results. Some 
of the algorithms are based on solving non-linear 
equations, hence the solutions rely on good initial 
guesses; o-3) some of the algorithms give good solu- 
tions only on restricted occasions; {4-12) and some of 
the algorithms tends to amplify effects of noise in 
the input data. 03) The goal of this research is to 
develop an algorithm to overcome the afore- 
mentioned weaknesses. 

Actually, structure from image flow fields is an ill- 
posed problem. Generally,  the structure is deter- 
mined from the image flow fields along with 3D 
motion parameters of the objects. This structure and 
3D motion recovery problem is also referred to as 
the problem of interpreting image flow fields. It is 
well-known that there could be infinite number of 
interpretations if the object  points can move inde- 
pendently. To obtain a unique interpretation, the 
one that agrees with the physical world, some con- 
straints are needed. The most widely adopted con- 
straint is a rigidity constraint, which assumes that 
the objects undergo rigid motion. Based on this 
constraint, equations can be derived to relate image 
flow vectors to the object structure and 3D motion. 

*To whom correspondence should be addressed. 

Interpretations can be obtained by solving these 
equations. As the equations are non-linear, however, 
there could still be many interpretations. To obtain 
an interpretation that agrees with the physical world, 
an initial guess close to the correct solution is needed. 

Unfor tunate ly ,  it is almost impossible to find such 
initial guesses. 

A unique interpretation can be achieved if 
additional assumptions are made. The assumptions 
should be made such that the rigid motion equations 
can be reduced to linear expressions or at least the 
number of possible solutions are sharply reduced. 
There are two simple assumptions each of which will 
make the equations linear: assuming the depth values 
of the object points are known, 02~ and assuming 
the 3D motion parameters are known. <14) Once the 
equations are linear, an appropriate solution is 
guaranteed, and the original problem becomes rather 
straightforward to solve. On the other hand, the 
most widely used assumption that will sharply reduce 
the number of possible solutions is the assump- 
tion that the scene consists of planar surfaces 
only3 s'7-1°'15) It is shown that at most two solutions 
exist for a planar surface, ts'9) In the case of dual 
solutions, the false solution can be eliminated by 
comparing the solutions with those of another planar 
surface of the same rigid object, t7,151 Unfortunately, 
this assumption greatly limits the application of the 
algorithms. 

Waxman and Sinha have shown that a unique 
interpretation can also be achieved without 
additional assumptions. They do this by the intro- 
duction of a reference image flow field, tl3) By taking 
the difference of the reference field and the original 
image flow field, a relative image flow field can be 
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obtained. Then, the absolute range to the object 
points can be determined from this relative field, 
provided that the relative motion between the origi- 
nal camera and the reference camera is given. This 
formulation is attractive because it needs no 
additional assumptions and is hence generally appli- 
cable. A major weakness of the formulation is that 
the effect of noise in the input flow fields is amplified 
due to the differencing process in obtaining the rela- 
tive flow field. The effect of noise can be suppressed 
to some extent, the paper suggested, by filtering the 
relative flow field. 

In this paper, we report on a structure recovery 
algorithm that is an extension of Waxman and Sinha's 
formulation. (13) While their algorithm recovers depth 
from optical flow fields, we suggest that similar 
results can be obtained from normal flow fields, 
which are easier to obtain from image intensity data 
(Section 2). We have implemented a normal flow 
estimation algorithm, and applied our algorithm to 
intensity images to recover depth. Results from 
experimental runs of that algorithm are shown in 
Section 3, and in Section 4, a conclusion is drawn. 

2. DEPTH FROM RELATIVE NORMAL FLOW FIELDS 

As mentioned earlier, our depth recovery algor- 
ithm is an extension to Waxman and Sinha's algor- 
ithm. (13~ While their algorithm determines depth 
from a relative field of optical flows, ours determines 
depth from a relative field of normal flows. A normal 
flow vector is the component of the corresponding 
optical flow vector in the normal direction of the iso- 
brightness contours. A normal flow field can be 
estimated directly from a sequence of intensity 
images based on a constant-brightness constraint, 
while the computation of an optical flow field needs 
additional constraints such as the heuristic smooth- 
ness assumption. (~6) In many cases, the additional 
constraints lead to an erroneous optical flow field. I~) 

In the following, we first introduce Waxman and 
Sinha's formulation; (13) then we show that similar 
formulation exists for the depth recovery from nor- 
mal flow fields; and finally, we show that the concept 
of relative normal flows can also be used to determine 
depth from stereo images. 

2.1. Waxman and Sinha's formulation 

In the formulation, a dual camera imaging system 
is adopted. It is assumed that the cameras can be 
modeled by pin-hole cameras. One such imaging 
system is shown in Fig. 1, along with the coordinate 
systems. As shown in the figure, the image coor- 
dinates are denoted by small letters (x,y), and the 
world coordinates by capital letters (X, Y, Z). 

For each camera, the optical flow field corresponds 
to the time-varying projection of object surface tex- 
ture, due to the relativerigid body motions between 
objects in the scene and the camera. The equations 
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Fig. I. Imaging system. 

relating optical flow vectors to relative 3D motion 
and depth to points in the scene can be derived, and 
are given as follows 

Vx - x V z  
u = - f 2 x x y  + ~v(1 + x  2) - f2zy + 

Z 

v= - ~ 2 x ( l + y ' - ) + f 2 v x y + Q z X  -~ V y - y V z  (1) 
Z 

where (u, v) is the optical flow vector at (x,y), and 
(Vx, Vy, Vz) is the vector of 3D translation par- 
ameters, and (f~x, Q v, f~z) is the vector of 3D instan- 
taneous rotational parameters between the camera 
and the object. 

It is obvious that recovering depth values from 
single optical flow field will end up with solving non- 
linear equations, as the 3D motion parameters are 
generally unknown. To reach an algorithm that 
determines depth based on linear equations, the 
formulation introduces a reference flow field. In the 
formulation, a dual camera imaging system is 
adopted. The reference flow field is provided by the 
second camera. It is assumed that the relative motion 
between the two cameras is known, and that the two 
cameras come so close to each other at the time of 
consideration that correspondence between the two 
image planes is easy to establish. A relative optical 
flow field can then be computed by taking the 
difference of the two flow fields. If (Au, Ao is 
used to denote the relative flow vectors, 
( A V x , A V v , A V z , A ~ x , A f 2 v , A ~ 2 z )  the relative 
motion parameters between the two cameras, then 

Au = - Af2xxy + Aflv(1 + x 2) - Af~zy 

A V x  - x A V z  + 
Z 

Av = -Af2x(1  + y2) + A t ) r x y  + AQzx 

A V y  - yAVz 
+ Z (2) 

As can be seen from equation (2), depth values to 
the object points can be determined from the relative 
optical flows and the camera relative motion. The 
computation is rather straightforward. 
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2.2. Depth from relative normal flow field 

Our formulation adopts the same dual camera 
imaging system as Waxman and Sinha's, "3) and 
makes the same assumptions about relative position 
and relative motion between the two cameras. The 
major difference is that we use normal flow fields 
while they used optical flow fields. Other differences 
include: in our formulation, depth can be recovered 
as long as the relative motion between the two cam- 
eras is not purely rotational, and the computation is 
simple and straightforward; while in their formu- 
lation, depth cannot be recovered if there is no 
relative translation in depth direction, and the com- 
putation also relies on the determination of the focus 
of expansion of the relative flow field. 

A normal flow vector is the component of the 
corresponding optical flow vector in the normal 
direction of the iso-brightness contours at the image 
point. If the normal direction of an image point (x,y) 
makes an angle t~with the x-axis, an equation relating 
the normal flow vector of the point to the 3D motion 
and the depth to the point can be derived 
V n = t tcosoc+ vsintl" 

= ( - Q x x y + . y ( I  + x 2 ) - Q z y + V x  ) XVZ') 

× cos o~+ ( - fZx(1  +y2) + ~'Irxy + ~zX 

+ Vv - y V z )  sino: (3) 
Z , 

where V,, denotes the magnitude of the normal flow 
vectors. 

Similarly, a relative normal flow field can be 
obtained by taking the difference of the two normal 
flow fields of the cameras. And an equation relating 
the relative normal flow vectors to the relative 3D 
motion and the depth to the points is given as follows 

AVn = u cos o: + v sin o~ 

= ( - A ~ x x y  + AfIv(1 + x  2) - AfIzy 

AVx - xAVz]  ( _ A ~ x (  1 + y2) + ~- ] cos o~ + 

AVyzVAVz ) + AQrxy + AK~zX + -:  sin o: 

(4) 

where AVn denotes the magnitude of the relative 
normal flow vectors. 

In equation (4), the variables are either known or 
can be estimated from the images except the depth 
Z. If the relative motion between the cameras is not 
purely rotational, the Z values can then be locally 
and uniquely determined. Thus we see that depth 
can also be determined from relative normal flow 
fields. As the equation contains no motion par- 

ameters associated with the object,  the equation can 
be used in the cases of multiple objects, and the 
objects can have independent general motion. 

Equation (4) becomes extremely simple if the rela- 
tive motion parameters are zeros except one trans- 
lational component. Let 's  assume that only AVx is 
non-zero, the equation is reduced to 

A V x 
AV~ = - - 7 - c o s  a~. (5) 

Hence 

AVx 
Z = - -  cos tr. (6) 

AVn 

Similar results can be obtained for the cases of only 
AVv or AV z are non-zeros. 

2.3. Relative normal flow and close baseline stereo 
images 

The concept of relative normal flow can also be 
applied to determine depth from stereo images. 
In reference (13) the images of the dual camera 
system are referred to as dynamic stereo images. In 
the following, we shall show that static stereo images 
are a special kind of dynamic stereo image. A 
requirement is that the baseline between the two 
cameras should be close, so that the constant-bright- 
ness constraint is valid to compute normal flows from 
the images. 

Consider a scene containing stationary objects 
only. In the dynamic stereo case, the stationary 
camera will generate a normal flow field with zero 
values everywhere. The relative flow field is deter- 
mined solely by the normal flow field of the moving 
camera. Now let us assume that the moving camera 
takes the same positions in space as the static stereo 
cameras when it produces images. As shown in Fig. 
2, P1, P2 and P3 indicate the locations of the static 
stereo cameras, as well as the positions occupied by 
the moving camera when it generates images. We 
adopt a three-camera static stereo imaging system, 
because we estimate normal flow fields from 
sequences of three images. In the figure, I i ,  12 and 
13 indicate the images generated by the moving cam- 
era at time instants t~, t2 and t3, and 1~, I~ and l~ 
indicate the images generated by the stereo cameras 
at the same time instant t. As the objects are station- 

Y ,fZ 
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Fig. 2. Images from moving camera and stereo cameras. 
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ary, it follows that 

Ii = I~ 12 = I.~ 13 = l j  (7) 
which means that the image sequence given by the 
moving camera is the same as the one given by the 
static stereo cameras. 

Hence, static stereo images can be treated as a 
special kind of dynamic stereo image. A relative 
normal flow field can be estimated from the images, 
and depth of the object points can be determined. 
Obviously, the 3D relative motion parameters in 
equation (4) are determined by the relative positions 
and orientations of the static stereo cameras. 

3. EXPERIMENT AND RESULTS 

In this section, we present some experiments to 
illustrate the computation of depth from relative 
normal flows. Actually, the experiments will not be 
interested if the normal flows are given as input. It 
will be interesting if depth is computed from intensity 
images. To do so, we need to implement a normal 
flow estimation algorithm. In this section, we will 
first present our implementation of normal flow esti- 
mation, then show the experiment results of depth 
recovery from both dynamic stereo images and static 
stereo images based on our depth from relative nor- 
mal flow algorithm. 

3.1. N o r m a l  f l o w  est imation 

The constraint and the equation for the normal 
flow estimation is given in reference (4). The major 
part of the estimation is to estimate the intensity 
gradients Ix, ly and It. Our implementation includes 
two steps: smoothing of image intensities and esti- 
mation of intensity gradients. 

Image smoothing is done by convolving the images 
with a two-dimensional Gaussian filter. The size of 
the filter is governed by the standard deviation of 
the Gaussian function. The purpose of smoothing is 
to reduce the effect of noise in intensity gradient 
estimation. It is well-known that there are many 
sources of noise in the imaging process, such as lens 
distortion and image digitization. A good way to 
reduce the noise effect is to smooth the images. In 
image processing, Gaussian filters are widely used 
for smoothing purposes. In our experiments, the 
standard deviations of the Gaussian filters are hand- 
picked, and big values should be used if the image 
motion is large. 

In this implementation, we borrow Horn and 
Schunck's idea ~6) to estimate intensity gradients. 
Their algorithm uses two images to estimate intensity 
gradients, while ours uses three images, i,e. 

Ix = i~ ( I i . j+ l . k -  1 -- I i . j . k -  1 q- I i + l . j + l , k -  1 

- -  l i + l . j . k _  1 + l i . i + l . k  - -  l i . ) .  k 

+ l i + l . j + l ,  k --  l i + l . i ,  k + l i . j + l , k + l  

-- l i , j . k+ 1 + I i + l . j + l , k + l  -- I i ÷ l . ] , k + l )  

ly = ~(li+l,j+t,k_ ! -- Ii,j+l.k_ 1 + li+l.j.k_ 1 

- -  l i . j . k _  1 + I i + l , j + l .  k - -  Ii.j+l. k 

+ I i + l . j . k  -- I i . j ,  k + l i + l , j + l , k + l  -- I i , l + l . k +  1 

+ ] i + l . j , k + l  -- I i , j , k+ l  

It = ~ ( I i + l . j + l , k + l  - l i + l , j + l , k - i  + I i + l , j . k + l  

- l i + l . j , k _  1 + l i . j + l , k + l  

-- I i , j + l . k _  1 -- I i . j . k+ 1 -- l i . j , k _ l ) .  

From our experience, three images tend to give more 
consistent results than two images. 

3.2. D y n a m i c  stereo images 

The setup of two cameras in known relative motion 
provides dynamic stereo. 113) Section 2.3 has pre- 
sented two equations for the depth recovery from 
dynamic stereo images, equation (4) for the case 
of general relative motion, and equation (6) for a 
restricted case of translational relative motion. While 
both equations are good for the scene of multiple 
objects undergoing independent motion, we used 
equation (6) because fewer variables introduce less 
error. 

Four experiments were conducted to show the 
performance of the algorithm with dynamic stereo 
images. In each of the experiments, five images 
I 1 . . . 15 are given as a dynamic sequence. As shown 
in Fig. 3, It, 13, I5 form the moving camera sequence 
and 12, 13, I4 form the stationary camera sequence. 
The two sequences share image 13, as the imaging 
system is designed such that the two cameras take 
the second image at the same time and same position. 
For each sequence, a normal flow field is computed, 
and the values are assigned to the image points 
of the second image, which is image /3 for both 
sequences. So, the registration problem of the two 
normal velocity fields is automatically solved. The 
relative normal flow field is obtained by taking the 
difference of the two normal flow fields. 

In these experiments, the images were design syn- 
thetically, one for a stationary camera, and the other 
for a camera translating along x-axis. Same synthetic 
camera models and same object models were used 
in these experiments. Both the stationary camera 
model and the moving camera model have the focal 
lengths of 100 pixels. The translational velocity of 
the moving camera simulated by separation of the 
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Fig. 3. Dynamic stereo sequence. 
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three cameras is set to be 2 pixels per unit time. A 
pyramid is designed to be the object being viewed. 
As shown in Fig. 4, the pyramid has the base of 600 
pixels by 600 pixels, and the height of 200 pixels. 
The pyramid is placed so that its base is 400 pixels 
in front of the imaging planes of the three cameras. 
The image points in each visible side of the pyramid 
are assigned to have the same intensity values. The 
four sides have the intensity values of 50, 100, 150 
and 200. The background has the intensity value of 
255. 

The experiments differed in the motion of the 
objects. For the first three experiments, the pyramid 
is set to rotate about Z-axis at different angu- 
lar velocities. The purpose of these experiments is to 
illustrate the effect of rotation on the accuracy of 
normal velocity estimation. Table 1 shows the angu- 
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Fig. 5. Pyramid: V = 0, Q = Qz = 0.I. 
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Table 1. 

Angular velocity Maximum relative error 
Experiment (f2z) (61/./I/.) 

1 0.1 0.01 
2 0.5 0.02 
3 1.0 0.12 

lar velocities of the pyramid and the maximum rela- 
tive errors of the estimated relative normal flow 
fields. 

The angular velocities in the table are of the units 
of degrees per unit time. It can be seen from the 
table that when the angular velocity gets bigger, so 
does the maximum relative error. 

Figure 5 shows the figures associated with exper- 
iment 1. For display purposes, the intensity values 
of the background in the gray level images is changed 
from 255 to 230. In Fig. 5(a), I3 shows the image 13 
of the dynamic sequence. Figure 5(a) dps shows the 
difference image of the images 12. I~ of the stationary 
camera, Fig. 5(a) dpm shows the difference image 
of the images 11, I~ of the moving camera. In Fig. 
5(b), V~, shows the relative normal flow field, V,~ 
the normal flow field of the stationary camera, 1/',,, 
the normal flow field of the moving camera. We only 
estimate the normal flow values at zero crossing edge 
points, because the estimates are more reliable at 
the positions where the intensity gradient values are 
high3 5) These fields show the normal flow values at 
those points. Note that we have also disregarded the 
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Fig. 6. Pyramid: V --- O. g2 = g2z = 0.5. 
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zero crossing edge points whose ot values are zeros, 
as the depth values of these points cannot be deter- 
mined from their relative normal flow (see equation 
(6)). Figure 5(c) shows edge points of image 13 whose 
depth values can be determined. Figure 5(d) shows 
the projection of the recovered depth values onto 
the Y - Z  plane of the world coordinate system. 

From Fig. 5(d), it can be seen that the errors of 
the depth values for cornerpoints are very big. This 
is due to the fact that the intensity gradients of the 
comer points is not well-defined. In the following 
analysis, we simply disregard these points. After 
disregarding these points, it can be seen that the 
maximum relative error comes from the points on 
the base of the pyramid. This is where the motion 

induced by the rotation is at its maximum value. It 
can also be seen that some strong edge points, the 
points on the other two base lines of the pyramid, 
are not shown. This is due to the fact that the relative 
normal flow have zero values at these points, because 
the translational velocity of the moving camera has 
no y component, while the normal vectors of these 
edge points are in y direction. A possible way to 
solve this problem is to add another set of cameras 
to simulate a translation in y. 

Figures 6 and 7 show the corresponding figures 
associated with experiments 2 and 3. 

In the fourth experiment, the pyramid is designed 
to rotate about the axis (1, 1, 1) with the angular 
velocity of 0.5 degrees per unit time, and translate 
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with the velocity of (0.5, 1, 1.5) pixels per unit time. 
The purpose of this experiment is to illustrate the 
performance of the algorithm with the dynamic 
stereo images when the object is in general motion. 
Figure 8 shows the figures associated with this exper- 
iment. As can be seen from Fig. 8(d), the maximum 
relative error comes from the points on the base of 
the pyramid. This is also where the rotation induced 
motion is maximum. The maximum relative error of 
the relative normal flow is 0.05, or 5%. 

As the accuracy of the depth values depends solely 
on the accuracy of the relative normal flows, these 
experiments actually show that our implementation 
of the normal flow estimation provides practically 
good results when applied to dynamic stereo images. 

3.3. Static stereo images 

As explained in Section 2.3, the concept of relative 
normal flows can be used to determine depth from 
static stereo images. Again, the key is to estimate 
normal flows from images. Here, we present three 
experiments that recover depth from static stereo 
images based on normal flows. As before, three 
images from each sequence are used to compute the 
relative normal flow field. 

3.3.1. Synthetic pyramid. This experiment illus- 
trates the performance of our algorithm with con- 
trolled data. In the experiment, the cameras and the 
pyramid are the same as in the dynamic stereo case, 
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only that the pyramid is stationary this time to gen- 
erate static stereo images. The two cameras have 
laterally a distance of 2 pixels between them. 

Figure 9 shows the figures associated with this 
experiment. In Fig. 9(a), 12 shows the second image 
of the sequence, dp shows difference image of the 
images 11,/3 of the sequence. Again, for displaying 
purposes, the background intensity values in 12 are 
changed from 255 to 230, and the difference image 
is subtracted from an image with uniform intensity 
values of 230. Figure 9(b) shows the relative normal 

flow values of strong edge points. Figure 9(c) shows 
the strong edge points of image /2, and Fig. 9(d) 
shows the projection of the recovered depth values 
onto the Y-Z  plane of the world coordinate system. 
As in the case of dynamic stereo, the corner points 
are disregarded. The maximum relative error of the 
relative normal flow field is less than 1%. 

Compare Fig. 9(d) with Figs 5(d), 6(c), 7(d) and 
8(d), it can be seen that 9(d) provides better results. 
This is due to the following: for dynamic stereo, the 
objects are in general motion, the motion of the 
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Fig. 10. Keys. 

(d) 
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image points is two-dimensional; while for static 
stereo, the objects are practically stationary, the 
motion of the image points is one-dimensional. So 
the estimation of relative normal flow field from 
static stereo images is more accurate. 

3.3.2. Keys. In the previous experiments, we dealt 
with synthetic images, which are perfectly designed 
and noise-free. Practically, such images can never be 
obtained. To see if an algorithm really works, we 
have to try it on real images. In this and the next 

experiments, we apply our algorithm to laboratory 
images. The images are taken by laterally spaced 
cameras. 

In this experiment, the objects in the scene are 
three keys laying on a table. The keys are supposed 
to have the same depth values. The cameras are 
carefully positioned such that a point on the key 
plane has an image disparity of 2 pixels. If the dis- 
tances between the cameras are set to be 400 units, 
the keys should be 200 units from the imaging plane. 

Figure 10 shows the figures associated with this 
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experiment. The figures in Fig. 10 have similar expla- 
nations as those in Fig. 9, except that I2 in Fig. 
10(a) shows the original image, instead of having the 
background intensity values changed. The maximum 
relative error of the relative normal flow field is 5%. 

3.3.3. Pyramid. In the experiment, the imaging 
system setup is the same as that for the keys. The 
object is a four-side paper pyramid, the object points 
have different depth values from the bottom of the 
pyramid to the top. The algorithm should be able to 

recover the variant depth values• The base of the 
pyramid is set at a depth of 200 units• 

Figure 11 shows the figures associated with this 
experiment• The figures in Fig. 11 have similar expla- 
nations as those in Fig. 10. As can be seen from Fig. 
11(d), the computation result successfully shows the 
shape of the pyramid. For most of the strong edge 
points, the error is within 10%. 

As can be seen from the intensity image I2, the 
intensity contrast is not high, the intensity gradient 
values are therefore small• This partially contributes 
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to the relatively larger error in relative normal flow 
estimation. 

4. CONCLUSION 

Most of the depth from image flow algorithms fails 
to give satisfactory results either due to the fact 
that they are based on solving non-linear equations, 
which require good initial guesses, or due to the 
fact that they rely on some assumptions like planar 
surfaces, which limit the applications of the algor- 
ithms. Waxman and Sinha developed an algorithm 
that recovered depth from relative image flows to 
overcome the aforementioned difficulties. 

In this paper,  we extended Waxman and Sinha's 
work, and developed an algorithm to recover depth 
from relative normal flows. It is shown that normal 
flow provides information as good as optical flow for 
depth recovery purposes. Since normal flows can be 
estimated directly from image intensities, while the 
computation of optical flow is difficult and erroneous, 
our algorithm points out a new direction in passive 
ranging. 

We noticed that if the normal flows were assumed 
given, depth computation would become simple and 
straightforward, and experiments would be of little 
interest. Hence, we tried our algorithm on intensity 
images. We have implemented a normal flow esti- 
mation algorithm. The normal flows are first esti- 
mated from the images, and the depth is then 
computed from the normal flow based on our algor- 
ithm. The results of the experiments are encour- 
aging. 
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