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Bagozzi and Yi (1989) recently introduced new procedures for using structural equation models in experimental designs with LISREL. We extend their research by showing that the structural equation analysis of experimental designs can be accomplished via Wold's partial least squares (PLS) approach, which can be used without many of the assumptions necessary for maximum likelihood estimation in LISREL. We show that PLS is applicable not only to the basic design, but also to other complex designs. We also identify two restrictive assumptions implicit in Bagozzi and Yi's step-down analysis procedures, and describe a more general approach that can be used even when these assumptions are not met. The proposed procedures are illustrated with Bagozzi and Yi's data, and the conditions suitable for alternative procedures are discussed.

1. Introduction

Bagozzi and Yi (1989) recently introduced new procedures for the analysis of experimental data especially in MANOVA designs (see also Kühl, 1988). They described the analytic procedures for various experimental designs with the widely used computer program LISREL (Jöreskog and Sörbom, 1986). Given the frequent use of experimental designs and the popularity of LISREL in marketing, their procedures can be potentially useful to marketing researchers (Yi, 1990).

Although Bagozzi and Yi's (1989) procedures provide a powerful means for analyzing experimental data, the use of their procedures might be limited for several reasons. First, experimental data often do not satisfy the requirements of maximum likelihood estimation in LISREL such as multivariate normality, interval scaling, and large sample sizes. Also, improper or non-convergent solutions sometimes occur in LISREL analyses, which will reduce the interpretability of estimates (e.g., Gerbing and Anderson, 1987). It would be desirable to have an alternative procedure for analyzing such data to which LISREL is not well suited. Second, Bagozzi and Yi's procedures for the step-down analysis, one particular type of MANOVA, make two implicit assumptions: (1) variances and covariances of dependent variables are equal across groups, and (2) causal paths among dependent variables are invariant across groups. When these assumptions are violated, their step-down analysis procedures are not appropriate. In fact, as shown below, the first assumption is invalid for Bagozzi and Yi's data. Thus, we need more general procedures which do not rely upon such restrictive assumptions.

The purpose of the present paper is to extend Bagozzi and Yi's (1989) research in these two respects. First, we demonstrate that the structural equation analysis of MANOVA designs can be accomplished via Wold's (1985) partial least squares (PLS) approach, which avoids many of the assumptions and chances that improper solutions will occur in LISREL analyses. We show that PLS is applicable not only to the basic design, but also to other MANOVA designs (e.g., latent variable MANOVA,
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step-down analysis). Second, we suggest an alternative procedure for step-down analyses which does not require the two restrictive assumptions implicitly made in Bagozzi and Yi's procedures. We close with a discussion of the conditions when one procedure might be preferred over the other. Throughout the paper, the proposed procedures are illustrated with the data used in Bagozzi and Yi's (1989) original article.

2. MANOVA with PLS

2.1. LISREL formulation of MANOVA

To demonstrate the use of structural equation models for the analysis of experimental data, we use MANOVA designs with three dependent variables ($Y_1$, $Y_2$, $Y_3$) and two groups (experimental and control groups). Fig. 1A illustrates the LISREL specification for this de-
sign (see Bagozzi and Yi, 1989, p. 273). There are two parts in the specification: measurement and structural models.

(a) Measurement model:

Dummy = $\xi_i$,

One = $\xi_2$,

$Y_i = \eta_i$ for $i = 1, 2, 3$,

where Dummy = \begin{cases} 0, & \text{control group,} \\ 1, & \text{experimental group.} \end{cases}

(b) Structural model:

$\eta_i = \gamma_i \xi_1 + \gamma_{i+3} \xi_2 + \xi_i$ for $i = 1, 2, 3$.

Note that the dummy variable is an exogenous latent variable ($\xi_i$) that represents two groups: control and experimental groups. There is a single indicator with a fixed loading of unity and no corresponding residual. Also note that a pseudo-variable (i.e., “One”) is used as another exogenous latent variable ($\xi_2$) to capture the means or locations of dependent variables. Because the “Dummy” variable is 0 for the control group and 1 for the experimental group, the paths (i.e., $\gamma_4$, $\gamma_5$, $\gamma_6$) from the “One” latent variable to dependent variables correspond to the means of dependent variables for the control group, and the paths (i.e., $\gamma_1$, $\gamma_2$, $\gamma_3$) from the dummy variable to dependent variables reflect the differences in their means across the two groups. For example, the means of $Y_1$ are $\gamma_4$ and $\gamma_1 + \gamma_4$ for the control and experimental groups, respectively, and thus $\gamma_1$ is the mean difference in $Y_1$ between the two groups. The significance of the mean differences can be tested either individually with the critical ratios ($t$-values) for the parameters or globally with the chi-square difference tests of the zero restrictions for these parameters (Bagozzi and Yi, 1989).

2.2. General PLS model

Before we present the PLS formulation of MANOVA, we present a brief overview of the general PLS model, including specification and estimation. Section 5 considers the assumptions made in the PLS model and compares it with LISREL. For more details, see Wold (1982, 1985).

**Specification.** Relations among latent variables are expressed in the following system of equations:

$$\eta = \beta_0 + \beta \eta + \nu,$$

where $\eta$ is a vector of latent variables, $\beta_0$ is a location parameter vector, $\beta$ is a matrix of coefficients relating the $\eta$’s among themselves, and $\nu$ is a vector of residuals for the $\eta$’s. Equation (1) is sometimes referred to as the theoretical relations or the structural equation model. Latent variables are connected to observations through the following system of equations:

$$y = \Pi_0 + \Pi \eta + \epsilon,$$

where $y$ is a vector of manifest variables, $\Pi_0$ is a location parameter vector, $\Pi$ is a matrix of loading coefficients (analogous to factor loadings), and $\epsilon$ is a vector of residuals for the $y$’s. Equation (2) is usually referred to as the measurement model. It is assumed that $\text{Cov}(\nu, \epsilon) = 0$.

The covariance matrix for the $\eta$’s is written as

$$\Sigma = \Pi \Pi' + \theta,$$

where $\theta = \text{Cov}(\epsilon)$.

**Estimation.** To facilitate the discussion of estimation, the following equation is added to equations (1) and (2):

$$\eta = \Omega y + \delta,$$

where $\Omega$ is a matrix of coefficients making latent variables dependent upon manifest variables, and $\delta$ is a vector of residuals. Estimation under the PLS algorithm then proceeds in three steps. In the first, iterative
estimations of $\Omega$ are performed. This consists of a sequence of ordinary least squares (OLS) regressions, linear operations, and square root extractions. In the second step, $\beta$ and $\pi$ are estimated non-iteratively using the latent variables estimated in the first step. This is done assuming that the location parameters are zero. Finally, in the third step, the location parameters and generative relations are estimated. This is done non-iteratively with OLS regressions.

More intuitively, the PLS program proceeds iteratively by first estimating each latent variable from its observed indicators and then refining it by relating each latent variable to other latent variables' indicators. Once the latent variables have been estimated, they are then correlated, and the structural parameters of the model are estimated via path analysis using OLS regression. The resulting coefficients are interpreted as standardized partial regression coefficients.

2.3. PLS formulation of MANOVA

We propose that MANOVA designs can also be analyzed with PLS. Fig. 1B shows the specification of the PLS model that is equivalent to the LISREL model in Fig. 1A. Like the LISREL model, the PLS model has two parts:

(a) Measurement model:

$$Y_i = \pi_i \eta_i \quad \text{for } i=1, 2, 3.$$ 

(b) Structural model:

$$\eta_i = I_i + \gamma_i \xi_i + \xi_i^* \quad \text{for } i=1, 2, 3,$$

where $I_i$ is the intercept that reflects the location of the dependent variable ($\eta_i$). To make the comparisons of our LISREL and PLS formulations of MANOVA as simple as possible, we have made several redefinitions of variables and parameters found in Wold's (1982, 1985) original exposition. Namely, $\beta_0i = I_i$, $\beta_1i = \beta_2i = \beta_3i = 0$, $\beta_4i = \gamma_i^*$, $\eta_4 = \xi_1$, and $\nu_i = \xi_i^*$.

We can note two differences between PLS and LISREL specifications. First, the pseudo-variable of one is not used in the PLS specification, whereas it is necessary in the LISREL specification. This is because PLS estimates the location parameters as intercepts without the need for introducing such a pseudo-variable. Second, the loadings relating latent variables to observed measures are set free and estimated in the PLS formulation, whereas they are fixed to unity in the LISREL formulation. For example, the loadings (i.e., $\pi_i$) for endogenous variables are free for PLS but fixed to 1.0 for LISREL. The path coefficients (i.e., $\gamma_1^*$, $\gamma_2^*$, $\gamma_3^*$) from the dummy latent variable to endogenous variables can be examined in order to test whether the means are significantly different across groups.

We will now show the equivalence of the LISREL and PLS models by combining the measurement and structural parts of each model. This will permit us to compare the parameters of one model with those of the other.

LISREL model:

$$Y_i = \eta_i = \gamma_i \xi_i + \gamma_i \xi_i + \xi_i^*$$

Since $\eta_i = \gamma_i \xi_i + \gamma_i \xi_i + \xi_i^*$

$$= \gamma_i + \gamma_i \xi_i + \xi_i^*$$

Since $\xi_1 = \text{Dummy}$, $\xi_2 = 1.0$.

PLS model:

$$Y_i = \pi_i \eta_i = \pi_i (I_i + \gamma_i \xi_i + \xi_i^*)$$

Since $\eta_i = I_i + \gamma_i \xi_i + \xi_i^*$

$$= \pi_i I_i + \pi_i \gamma_i (1/\pi_d) \text{ Dummy} + \pi_i \xi_i^*$$

Since $\xi_1 = (1/\pi_d) \text{ Dummy}$.

Then, we have the following equations:

$$\gamma_{i+3} = \pi_i I_i,$$

$$\gamma_i = (1/\pi_d) \gamma_i^* \pi_i,$$

$$\xi_i = \pi_i \xi_i^* \quad \text{for } i=1, 2, 3.$$
Note that all the parameters in the LISREL model are functions of the parameters of the PLS model. For example, $\gamma_i$, the mean difference parameter for $Y_i$ in the LISREL model, can be calculated by $(1/\pi_d)\gamma_i^*\pi_i$ from the PLS solutions. That is, the models are equivalent in terms of specification. However, important differences exist with respect to estimation, the properties of estimators, test statistics, and related issues which dictate the choice of the model. These issues are discussed below.

2.4. An illustration

Bagozzi and Yi’s (1989) data are used to illustrate the equivalence of results using the PLS analysis and results from the LISREL analysis. Specifically, the three behavior measures are used as the dependent variables in MANOVA designs with two groups (see Bagozzi and Yi, 1989, and our Table 1 and Fig. 1). Table 1 reports the means, standard deviations, and correlations for the input data. The LISREL solutions are obtained by using the LISREL VI program (Jöreskog and Sörbom, 1986). The PLS model is estimated with the LVPLS 1.6 program (Lohmöller, 1984), and critical ratios for the PLS estimates are calculated by the jackknifing of parameter estimates (Efron and Gong, 1983). Specifically, LVPLX was employed because we needed to estimate location parameters, and option 4 was selected for the data metric. Appendix A provides the specification for the PLS model in Fig. 1. Standard errors of parameters were estimated by using the jackknife procedures which were developed by Barclay (1983) (see, e.g., Fenwick, 1979; Coool, Winer and Rados, 1987).

Table 2 summarizes the key results from the LISREL and PLS analyses. The full LISREL model specified in Fig. 1A, which allows for the differences in means, is exactly identified and gives a perfect fit to the data: $\chi^2(0) = 0.00, p = 1.00$. The restricted model with the zero constraints for the mean difference parameters (i.e., $\gamma_1 = \gamma_2 = \gamma_3 = 0$) gives the following results: $\chi^2(3) = 48.21, p < 0.001$. An omnibus test of mean difference can be conducted by comparing the fit of these two models. The significant chi-square difference ($\chi^2_d(3) = 48.21, p < 0.001$) suggests that the means on at least one dependent variable are significantly different across groups. The estimates for individual mean difference parameters are examined to test whether each dependent variable is different across groups. The mean differences, denoted as $\gamma_i$ in the LISREL analysis, are 3.84 ($t = 5.2$), 1.42 ($t = 6.7$), and 3.54 ($t = 7.2$), respectively. They are all significant, suggesting that the means of all dependent variables are significantly different across groups for these particular data.

On the other hand, the PLS model in Fig. 1B gives the following results: $\gamma_1^* = 0.424 (t = 10.3)$, $\gamma_2^* = 0.481 (t = 9.0)$, and $\gamma_3^* = 0.508 (t = 9.2)$. These results suggest the same conclusion: the means of the three dependent
variables are significantly different between the two groups. In fact, the solutions for the LISREL analysis can be calculated from the solutions from the PLS analysis. For example, the mean difference for $Y_1$ can be computed as $(1/\pi_1)\gamma_1^*\sigma_1 = 2.00 \times 0.42 \times 4.53 = 3.84$. Note that this value is identical to the estimate of $\gamma_1$ in the LISREL model. Similarly, $\gamma_2$ and $\gamma_3$ can be calculated from the PLS solutions. Also, $\gamma_4 - \gamma_6$ can be obtained from the PLS solutions: $\gamma_{i+3} = \pi_i I_i$. For example, the mean ($\gamma_4$) of $Y_1$ for the control group can be obtained by $\pi_1 I_1 = 4.53 \times 0.045 = 0.20$.

3. PLS models for various MANOVA designs

We have shown that PLS can be used to analyze experimental data with an example of the basic MANOVA design. However, PLS is applicable not only to the basic design, but also to other MANOVA designs (e.g., latent variable MANOVA, step-down analysis, MANCOVA), which were discussed by Bagozzi and Yi (1989). In this section, we will examine some of these MANOVA designs and illustrate the application of PLS models. Because these extensions are rather straightforward, they are discussed briefly in this paper. However, the full results and corresponding specifications are available from the authors.

3.1. Latent variable MANOVA

Bagozzi and Yi (1989) extended the structural equation approach to MANOVA on latent variables, whereas the traditional MANOVA analysis is conducted only at the level of manifest variables (observed measures). This extension is motivated by several considerations (Bagozzi and Yi, 1989, pp. 273–274). First, if individual measures of the variables show excessive random error, the traditional tests may be lacking in statistical power to detect valid experimental effects. Second, certain variables might be inherently unobservable constructs such that they can be measured only indirectly with multiple indicators. Third, one might be concerned more with explanation and understanding of latent variables or constructs than with prediction or description of observed variables or measures per se.

A. LISREL Specification

![LISREL Specification Diagram]

B. PLS Specification

![PLS Specification Diagram]

Fig. 2. LISREL and PLS models for MANOVA on three measures of a latent variable.
Fig. 2A presents the LISREL specification for a latent variable MANOVA design appropriate to the data in Table 1. Note that three behavioral measures are used here as multiple indicators of a single latent variable. We wish to test whether the experimental manipulation affects the mean of the theoretical construct as measured by three indicators. The path ($\gamma_1$) from the dummy variable ($\xi_1$) to the latent dependent variable ($\eta$) reflects the difference in the means of the behavioral construct. When the LISREL model is fit to the data in Table 1, the estimate of $\gamma_1$ is 3.21 with $t = 6.43$. These results show that the means of $\eta$ are significantly different across the two groups.

Fig. 2B provides a diagram of the corresponding PLS model for the same data. We note that the PLS specification is quite similar to the LISREL specification. One difference concerns the pseudo-variable of “One”. In the LISREL model, the pseudo-variable of “One” is introduced to estimate the means for the control group. In contrast, introducing such a pseudo-variable is not necessary in the PLS model, where location parameters can be estimated directly. When the PLS model in Fig. 2B is fit, the estimate of $\gamma_1^*$ is 0.51 with $t = 11.0$, suggesting the rejection of the null hypothesis of equal means for the two groups. Thus, both LISREL and PLS give the same conclusion in the latent variable MANOVA.

**Remark.** One can show the equivalence of the LISREL and PLS models as follows:

**LISREL model:**

$$Y_i = \lambda_i \eta + \epsilon_i$$

$$= \lambda_i (\gamma_1 \xi_1 + \gamma_2 \xi_2 + \zeta) + \epsilon_i$$

$$= \lambda_i \gamma_1 + \lambda_i \gamma_1 \text{ Dummy} + \lambda_i \zeta^* + \epsilon_i^*.$$ 

**PLS model:**

$$Y_i = \pi_i \eta + \epsilon_i^*$$

$$= \pi_i (I + \gamma_1^* \xi_1 + \zeta^*) + \epsilon_i^*$$

$$= \pi_i I + \pi_i \gamma_1^* (1/\pi_d) \text{ Dummy} + \pi_i \zeta^* + \epsilon_i^*.$$ 

Then, we have the following equations:

$$\lambda_i \gamma_2 = \pi_i I,$$

$$\lambda_i \gamma_1 = (1/\pi_d) \gamma_1^* \pi,$$

$$\lambda_i \zeta + \epsilon_i = \pi_i \zeta^* + \epsilon_i^* \quad \text{for } i = 1, 2, 3.$$ 

Since all the parameters of the LISREL model are functions of the parameters in the PLS model, the models are equivalent in terms of specification.

**3.2. Step-down analysis**

Bagozzi and Yi (1989, pp. 274–276) describe and illustrate step-down analyses with structural equation models. When there is a causal order among the dependent variables, step-down analyses provide useful information as to whether the mean difference in a certain variable is due to the direct effect of the experimental manipulation or its dependence on other variables (Roy and Bargmann, 1958). The first stage of a step-down analysis begins with a MANOVA test performed on all dependent variables. If the omnibus test points to a rejection of equal means, then the next step consists of testing the final variable in the hypothesized causal chain while partialling out all remaining dependent variables as covariates. A significant omnibus test would indicate that the final variable differs even after controlling for its dependence on previous variables. In contrast, a non-significant test suggests that the difference in the final criterion is wholly due to the causal relation between the final variable and other variables.

Fig. 3 shows the step-down analysis procedures for the MANOVA design with two latent dependent variables (i.e., decision and behavior), which has been illustrated by Bagozzi and Yi (1989). In Step One, the mean differences in decision ($D$) and behavior ($B$) are tested while their covariation is unexplained. In the next step, the difference in $B$ is tested while controlling for the causal path from $D$
to $B$. This procedure is called the dummy variable approach, because an indicator variable is used to test the mean difference across groups.

PLS can also be applied to step-down analysis. The LISREL specifications for step-down analysis for the data, which were originally illustrated by Bagozzi and Yi (1989), are pre-

---

### Fig. 3. Step-down analysis with two latent variables: dummy variable approach.

---

### Table 3
Data for step-down analyses

<table>
<thead>
<tr>
<th>Measure</th>
<th>High impedance group ($n = 73$)</th>
<th>Low impedance group ($n = 79$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior 1</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Behavior 2</td>
<td>0.774</td>
<td>0.641</td>
</tr>
<tr>
<td>Behavior 3</td>
<td>0.736</td>
<td>0.580</td>
</tr>
<tr>
<td>Decision 1</td>
<td>0.256</td>
<td>0.255</td>
</tr>
<tr>
<td>Decision 2</td>
<td>0.263</td>
<td>0.263</td>
</tr>
<tr>
<td>Mean</td>
<td>0.206</td>
<td>0.205</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.726</td>
<td>1.446</td>
</tr>
</tbody>
</table>
sented in Fig. 3. Table 3 reports the means, standard deviations, and within-group correlations for the input data. The corresponding PLS specifications can easily be obtained by dropping the pseudo-variable of “One” and the latent variable associated with it (see Figs. 1 and 2 for examples). In Step One, MANOVAS are conducted on the two latent variables (D and B) which are measured with several indicators. The LISREL model gives the following results: $\gamma_1 = 0.86$ ($t = 3.8$) and $\gamma_2 = 3.20$ ($t = 6.4$). The PLS model gives the following results: $\gamma_1^* = 0.29$ ($t = 3.4$) and $\gamma_2^* = 0.51$ ($t = 11.0$). Thus, both LISREL and PLS results suggest that the mean differences for D and B are statistically significant.

In Step Two, MANOVAS are conducted while controlling for the causal relation ($\gamma$) between D and B so that the effect of D on B can be partialled out. The LISREL model gives the following results: $\gamma_1 = 0.86$ ($t = 3.8$), $\gamma_2 = 2.74$ ($t = 5.6$), and $\beta = 0.54$ ($t = 3.21$). The PLS model gives the following results: $\gamma_1^* = 0.29$ ($t = 3.4$), $\gamma_2^* = 0.44$ ($t = 9.5$), and $\beta^* = 0.23$ ($t = 4.3$). The results show that D has a significant effect on B, as hypothesized. The results also show that the two groups differ significantly in B even after controlling for its dependence on D. In sum, both LISREL and PLS can be applied to step-down analysis, and they give the same conclusions.

3.3. Homogeneity and multiple-group approach

In the previous example of step-down analysis, we have employed the dummy variable approach in both LISREL and PLS analyses. However, the dummy variable approach assumes that variances and covariances of dependent variables are equal across groups. This assumption is imposed because the covariance matrices among dependent variables are collapsed into one (i.e., the submatrix of the covariance matrix after dropping the dummy variable column) under the dummy variable approach. The homogeneity assumption is made implicitly under the dummy variable approach, whether one employs LISREL or PLS.

When the homogeneity assumption is violated, the multiple group approach can be used instead (see Remark below). As we will see in the next section of this paper, for instance, LISREL can be used for the multiple group approach to step-down analysis. Then, a natural question would arise: can PLS be applied to the multiple group approach (e.g., for step-down analysis)? Unfortunately, multiple group (simultaneous) analysis, which is needed for the multiple group approach to MANOVAS, is not available at this time for PLS.1 Thus, although PLS can be applied to various MANOVA designs such as manifest variable MANOVA, latent variable MANOVA, and step-down analysis, it cannot be applied to the multiple group approach.

Remark. A reviewer suggested that when the homogeneity assumption is violated, two other alternatives than the multiple group approach can be used. One alternative can be used when variances are heterogeneous. In such a case, one can identify which variable shows heterogeneous variance (e.g., via Cochran test) and use transformations to stabilize the variance. When the relationship between the mean and variance is known, one can find a transformation of the variable, which makes the variance approximately constant. For example, if the standard deviation is proportional to the mean, one can use the logarithmic transformation. Or if the variable (e.g., $y$) follows the Poisson distribution, one can use $y^{1/2}$ or $y^{1/2} + (y + 1)^{1/2}$. The resulting variance will be constant (see Bartlett, 1947, or Kendall and Stuart, 1968, pp. 88–92, for more details). On the other hand, when the rela-

---

1 Some effort is currently being made to develop formal PLS procedures for the simultaneous analysis of multiple samples, but they are not yet available (Fornell, 1990, personal communication), although it is impossible to say at this time when, or even if, the effort will bear fruit.
Relationship between the mean and variance is unknown, one can examine the Box–Cox diagnostic plot to select the appropriate transformation (Box and Cox, 1964) (see the BMDP manual, 1988, pp. 210–211, for an example).

A second alternative is appropriate when covariances are heterogeneous. One can give all measurement variables unit variance during the estimation and rescale the loadings afterwards to the original metric, which is implemented in the PLS program (metric = 3). This results in a communality maximization described in Lohmöller’s program. According to the reviewer, this procedure works well in practice when multivariate normality as well as homogeneity of covariance matrices are not met.

4. Multiple group approach to step-down analysis

Fig. 3 shows the step-down analysis procedures for the MANOVA design with two latent dependent variables, which has been illustrated by Bagozzi and Yi (1989). This procedure is called the dummy variable approach, because an indicator variable is used to test the mean difference across groups.

The dummy variable approach to step-down analysis, however, makes two implicit assumptions. First, it assumes that the variances and covariances of dependent variables are equal across groups. This is also a standard assumption in traditional MANOVA analyses (e.g., BMDP, SAS, SPSSX). Second, the causal relations among dependent variables are assumed to be invariant across groups. That is, the effects of one variable on other variables are assumed to be identical for all groups. This assumption is also implicitly made in traditional analyses (e.g., SPSSX). It is not likely that these assumptions are valid for all MANOVA designs. To the extent that these assumptions are violated, the procedures suggested by Bagozzi and Yi (1989) could be misleading. It seems desirable to consider an alternative procedure which does not make such restrictive assumptions. At least, it is necessary to make such assumptions explicit and test whether they are valid or not in any particular application.

In this regard, we suggest a multiple group approach to step-down analyses. Fig. 4 shows the general procedure. In Step One, $\gamma_1$ and $\gamma_2$ correspond to the means of latent variables $D$ and $B$, respectively. Thus, the equality of means can be tested by comparing these parameters (i.e., $\gamma_1^{(1)}$ vs. $\gamma_1^{(2)}$) across groups. This can be accomplished via a simultaneous analysis of both groups. In Step Two, $\gamma_2$ would correspond to the portion of the mean for $B$ that is not due to the effect of $D$. Thus, a comparison of $\gamma_2$ across groups indicates whether the means of $B$ differ between the group when the effect of $D$ on $B$ is partialled out.

One advantage of this approach is that it allows one to test the aforementioned assumptions, i.e., (1) homogeneity of variances and covariances, and (2) invariance of causal paths. Specifically, before conducting the first step of the analysis noted in Fig. 3, one can test the homogeneity assumption in the multiple group approach. Then, in Step One the differences in $D$ and $B$ can be tested under either homogeneity or heterogeneity assumptions. One can also test the invariance of causal paths (i.e., $\beta^{(1)} = \beta^{(2)}$) across groups. If this test is significant, a subsequent step would be to test for the significance of the
mean difference while allowing for different causal paths across groups. Thus, another advantage of the multiple group approach is that it allows for step-down analyses even when these assumptions are violated.

4.1. An illustration

The suggested procedures for step-down analyses are illustrated with the example used by Bagozzi and Yi (1989). There are two latent variables: decision (D) and behavior (B), which are measured with two ($d_1, d_2$) and three indicators ($b_1, b_2, b_3$), respectively (see Tables 4 and 5 for a summary of the results from Bagozzi and Yi’s, 1989, procedures and the suggested procedures, respectively).

Results from the dummy variable approach are examined first. In Step One, the mean difference are 0.86 ($t = 3.8$) and 3.20 ($t = 6.4$) for $D$ and $B$, respectively. The chi-square difference test also indicates that the mean differences are statistically significant; $\chi^2(2) = 45.97$, $p < 0.001$. In Step Two, one can test the mean difference in $B$ after considering the causal order between $D$ and $B$. The chi-square difference test indicates that the mean difference in the final dependent variable (i.e., $B$) is significant; $\chi^2(1) = 31.69$, $p < 0.001$. Thus, the two groups still differ significantly in $B$ even after considering its dependence on $D$.

Next, the multiple group approach is used. We begin by testing the homogeneity of variance and covariances across groups. This test
Table 4
Step-down analysis with a dummy variable approach

<table>
<thead>
<tr>
<th>First stage</th>
<th>Full model</th>
<th>Restricted model with $\gamma_1 = \gamma_2 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2(10) = 7.88$</td>
<td>$\chi^2(12) = 53.85$</td>
<td></td>
</tr>
<tr>
<td>$\nu = 0.64$</td>
<td>$\nu = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1 = 0.86 (3.76)^a$</td>
<td>Hence: $\chi^2_2(2) = 45.97, \ p = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2 = 3.20 (6.42)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second stage</th>
<th>Full model</th>
<th>Restricted model with $\gamma_2 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2(10) = 7.88$</td>
<td>$\chi^2(11) = 39.57$</td>
<td></td>
</tr>
<tr>
<td>$\nu = 0.64$</td>
<td>$\nu = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2 = 2.74 (5.56)$</td>
<td>Hence: $\chi^2_2(1) = 31.69, \ p = 0.000$</td>
<td></td>
</tr>
</tbody>
</table>

* Critical ratios are given in parentheses.

is conducted by comparing the model with free covariance matrices and the model with equal covariance matrices for residuals. The results indicate that the homogeneity assumption should be rejected for the data; $\chi^2_2(15) = 351.96, \ p < 0.001$. Thus, the subsequent analyses are conducted while allowing for different variances and covariances for the two groups.

When the mean parameters ($\gamma_i$'s) are allowed to differ across groups, the model gives satisfactory results: $\chi^2(14) = 7.89, \ p > 0.89$. The estimates of mean parameters for both groups are 4.03 and 4.90 for $D$, and 0.19 and 4.01 for $B$, respectively. When the mean parameters are fixed to be invariant across groups, the model fit is not satisfactory; $\chi^2(16) = 66.08, \ p < 0.001$. The chi-square difference is 58.19 with 2 degrees of freedom, which is significant at the 0.001 level. Thus, the equality constraints (i.e., $\gamma_i^{(1)} = \gamma_i^{(2)}$ for $i = 1, 2$) produce a significant increase in the chi-square values, suggesting the rejection of the null hypothesis that means are equal across groups.

Before moving to the second stage, the invariance of the causal path (i.e., $\beta^{(1)} = \beta^{(2)}$) is tested by comparing the full model without the equality constraint and the restricted model with the constraint. The full model without the constraint gives the following results: $\chi^2(14) = 7.89, \ p > 0.89$. The restricted model with the constraint yields the following result: $\chi^2(15) = 9.35, \ p > 0.85$. The chi-square difference is 1.46 with 1 degree of freedom, which is not significant at the 0.10 level. One cannot reject the hypothesis that the causal path between $D$ and $B$ is invariant across groups. That is, the assumption of invariant causal paths is plausible for this data set. Subsequent analyses are thus conducted using the invariant causal path in the model.

The next step examines the equality of means in $B$ while controlling for the effect of $D$ (see Step Two in Fig. 3). The model allowing for different means of $D$ shows satisfactory results: $\chi^2(15) = 9.35, \ p > 0.95$, whereas the restricted model hypothesizing equal means for $D$ reveals unsatisfactory results:

Table 5
Step-down analysis with a multiple group approach

<table>
<thead>
<tr>
<th>Homogeneity test</th>
<th>Full model</th>
<th>Restricted model with equal variances</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2(0) = 0.00, \ p = 1.00$</td>
<td>$\chi^2(15) = 351.96, \ p = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\chi^2(14) = 7.89, \ p = 0.90$</td>
<td>$\chi^2(16) = 66.08, \ p = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1^{(1)} = 4.03 (0.17)^a$</td>
<td>Hence: $\chi^2_2(2) = 58.19, \ p = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1^{(2)} = 4.90 (0.16)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_2^{(1)} = 0.19 (0.07)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_2^{(2)} = 4.01 (0.55)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Invariance of causal path test</th>
<th>Full model</th>
<th>Restricted model with $\beta^{(1)} = \beta^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2(14) = 7.89, \ p = 0.90$</td>
<td>$\chi^2(15) = 9.35, \ p = 0.86$</td>
<td></td>
</tr>
<tr>
<td>$\beta^{(1)} = 0.18 (0.05)$</td>
<td>Hence: $\chi^2_2(1) = 1.46, \ p &gt; 0.10$</td>
<td></td>
</tr>
<tr>
<td>$\beta^{(2)} = 0.58 (0.32)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second stage</th>
<th>Full model</th>
<th>Restricted model with $\gamma_2^{(1)} = \gamma_2^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2(15) = 9.35, \ p = 0.90$</td>
<td>$\chi^2(16) = 60.58, \ p = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2^{(1)} = -0.58 (0.19)$</td>
<td>Hence: $\chi^2_2(1) = 51.23, \ p = 0.000$</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2^{(2)} = 3.04 (0.59)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Standard errors are given in parentheses.
\( \chi^2(16) = 60.58, \ p < 0.001 \). The chi-square difference is 51.23 with 1 degree of freedom, which is significant at the 0.001 level. These findings suggest that the hypothesis of equal means for behavior be rejected even after controlling for the effect of decision.

Note that this chi-square difference test \( (\chi^2(1) = 51.23) \) is different from that \( (\chi^2(1) = 31.69) \) in the dummy variable approach (see Table 4). This illustrates that the multiple group approach and the dummy variable approach differ in handling the two assumptions. In this example, since we found that the homogeneity assumption is not valid, the multiple group approach is conducted while allowing for heterogeneous variances and covariances. In contrast, the dummy variable approach analyzes the data as if the variances and covariances were equal across the groups when in fact they are not. Thus, the two approaches can yield different results. Although the final conclusions happen to be the same in this particular case, the two approaches could suggest different conclusions in other cases.

5. Discussion

We have seen that both LISREL and PLS models can be used to analyze experimental data. The question arises: under what conditions should one model be preferred to the other? A comparison of estimation methods between the two models would be useful in this regard (Fornell and Bookstein, 1982; Jöreskog and Wold, 1982). PLS, which uses fixed point estimation (see, e.g., Wold, 1965), differs from LISREL which uses maximum likelihood (ML) estimation in its basic assumptions and principles. The ML estimation in LISREL maximizes the probability of observing the data given the hypothesized model assuming interval scales and multivariate normality of variables. However PLS uses a series of interdependent OLS regressions to minimize residual variances without making any assumptions with respect to the population or scales of measurement. Hence, no distributional assumptions are required. The PLS procedure is also applicable even when the sample size is small. Wold (1986) reports an analysis with a sample of 10, and Fornell and Bookstein (1982) use PLS on a sample of 24. In the former study, 28 manifest variables were included in the model. Analyses of such data sets by maximum likelihood procedures are often not feasible (Wold, 1989). Sampling errors or too many parameters to estimate can yield non-convergent and improper solutions in LISREL analyses, which make it difficult to interpret the solutions (see, e.g., Gerbing and Anderson, 1987). In contrast, PLS does not suffer from non-convergent or improper solutions (Fornell and Bookstein, 1982).

An examination of the preceding assumptions suggests that the use of PLS is preferred over LISREL when (1) the multivariate normality assumption is violated, (2) the sample size is small, and (3) non-convergent or improper solutions are likely to occur (e.g., a complex model with many parameters). A reviewer noted that the second situation (small sample size) is the most important one in experimental designs. The assumption of multivariate normality can be relaxed with elliptical estimation or asymptotic distribution-free estimation (see, e.g., Browne, 1984), but this requires a large sample size (typically, the sample size must be 200 or more, depending on the number of variables in the model). Also, non-convergent or improper solutions are less likely to occur for large sample sizes (see, e.g., Anderson and Gerbing, 1984). Nevertheless, obtaining a large sample size might be difficult in typical experimental designs.

Some problems of the PLS approach also need to be mentioned. First, PLS tends to overestimate loadings and underestimate path coefficients (Dijkstra, 1983). In fact, as the proposed methodology is primarily concerned
with path coefficients (which are underestimated), the significant results in a PLS analysis can be given more credence, because the test would be more conservative. 3 Another problem with PLS concerns the interpretation of parameter estimates. 4 The substantive interpretation of LISREL estimates is clear. In Fig. 1A, for example, \( \gamma_1 - \gamma_3 \) correspond to the mean differences of dependent variables across the control and experimental groups, whereas \( \gamma_4 - \gamma_6 \) reflect the means of dependent variables for the control group. In contrast, the parameter estimates in the PLS specification do not have such direct interpretations. Rather, they are multiplicative components of the means or mean differences, as shown earlier. Still another problem with PLS applications is that jackknife or bootstrap procedures are needed to obtain estimates for the standard errors of the parameter estimates, which are potentially subject to biases (Dijkstra, 1983; Efron and Gong, 1983). Furthermore, because it is a limited-information estimation method, PLS parameter estimates are not as efficient as full-information estimates (Fornell and Bookstein, 1982). Finally, PLS does not provide formal statistical tests or multiple sample analysis procedures, which are available for LISREL.

We have also shown that the dummy variable approach to step-down analysis makes two assumptions: (1) homogeneity of variances and covariances, and (2) invariance of causal paths. The homogeneity assumption is often violated and its violation can have serious consequences especially when the sample size is unequal across groups (see, e.g., Bray and Maxwell, 1985; Kühnel, 1988). Indeed, we have seen that this assumption is rejected for the data used in Bagozzi and Yi’s (1989) step-down analyses. The second assumption can also be problematic, because experimental manipulations are often designed to influence causal paths among variables, as well as their means.

The multiple group approach to step-down analysis, which is proposed in this article, does not make these restrictive assumptions. Instead, it tests these and provides information regarding how reasonable the two assumptions are. Further, it allows for step-down analysis even when these assumptions are violated. However, the multiple group approach has several limitations that deserve mention. It requires a relatively large sample size, because the sample is divided into experimental groups. If the sample size is too small for each group, improper solutions and non-convergence might occur, a greater chance of making a Type II error exists, and asymptotic properties of the estimation are not obtained (see, e.g., Bearden, Sharma and Teel, 1982). Thus, the multiple group approach seems useful for step-down analysis when (1) variances and sample sizes are unequal across groups, (2) the experimental manipulation influences the theoretical relations among the dependent variables, and (3) the sample size is large enough for each group.

In this article, we have extended the use of structural equation models in experimental designs with respect to estimation methods in general and step-down analysis in particular. The analysis can be accomplished via PLS, which can be used even when certain assumptions for LISREL do not hold. We have also proposed a step-down analysis procedure which can be used even when the data do not meet the two restrictive assumptions implicit in Bagozzi and Yi’s (1989) procedures.

Given the two extensions, a question arises naturally: can PLS be applied to the multiple group approach to step-down analysis? Unfortunately, the answer is no at this point in time. A multiple sample analysis, which is necessary for the multiple group approach, is not available for PLS. Thus, PLS cannot be used for the multiple group approach to

---

3 We thank a reviewer for bringing this point to our attention.
4 We thank a reviewer for pointing out to us this problem with PLS.
MANOVA designs in general and step-down analysis in particular. Such procedures should be developed in future research.

Still more extensions need to be made to the structural equation approach to experimental data. For example, one should investigate more complex design issues such as multiple factors and levels. Such extensions will provide researchers with useful insights for making better applications of structural equation models in experimental designs.

Appendix A. PLS specification for Fig. 1

Number of blocks = 4.
Number of cases = 152.
Number of dimensions = 0.
Output quantity = 3377.
Inner weighting scheme = 1.
Number of iterations = 100.
Estimation accuracy = 5.
Analyzed data metric = 4.

* Read Matrix, Unit = 0, Rewind = 0,  
Format = (2A4, 4F2.0).

<table>
<thead>
<tr>
<th>Block</th>
<th>N-MV</th>
<th>Deflate</th>
<th>Direction</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZA11</td>
<td>1</td>
<td>0</td>
<td>Outwards</td>
<td>Exogenous</td>
</tr>
<tr>
<td>ETA1</td>
<td>1</td>
<td>0</td>
<td>Outwards</td>
<td>Endogenous</td>
</tr>
<tr>
<td>ETA2</td>
<td>1</td>
<td>0</td>
<td>Outwards</td>
<td>Endogenous</td>
</tr>
<tr>
<td>ETA3</td>
<td>1</td>
<td>0</td>
<td>Outwards</td>
<td>Endogenous</td>
</tr>
</tbody>
</table>

4 Mode A

Path design matrix

<table>
<thead>
<tr>
<th></th>
<th>ZA11</th>
<th>ETA1</th>
<th>ETA2</th>
<th>ETA3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZA11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ETA1</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ETA2</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ETA3</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

* Read Matrix, Unit = 0, Rewind = 0,  
Format = (2A4, F5.1, 19X, 3(F5.1, 1X)).

* The matrix format is optional, because it is specific to each research design.
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