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The cyclic behavior of the oscillating velocity field in the tail pipe of a pulse combustor was studied using laser doppler velocimetry. In this flow, the oscillations result from an acoustic resonance and have amplitudes of up to 5 times the mean velocity. Oscillation frequencies were varied from 67 to 101 Hz. Streamwise velocity and turbulence-intensity boundary layer profiles were measured to within 130 μm of the wall, and transverse turbulence measurements were made to within 2 mm. The phase relationships of the velocity, turbulence intensity, and combustion chamber pressure oscillations are compared. Velocity oscillations near the wall are found to phase lead those in the center of the pipe, creating periodic flow reversals through the boundary layer. A comparison is made between this turbulent oscillating boundary layer and the laminar oscillating boundary layer for flow over a flat plate. The effects of axial position, pulsation frequency, pulsation amplitude, and mean flow rate on the velocity and turbulence profiles are discussed. Time-resolved wall shear stresses (directly calculated from the velocity measurements) are presented and compared with those of steady turbulent flow. Time-averaged velocity and turbulence profiles are also compared with those of conventional steady turbulent flows. The time-averaged velocity profile is found to be flatter than that of steady flow at the same mean Reynolds number, and both the streamwise and transverse turbulence intensities are found to be significantly higher than those of steady flow.

NOMENCLATURE

\[ D \quad \text{hydraulic diameter} \]
\[ P \quad \text{pressure} \]
\[ P_{\text{rms}} \quad \text{combustion chamber pressure, root mean square about the mean} \]
\[ R \quad \text{hydraulic radius of the tail pipe, half the hydraulic diameter} \]
\[ Re \quad \text{time-averaged Reynolds number of the exhaust gas, based on } \bar{U} \text{ and } D \]
\[ t \quad \text{time} \]
\[ t_{\text{cycle}} \quad \text{period of a complete cycle} \]
\[ t' \quad \text{normalized time, } t' = t / t_{\text{cycle}} \]
\[ U \quad \text{streamwise velocity, instantaneous value, } U(t) = \bar{U} + U_{\text{osc}}(t) + u'(t) \]
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**Greek Symbols**

\( \delta_{a,b,l} \)  
acoustic boundary layer thickness for laminar flow

\( \delta_r \)  
characteristic dimension of the acoustic boundary layer for laminar flows

\( \omega \)  
oscillation frequency (rad/s)

\( \nu \)  
kineastic viscosity

---

**INTRODUCTION**

Pulse combustion heating devices have many advantages over conventional systems, such as high thermal efficiencies, low pollutant emissions, and self-aspiration. Another major advantage is that convective heat transfer rates in the tail pipe are enhanced by as much as 2.5 times over those in steady turbulent flows at the same mean Reynolds number [1–3]. Mass transfer rates have also been found to be high when pulse combustors are used for drying applications [4]. These transport enhancements are believed to be caused by the strong flow oscillations, produced in the tail pipe by the acoustic resonance of the combustor. Most past research on transport processes in pulse combustor tail pipes has focused on direct measurements of the quantity being transported. These studies [1–3] have established the degree of heat transfer enhancement and the effect of flow parameters such as oscillation amplitude and frequency, but have done little to elucidate the transport mechanisms, which requires knowledge of the velocity field. In a recent work [5], the authors studied the behavior of the temperature field and thermal boundary layer in a pulse combustor tail pipe; however, to date, the fluid mechanics and behavior of the velocity boundary layer remain largely unstudied. A more complete discussion of the advantages, applications, and research needs in pulse combustion may be found in recent review articles [4, 6, 7].

A review of the literature reveals that there are no detailed studies of the fluid mechanics in pulse combustor tail pipes, and that most studies of other oscillating turbulent flows have been performed on flows in which the amplitude of the velocity oscillations is less than the mean velocity (i.e. nonreversing flows). These studies include air flows [8–10] with frequencies up to 62 Hz and maximum oscillation amplitudes of 34% of the mean velocity, and liquid flows [11–13] with frequencies up to 2 Hz and a maximum oscillation amplitude (outside the boundary layer) of 25% of the mean. It is doubtful that these studies are applicable to flows such as those in a pulse combustor tail pipe, where the amplitude of the velocity oscillations is typically 4–5 times the...
mean velocity causing periodic flow reversals. Heat transfer studies [1, 14] indicate that the transport mechanisms change when large flow reversals occur; the rate of convective heat transfer was found to decrease or remain constant when the oscillation amplitude was less than or about the same as the mean velocity, while heat transfer rates increased when the oscillations were larger than the mean velocity. A study of an air flow with periodic reversals was performed by Bogdanoff [15], but only cycle-averaged profiles and no turbulence measurements are presented. In an earlier work [16], the authors reported time-resolved measurements of the bulk flow in a pulse combustor tail pipe. However, measurements were made for only a limited number of operating conditions, at one axial location, and no boundary layer measurements were made. Various approaches to modeling oscillating turbulent flows, and the comparison of these models with experimental data are reviewed by Telionis [17]. Most models and all experimental data presented by Telionis are for flows with nonreversing oscillations, although some attempts have been made to model flows with at least partial reversal. He notes that more information on the statistics of the turbulent boundary layers should be provided by experimentalists to aid in the development of new models.

The objective of the current study is to investigate bulk flow, turbulence, and boundary layer behavior of the periodically reversing flow in a pulse combustor tail pipe. Velocity oscillation amplitudes were varied from 0 (steady flow) to more than 5 times the mean velocity, with frequencies ranging from 67 to 101 Hz. Laser doppler velocimetry (LDV) was used to make temporally and spatially resolved gas velocity measurements throughout the tail pipe. Measurements were made to within 130 µm of the wall, allowing resolution of the oscillating boundary layer and direct calculation of temporally resolved wall shear stresses. This study provides an increased understanding of the fluid mechanics in pulse combustor tail pipes and insight into the mechanisms responsible for the enhanced scalar transport. This understanding of the tail pipe flow is important in the overall design of pulse combustors because both the fluid mechanics and heat transfer in the tail pipe are coupled to the combustion process through the acoustic resonance of the device. In addition, this study provides a data base for predictive computer models of pulse combustors [18–21], allowing results to be verified and providing necessary input parameters such as wall shear stress. Although performed in a pulse combustor tail pipe, this study may also aid modelers of other periodically reversing turbulent flows for which little experimental data exist.

PULSE COMBUSTOR BACKGROUND

Pulse combustors are devices in which the combustion process drives an acoustic resonance. For the combustor used in this study the acoustic resonance is roughly that of a quarter-wave tube with variable area. An outline drawing of the pulse combustor and plots of the maximum oscillating pressure and velocity waves generated by the acoustic resonance are given in Fig. 1. At the combustion chamber end are a pressure antinode and a velocity node, whereas at the tail pipe exit are a pressure node (constant at atmospheric) and a velocity antinode. The acoustic resonance creates velocity oscillations superimposed on the
mean flow of combustion products through the tail pipe. The amplitude of these velocity oscillations is greatest at the tail pipe exit and decreases sinusoidally toward the tail pipe entrance. Because of the area change between the combustion chamber and tail pipe the velocity oscillations are still significant at the tail pipe entrance (Fig. 1).

The combustion chamber pressure and tail-pipe velocity oscillations for a typical operating condition are shown in Fig. 2. These values are plotted against time normalized by the period of a complete cycle. Both waveforms are sinusoidal and are out of phase by approximately one quarter of a cycle. This is in agreement with acoustic theory for quarter-wave-tube resonance. Acoustic wave equations show that the amplitude of the velocity oscillations in the tail pipe is directly related to the amplitude of the combustion chamber pressure oscillations. This prediction has been experimentally verified in a pulse combustor by Dec and Keller [16]. In the present article the term pulsation amplitude refers to the amplitude of both the velocity and pressure oscillations.

**EXPERIMENTAL FACILITY AND DIAGNOSTICS**

**Experimental Facility**

The pulse combustor used in this study was a “Helmholtz” type with an external flapper valve. A schematic of this combustor is shown in Fig. 3. This combustor consists of an axisymmetric injection or “mixing” chamber, and square cross-section combustion chamber, contraction section and tail pipe. Acoustic termination for the tail pipe was provided by a large-volume decoupling chamber. Reactants were premixed upstream of the flapper valve and injected on-axis. Mean reactant mass flow rates were metered and controlled with sonic nozzles. The reactants consisted of pure methane and air at an equivalence ratio of 1.0, and a variable fraction of nitrogen diluent, which was used to control the energy release rate as discussed below.

The tail pipe consisted of a coaxial square Pyrex tube arrangement (Fig. 3). In this arrangement, the inner tube, which was 30 mm square with a wall thickness of 4.75 mm, formed the resonance tube for the pulse combustor and carried the combustion products. The outer tube was 51 mm square, which provided a 5.75-mm-wide channel between the tubes on all four sides. Cooling air flowed through this square annular space between the inner and outer tubes, entering at the decoupler end of the tail pipe and exiting at the contraction section end. This tube arrangement therefore formed a counterflowing heat exchanger. The tail pipe was constructed in a modular fashion, allowing its length to be varied in 200-mm increments from 680 to 1280 mm, to obtain operating frequencies from 101 to 67 Hz, respectively. This modular construction also permitted the insertion, at 200-mm increments, of a test section, which had walls made of optical quality quartz and Pyrex for the inner and outer tubes respectively.

The following coordinate system was used in this study. $X$ is along the axis of the tail pipe, with its origin at the contraction-section, tail-pipe interface, (Fig. 3). $Y$ is the vertical coordinate with its origin at the wall surface. $Z$ is the
horizontal coordinate with its origin at tail-pipe centerline. All profiles presented are \( Y \) profiles taken at \( Z = 0 \). Measurements at the various \( X \) positions, and \( Y \) profiles, were obtained by moving the entire combustor, which was mounted on a three-dimensional translation stage. All times given for cycle-resolved data have been normalized by the period of a complete cycle.

**Pulse Combustor Control**

A range of pulsation frequencies and pulsation amplitudes were required. Combustor frequencies were varied by changing the natural resonance frequency through variations in the tail-pipe length, and subsequent adjustment of the timing of the energy release rate. The timing of the energy release rate for this premixed system was controlled by the mixing rate of the reactants with the hot products and the chemical-reaction rate. By adjusting these two processes, the energy release was optimally timed for each natural resonance frequency, providing a maximum pulsation amplitude. Pulsation amplitudes were then decreased from this maximum by detuning the timing of the energy release through the addition of various amounts of nitrogen diluent to the reactants. Adding nitrogen slowed down the chemical reaction rate, which delayed the energy release rate. This effect could be made sufficiently strong to stop the pulsations completely and achieve steady flow. A complete discussion this methodology for controlling the pulse combustor may be found in Keller et al. [22, 23], and Bramlette [24].
discusses jet mixing concepts in the pulse combustor. Although both strongly pulsing and steady flow conditions were obtained, the combustor would not operate in a stable manner across a wide range of intermediate pulsation amplitudes. As a result, only a limited range of pulsation amplitudes could be studied.

**Diagnostics**

The diagnostics used in this study were pressure transducers and LDV. Pressure transducers were used to determine the combustor frequency, and to measure the combustion chamber pressure. The root-mean-square about the mean of the combustion chamber pressure (\( P_{rms} \)) was used as a measure of pulsation amplitude. The combustion chamber pressure was also used to establish a synchronization trigger for the cycle-resolved LDV measurements discussed below. This trigger defined time zero of the combustor cycle and was selected to occur at the downward-going zero-crossing of the oscillating component of the combustion chamber pressure.

A two-color, four-beam LDV system was used to measure the streamwise (\( U, X \) direction) and transverse (\( V, Y \) direction) components of the velocity. Except for large frequency shifts, the setup was a typical forward-scatter configuration with a probe volume diameter of about 120 \( \mu \)m and a length of 1.2 mm. A frequency shift of 44 MHz was induced between the beams used to measure the \( U \) component because of the large negative velocities. A large frequency shift (37 MHz) was also required for the \( V \) component, in order to obtain a sufficient number of doppler cycles for a signal validation, before the large \( U \) velocities removed the seed particle from the probe volume. With these large frequency shifts, the resolution of the LDV counter limited the accuracy of the highest \( U \) velocity (100 m/s) to \( \pm 0.32 \) m/s and the accuracy of the \( V \) velocities (all were near 0 m/s) to \( \pm 0.11 \) m/s. A more complete discussion of the LDV system may be found in Ref. 25.

This LDV arrangement allowed measurements of the \( U \) and \( V \) velocity components to within 130 \( \mu \)m and 2 mm of the wall, respectively. The plane of the \( U \) velocity beams is parallel to the top and bottom wall of the tail pipe, permitting measurements close to the wall. The plane of the \( V \) beams is normal to the wall, and in the current setup both beams are converging from the outer radius of the final focusing lens to the probe volume. With this arrangement, when the probe volume is at \( Z = 0 \) and closer than about 2 mm to either the top or bottom wall, one beam is blocked, eliminating the \( V \) velocity signal.

In making the \( U \) velocity measurements close to the wall, thermal gradients can cause refraction of the beams and offset the probe volume location. The magnitude of this offset was estimated to be 200 \( \mu \)m towards the wall, using an average of the time-resolved values of the thermal gradients measured in this flow by Dec and Keller [5]. This offset is not significant, because the wall location shown in the boundary layer profiles presented in this article was determined using the LDV beams. Therefore, the \( Y \) positions of the data near the wall, where the thermal gradient is nearly linear, are correct. The positional error arises in the region from \( Y = 1.5 \) to 3 mm where there is curvature in the thermal profile, so that for \( Y > 3 \) mm, the location of the data is offset by 200 \( \mu \)m. In the region of \( Y > 1.5 \) mm the velocity gradients are small, so the positional uncertainties caused by thermal refraction were neglected.

**Terminology and Data Acquisition**

In an oscillating turbulent flow, the instantaneous values of both velocity components (\( U \) and \( V \)) are defined to be composed of three terms. The notation for representing these terms and the appropriate ensemble averages is presented for the streamwise velocity, with the same notation applying to \( V \):

\[
V(t) = \bar{U} + V_{osc}(t) + V(t),
\]

where \( U(t) \) is the instantaneous value, \( \bar{U} \) is the long-time average mean, \( V_{osc}(t) \) is the periodic or oscillating component caused by the acoustic resonance, and \( V(t) \) is the instantaneous value of the turbulent fluctuations, which are superim-
posed on the periodic oscillation. An ensemble average of the velocity over many cycles yields

$$\langle U \rangle(t) = \bar{U} + U_{osc}(t),$$  

(2)

where $\langle U \rangle(t)$, the ensemble-averaged value, is still a function of time, since it varies through the cycle. Because $\langle u^2 \rangle(t) = 0$, the ensemble-averaged intensity of the turbulent fluctuations is given the symbol $\langle U^2 \rangle(t)$, which is defined as

$$\langle U^2 \rangle(t) = \sqrt{\langle (u')^2 \rangle(t)}. $$  

(3)

In the above discussion, the functional dependence on time has been noted for clarity for all appropriate terms. Since $\langle U \rangle$, $\langle U^2 \rangle$, and $U_{osc}$ are always functions of time through the cycle, the functional dependence will not be noted in the remainder of this article. The maximum value of $U_{osc}$ is the amplitude of the velocity oscillation and is denoted by $U_{osc,max}$.

The following method was used to measure the various velocity terms. The period of the cycle was divided into 20 time bins of equal length. An external clock, which was reset to a time of zero with each synchronizing trigger from the combustion chamber pressure, was connected to the laboratory computer. Each time the computer received a valid velocity realization, the elapsed time on the clock was also recorded. When the available computer memory was filled, the data were sorted into appropriate time bins based on their time of arrival, and a probability distribution function (pdf) was calculated for each time bin. The process was then repeated until each pdf contained a minimum of 400 individual velocity realizations. Since the probability of a particle arriving in the probe volume is proportional to the absolute value of the velocity, when the pdfs at cycle times near zero velocity had 400 realizations, most pdfs had more than 1000 realizations. The mean of each time-bin pdf is then a measure of $\langle U \rangle$. $\bar{U}$ was obtained by averaging $\langle U \rangle$ over the cycle, and $U_{osc}$ was obtained by subtracting $\bar{U}$ from $\langle U \rangle$. Similarly, standard deviation of each pdf provides a measure of $\langle U^2 \rangle$. Cycle-to-cycle variation will be included in this measurement of the turbulence intensity; however it is considered negligible, since turbulence intensities near time zero, close to the synchronizing trigger, are in good agreement with those late in the cycle (Fig. 9). The time-averaged turbulence intensity ($\bar{U}^2$) was obtained by averaging $\langle U^2 \rangle$ over the cycle.

An identical data acquisition and reduction procedure was used for the transverse velocity. The mean and oscillating components of the transverse velocity ($\bar{V}$ and $V_{osc}$) were on the order of the LDV resolution and were assumed to be zero.

In the pulse combustor tail pipe, the large temporal gradients of the streamwise velocity create a significant velocity variation across some time bins. Therefore, the mean and rms of the streamwise velocity pdfs must be corrected for temporal gradient broadening and temporal seed biasing, before they are accurate measures of the cycle-resolved velocity and turbulence. This was not necessary for the transverse velocity, since temporal gradients and biasing errors are small.

This temporal gradient correction technique, which may be derived by adapting spatial gradient broadening corrections of Kreid [26], has also been used by Morse et al. [27] in studying the oscillating flow in reciprocating engines. A more complete discussion of this correction technique and examples of the magnitude of the correction are included in the appendix. All of the data presented in this article have been corrected for these effects. The cycle-averaged mean velocities and turbulence values were obtained by integrating the corrected means and rms of the pdfs over the cycle.

Spatial velocity gradients through the probe volume can also create LDV errors, commonly referred to as spatial-gradient broadening errors. At most cycle times and spatial locations spatial gradients were sufficiently small that errors were negligible. Spatial-gradient errors will be largest near the wall at cycle times when the velocity oscillation is near maximum or minimum, because at this location and time the velocity is low and velocity gradients are large. Maximum errors of 15% for $\langle U \rangle$ and 30% for $\langle U^2 \rangle$ were estimated. Since only three or four data points per cycle at one or two $Y$ locations had errors of this magnitude, and all others were significantly less, the
LDV measurements were not corrected for spatial gradient broadening errors.

RESULTS AND DISCUSSION

Most data to be presented were obtained at a typical combustor operating condition and axial location, which will be referred to as the base condition and base location. The base condition is a tail pipe length of 880 mm, a frequency of 83 Hz, a $P_{\text{rms}}$ of 7.4 kPa, and a mean flow Reynolds number (based on $U$) of 3750. The base location is $X = 540$ mm. Data were also taken at other operating conditions and locations and will be compared to those of the base condition and location. Velocities and spatial variables are presented in dimensional units, except as noted, because the appropriate nondimensional groups are unknown for these boundary layers, and there appears to be no accepted standard in the literature. Also, no attempt was made to reduce the frequencies to nondimensional form because the proper similarity variable in turbulent flow is unknown [17].

The fundamental streamwise velocity oscillation on the tail-pipe centerline, and its relation to the combustion chamber pressure oscillation, for the base condition and location, are shown in Fig. 2. Due to the nature of the acoustic resonance and the definition of time zero, the tail-pipe velocity is at its maximum, 95 m/s, at the start of the cycle. The velocity then decreases, reaching zero at about time 0.25, and continues to decrease until a minimum of $-60$ m/s is reached at time 0.45. From this minimum, the velocity increases back to the maximum at time 1.0, passing through zero at about time 0.7. The mean velocity is 16.3 m/s. Keeping in mind that the tail-pipe exit pressure is constant, it can be seen that velocity flows against the pressure gradient (adverse) from time 0.0 to 0.25, and from time 0.45 to time 0.7, while the pressure gradient is favorable from time 0.25 to 0.45 and 0.7 to 1.0. Changes in the pressure gradient from favorable to adverse are necessary for pressure driven velocity oscillations. The times and velocities noted in the above discussion were typical for all operating conditions with similar pulsation magnitudes, although small variations occurred.

Time Resolved Velocity Profiles

Full profiles of $\langle U \rangle$ at various times during the cycle are shown in Fig. 4. All data presented in this subsection are for the base condition and location; however, the temporal behavior seen in these figures is typical of all pulsation frequencies, pulsation amplitudes, and axial locations studied. The time of each profile is noted on the figure, and the direction of the arrows indicate the sign of the slope of the velocity—time curve. Three features may be seen in these profiles. First, the profiles are flat across the center of the pipe at all times during the cycle, indicating that the centerline velocity is a good indicator of the "bulk velocity behavior. Second, the flow is symmetric from top to bottom. Third, the phase of the flow near the wall leads the phase of the flow in the central region during the flow reversals (times of 0.25 and 0.7), as is discussed below. In view of the first two observations, the velocity profile may be adequately represented by a plot of the region near one wall, which allows the third observation to be more clearly visualized.

In Fig. 5, the $\langle U \rangle$ velocity profiles for the 6 mm adjacent to the wall are plotted, for all time bins recorded. The top plot shows the profiles for the decreasing velocities, times 0.0 to 0.45, while the bottom plot shows the increasing velocities,
times 0.45 to 1.0. As with conventional steady turbulent flows, the profiles may be divided into three regions: (1) a core region, which extends from the centerline to 3 or 4 mm from the wall, (2) a viscous dominated sublayer near the wall, and (3) a buffer layer between the viscous sublayer and the core. Measurements were obtained sufficiently close to the wall (130 μm) to resolve the viscous sublayer. Figure 5 clearly shows the temporal development of the boundary layer during the flow reversals. During times of both decreasing and increasing velocity, it can be seen that the flow near the wall reverses earlier in the cycle than the core flow, with the result of a reversing slope of the velocity profile. This is the first known observation of this phenomenon in turbulent flow, although it is well known behavior for laminar flow (see for example, Ref. 28).

Two factors play a role in creating this boundary layer behavior in a pressure-driven oscillating flow. First, the pressure gradient is constant across the tail pipe \( \frac{\partial P}{\partial Y} = 0 \), but the fluid near the wall has less momentum than the fluid in the core. As a result, when the pressure gradient changes from favorable to adverse, the fluid near the wall, having less momentum, slows down and reverses sooner than the fluid in the core. The second reason for this boundary layer reversal is the finite penetration rate of the effect of the viscous drag at the wall (wall effect) into the fluid. This effect may be visualized by noting that as the free-stream velocity decreases from time 0.0 to 0.2, the shape of the velocity boundary layer between 0.5 and 6.0 mm remains virtually unchanged, since the wall effect has only penetrated into 0.5 mm at this time. Because of this, a boundary layer slope reversal must occur for the velocity to go to zero at the wall.

Although the turbulent transport affects the boundary layer behavior seen in Fig. 5, it is useful to compare the observed turbulent oscillating profiles with those of a laminar incompressible flow. The solution for the velocity field in a semi-infinite fluid, bounded by an oscillating wall, was first given by Stokes in 1851 (Stokes' second problem.) For the case of an oscillating semi-infinite fluid, bounded by a stationary wall, driven by an imposed spatially uniform oscillating pressure gradient, the solution (assuming that the flow is everywhere parallel to the wall) may be expressed as \([28, 29]\).

\[
\frac{U_{\text{osc}}}{U_{\text{osc - max}}} = \cos(2 \pi t') - \zeta(Y/\delta_v) \cos(2 \pi t' - Y/\delta_v),
\]

where \(U_{\text{osc}}\) and \(U_{\text{osc - max}}\) were defined previously, \(t'\) is normalized time, and \(\delta_v\) is the characteristic dimension of the acoustic boundary layer, defined as

\[
\delta_v = \sqrt{\frac{2\nu}{\omega}}.
\]

Here \(\omega\) and \(\nu\) are frequency in radians per second, and kinematic viscosity, respectively. The solution for the velocity in Eq. 4 is the difference between a spatially uniform oscillating velocity field (first term) and the solution of Stokes second problem (second term). Although Stokes' second problem contains no pressure field information, Eq. 4 includes the oscillating pressure gradient through the first term \([29]\).

The depth of penetration of the wall effect on the free stream oscillations is commonly referred to as the "acoustic boundary layer," \(\delta_{a.b.l.}\). Defining this boundary layer to be the distance at which the wall oscillations have decreased to 1%
results in [30],

\[ \delta_{a,b,1} \approx 4.6 \delta_v. \] (6)

This acoustic boundary layer thickness is equal to 2.87 mm for the base condition.

The results of Eq. 4 for the first half-cycle are plotted in Fig. 6. Two scales are given for each axis. At the left and bottom are the universal dimensionless variables, \( Y/\delta_v \) and \( U_{osc}/U_{osc-max} \), while at the right and top are the dimensional variables for the base condition. These dimensional scales and the oscillation amplitude far from the wall are the same as Fig. 5, for ease of comparison. The laminar flow solution (Fig. 6), exhibits the same flow reversal through the boundary layer seen in the turbulent data (Fig. 5). It can be seen that the acoustic boundary layer thickness is a good indicator of the penetration depth of the oscillations for both the turbulent data and the laminar solution. Moreover, for the turbulent data the acoustic boundary layer thickness is comparable to the fluid dynamic boundary layer.

There are also significant differences in Figs. 5 and 6. The laminar flow solution predicts a velocity overshoot, relative to the free stream (called Richardson's annular effect [28]), in the region from 1 to 2.5 mm at times of maximum and minimum oscillation amplitude, while the turbulent flow data has a smooth curve with a monotonic slope. In turbulent flow the additional momentum transport by the turbulence more rapidly dissipates the oscillations as they penetrate inward from the wall. This smoothing effect of the turbulence can be seen in the reduced sharpness of the boundary layer reversal at time 0.25. The increased transport due to the turbulence is also evident in the slope of the profiles from 2.87 to 6 mm. In the laminar case they are flat and vertical, while in the turbulent data a small slope remains in some profiles, even at 6 mm.

The phase shift of the velocity oscillations from the core through the boundary layer is more clearly shown in Fig. 7, which shows \( U_{osc} \) versus normalized time for several transverse locations. Moving from the core to the wall, the zero velocity crossings of the curves occur systematically earlier in the cycle. A systematic decrease in oscillation amplitude is also seen, and, although the plots for \( Y \) positions between the centerline and 1.5 mm are not given, they too show a systematic decrease. This is in contrast to the predicted results for laminar flow in which the average oscillation amplitude is larger at about half the acoustic boundary layer thickness, \( Y/\delta_v \approx 2.0 \), than in the free stream, due to the large velocity overshoots at times 0.0 and 0.5 noted in the discussion of Fig. 6. A discussion of this phenomenon may be found in Ref. 28.
Time-Resolved Turbulence Intensities

Ensemble-averaged turbulence-intensity profiles for the base condition and base location are presented in Fig. 8. As with the above mean velocity data, the temporal behavior described in the following discussion is typical for all frequencies, pulsation amplitudes, and axial locations. Profiles of both the streamwise and transverse turbulence intensities \((\langle U' \rangle^2\) and \(\langle V' \rangle^2\)) are presented for each time bin; normalized times are denoted by the number given in each box. As discussed previously, transverse velocities could only be measured to within 2 mm of the wall. The \(\langle V' \rangle\) profiles show the transverse turbulence intensity to be nearly constant across the tail pipe, at about 1.5 m/s at all times during the cycle. There is some indication of a decrease in the magnitude of \(\langle V' \rangle\) at the points closest to the wall, although these data are insufficient to determine if this downward trend continues to the wall or if there is an increase near the wall, as occurs at some times with the streamwise turbulence intensity.

Significant cyclic variation occurs in the profile shape of the streamwise turbulence intensity. At any given time during the cycle, the turbulence intensity is uniform across the core region of the flow, but the behavior in the boundary layer region has two distinctly different modes. From times 0.0 to 0.2 and 0.5 to 0.65, when the pressure gradient is adverse (Fig. 2), the intensity increases from the core value to a maximum in the boundary layer before going to zero at the wall. In contrast, from times 0.25 to 0.4 and 0.7 to 0.95 the intensity drops from the core value throughout the boundary layer. In steady flows, adverse pressure gradients are known to thicken the boundary layer and lead to instability, while favorable pressure gradients decrease boundary layer thickness and increase stability [31].

The intensity of the streamwise turbulence also has significant cyclic variation as shown in Fig. 9, in which \(\langle U' \rangle\) is plotted against normalized time through the cycle for three transverse \((Y)\) ranges corresponding to the three regions of the velocity profile described above. For all \(Y\) positions greater than 0.5 mm, a significant local increase or "spike" in the turbulence intensity may be noted at times of zero-velocity crossings (in the core at times 0.25 and 0.7, and in the buffer layer, where the velocity oscillations phase lead the core, at times 0.2 or 0.25 and 0.65 or
0.7). As discussed in the Appendix, the turbulence-intensity corrections for gradient broadening and biasing are very large at these times, and these spikes might only be an artifact of the diagnostic and correction technique. Alternatively, there may be short bursts in the turbulence intensity associated with the flow reversal. Similar spikes were seen at all operating conditions, and the relative intensity of the spikes is very consistent at all Y locations in the core, indicating that either they are real, or there is a large systematic error in the velocity correction at these cycle times.

The dashed line in the top plot in Fig. 9 is a cubic spline fit to a typical \( \langle U' \rangle \)-time history in the core with the data points at the zero-velocity crossings eliminated. By eliminating the spikes, the basic trends of the turbulence intensity in the core through the cycle may be seen. The turbulence intensity gradually decreases, as does the velocity, from time 0.0 to 0.2. After the flow reversal at time 0.25, the velocity increases in absolute value, and \( \langle U' \rangle \) increases to a local maximum about time 0.3-0.35. \( \langle U' \rangle \) then decreases again gradually to time 0.65, which is just prior to the second flow reversal. Again, following this flow reversal, \( \langle U' \rangle \) increases rapidly to a maximum about time 0.85-0.9, after which it gradually decreases towards the first zero velocity crossing. Thus, the local maxima of the turbulence intensity phase-lead the maximum of the absolute value of the velocity by 0.10-0.15 of a cycle, while the local minima phase-lead the times of zero velocity by only 0.05 of a cycle. The relative magnitudes of the maxima, 5.5 and 8 m/s, are proportional to the relative absolute magnitudes of the velocity minimum and maximum, \(-60\) and 95 m/s. These turbulence-intensity oscillations occur nearly simultaneously, and with the same magnitude, across the core \((Y = 3\) to 15 mm\), indicating that the turbulence is being generated locally. During the combustor cycle, the flow is periodically accelerating and decelerating in the X direction, uniformly across the core. The streamwise component of the turbulence will be periodically stretched and compressed by these accelerations and decelerations, and have a resulting oscillation in intensity.

In the buffer layer, the characteristic \( \langle U' \rangle \)-time behavior changes from that of the core to that of the viscous sublayer. In this viscous dominated sublayer, \( \langle U' \rangle \) has a different temporal behavior, and the spikes at the times of zero velocity crossing are no longer present. The two curves closest to the wall \((Y = 0.13\) and 0.18 mm\) are very smooth and symmetric, and the times of their local maxima \((0.4\) and 0.9\) are in phase with the velocity oscillation and spatial-velocity gradient at this Y location (Figs. 5 and 7). These \( \langle U' \rangle \) oscillations are believed to result from the periodic generation of turbulence by the velocity shear present at these times at this location in the flow. Further from the wall, \( Y = 0.28\) and 0.38 mm, the adverse pressure gradients are also contributing to the turbulence, and a higher turbulence intensity persists after the local maxima from times 0.0 to 0.2 and 0.45 to 0.6.

**Variation With Axial Position**

Although the temporal behavior of the velocity profiles and turbulence intensities is similar at all axial locations, the mean flow rate and velocity oscillation amplitude vary and some entrance and exit effects exist. These effects are shown in Fig. 10 and 11, for the base condition. In Fig. 10a, the tail-pipe centerline velocity, which, as noted above, is a good indicator of the bulk velocity, is plotted as function of distance along the tail pipe. A steady decrease in velocity occurs as a result of heat transfer along the pipe. This heat transfer has been found to result in a 500-K temperature drop between \( X = 140\) and 740 mm for this base condition \([2, 5]\). Under ideal gas assumptions this temperature drop agrees well with the 7.4-m/s velocity decrease noted here. Ensemble-averaged values of \( U_{osc} \) at the tail-pipe centerline through the combustor cycle are presented in Fig. 10b. The oscillation amplitude increases from the tail-pipe entrance to the exit due to the sinusoidal distribution of the velocity oscillations of the resonant acoustic wave (Fig. 1). The amplitude increase of 19% from 71 to 82 m/s for \( X = 140\) and 740 mm, respectively, is not large. This indicates why Helmholtz resonator models, which assume slug flow in the tail pipe, have sometimes
been found to give reasonably good predictions of pulse combustor frequencies. Figure 10b also shows that near the exit of the tail pipe ($X = 740$ mm) the velocity oscillations are nearly symmetric, with the minimum occurring at time 0.47, while near the entrance ($X = 140$ mm) the minimum occurs at time 0.4. Measurements farther from the combustion chamber in longer tail-pipe configurations showed the minimum at time 0.5, as would be expected for a purely acoustic resonance. This effect is believed to be due to the periodic influx of, and energy release from, the reactants in the combustion chamber, which disturb the fundamental acoustic resonance.

In Fig. 11, time-averaged streamwise velocity ($\bar{U}$) and time-averaged turbulence-intensity ($U'$) profiles show the entrance and exit effects in both pulsing (base conditions) and nonpulsing flows. The $\bar{U}$ profiles are normalized by the centerline value to remove the velocity changes due to heat transfer, and to more clearly show variations in boundary layer shape. Figure 11a shows that away from the entrance and exit of the tail pipe, $X = 340$ and $540$ mm, the $\bar{U}$ profile shape does not vary significantly with axial position, indicating fully developed flow. The measurement closest to the entrance, $X = 140$ mm, shows a velocity defect from $Y = 1$ to $6$ mm when compared to the profiles farther from the entrance. Similarly, the measurement closest to the exit, $X = 740$ mm, shows a relative increase in velocity for $Y = 1$ to $9$ mm. These seemingly opposite effects are believed to result from the same phenomenon. During the positive-velocity half of the cycle the gases are being accelerated through the contraction section into the tail pipe entrance, where there is a sudden change in wall angle of 10 degrees. At the high periodic velocity of 90 m/s this wall angle change is sufficient to cause a
jetting effect, or vena contracta, which results in the gases near the centerline having a higher velocity. Similarly, at the tail-pipe exit during the negative-velocity half of the cycle, this jetting effect causes a greater negative velocity in the gases near the centerline. This greater negative velocity, when averaged over the cycle and normalized by the centerline velocity, shows up as an increased positive velocity away from the centerline. The tail pipe has a square exit into the decoupling chamber, which increases the magnitude of the effect at the exit compared to the entrance.

The pulsing, $\overline{U}$ profiles in Fig. 11b show the same trends as the mean velocity. At $X = 340$ and 540 mm the profiles are virtually identical, while in the entrance and exit regions the turbulence intensity is about 20% higher. This higher turbulence intensity is attributed to entrance effects, which as noted above occur at both ends of the tail pipe as a result of the reversing flow. All four profiles are flat across the core region and increase through a maximum in the boundary layer. This increase in the boundary layer is small except for $X = 740$ mm, indicating a stronger effect of the jetting action and flow separation at the exit than at the entrance.

In Figs. 11c and 11d, the results of nonpulsing (steady) flow in the same combustor are presented for comparison. These profiles have the same mean flow rate as the above pulsing data, but the heat transfer rate for the steady flow is much lower [2], resulting in higher gas temperatures. As a result the axially averaged bulk velocity is higher (21.4 m/s) but the Reynolds number is lower by 7% (3500) due to changes in viscosity. The steady-flow velocity profiles show a small, but consistent trend of boundary layer development with $X$. This is in contrast to mean velocity profiles of the pulsing data (Fig. 11a), which showed little change with $X$ in the central region of the pipe. The steady-flow $\overline{U}$ profiles (Fig. 11d) also show development with axial position, with an increasing turbulence intensity in the core. These steady-flow velocity and turbulence-intensity profiles shapes are not typical of classic steady turbulent flow, as is discussed later.

There are significant differences between the data from the pulsing and nonpulsing flows, in both the $\overline{U}$ and the $\overline{U'}$ profiles. In the pulsing flow the $\overline{U}$ profiles, similar to the $\langle U \rangle$ profiles, are flat across the core and drop rapidly to zero in the 3 mm adjacent to the wall, while in the nonpulsing flow the velocity profiles have an almost constant curvature. The differences in the $\overline{U'}$ profiles are not as dramatic, but they also exhibit the same trends. Finally, the average turbulence intensity is lower in the nonpulsing flow than the pulsing case.

Variation With Frequency

The effects of frequency on the $\overline{U}$, $\overline{U'}$, and $V'$ profiles are shown in Figs. 12a, 12b, and 12c, respectively. The pulsation amplitude for all these data was nearly constant, and the axial location was $X = 540$ mm for all frequencies except 101 Hz, where it was $X = 340$ mm, as noted in Fig. 12. This was necessary to avoid the exit effects, which are present at $X = 540$ mm in the 680-mm tail pipe used to obtain the 101-Hz data. The data in Fig. 11 show that the effect of this change of location is small.
### Table 1

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>$P_{\text{rms}}$ (kPa)</th>
<th>$U_{\text{osc-max}}$ (m/s)</th>
<th>$\bar{U}$ (m/s)</th>
<th>$U_{\text{osc-max}}$</th>
<th>$\overline{(U')}$ (m/s)</th>
<th>$\overline{(V')}$ (m/s)</th>
<th>Average Value</th>
<th>Absolute Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>67</td>
<td>6.6</td>
<td>61.0</td>
<td>18.5</td>
<td>3.30</td>
<td>8.21</td>
<td>1.57</td>
<td>-0.43</td>
<td>1.34</td>
</tr>
<tr>
<td>67</td>
<td>7.2</td>
<td>65.5</td>
<td>18.8</td>
<td>3.48</td>
<td>6.77</td>
<td>1.63</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>67</td>
<td>7.9</td>
<td>71.2</td>
<td>17.8</td>
<td>4.00</td>
<td>7.54</td>
<td>1.65</td>
<td>-0.55</td>
<td>1.66</td>
</tr>
<tr>
<td>74</td>
<td>7.3</td>
<td>73.4</td>
<td>17.2</td>
<td>4.27</td>
<td>6.03</td>
<td>2.01</td>
<td>-0.34</td>
<td>1.50</td>
</tr>
<tr>
<td>74</td>
<td>7.6</td>
<td>74.9</td>
<td>17.2</td>
<td>4.36</td>
<td>6.20</td>
<td>1.78</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>74</td>
<td>7.9</td>
<td>76.6</td>
<td>17.1</td>
<td>4.48</td>
<td>7.25</td>
<td>1.84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>74</td>
<td>8.1</td>
<td>77.4</td>
<td>17.2</td>
<td>4.50</td>
<td>8.07</td>
<td>1.73</td>
<td>-0.38</td>
<td>1.67</td>
</tr>
<tr>
<td>83</td>
<td>7.4</td>
<td>79.3</td>
<td>16.3</td>
<td>4.87</td>
<td>4.82</td>
<td>1.73</td>
<td>-0.36</td>
<td>2.00</td>
</tr>
<tr>
<td>101</td>
<td>7.3</td>
<td>79.0</td>
<td>18.9</td>
<td>4.18</td>
<td>4.98</td>
<td>2.13</td>
<td>-0.48</td>
<td>1.86</td>
</tr>
</tbody>
</table>

*All velocities and turbulence intensities are at the tail-pipe centerline. $X = 540$ mm, except for the 101-Hz data, for which $X = 340$ mm.*

All the $\bar{U}$ profiles are similar, and, although there is some small variation in the shape with frequency, there is no consistent trend. Similarly, the $\overline{V'}$ profiles show no consistent trend and only small variation with frequency. The higher $\overline{V'}$ intensity at 101 Hz is believed to be an artifact of the $X = 340$ mm location, since the intensity for this location at 83 Hz, also shown, is higher too. In Fig. 12b, a variation in the magnitude of $\overline{U'}$ with frequency is seen, although the profile shapes are similar. For both the 83- and 101-Hz cases, $\overline{U'}$ has a value of about 5 m/s across the core. At 74 Hz the intensity is slightly higher, while in the 67-Hz case the magnitude of $\overline{U'}$ has increased to 7 m/s. This increase is consistent across the core, and, although there is no change between the 83- and 101-Hz cases, a general trend of increasing $\overline{U'}$ with decreasing frequency may be noted. This trend was not expected and indicates that the observed increases in heat transfer rates with frequency [2] are not a result of simply an increased turbulence intensity.

**Variation With Pulsation Amplitude**

The results of varying the pulsation amplitude for two frequencies, 67 and 74 Hz, are shown in Table 1. All the velocities presented are from the tail-pipe centerline; these are good indicators of the bulk velocity, since $\langle U \rangle$ and $\langle U' \rangle$ profiles are relatively flat. The pulsation amplitude is expressed as both $P_{\text{rms}}$ and the velocity oscillation amplitude ($U_{\text{osc-max}}$). These two independent measurements of the pulsation amplitude are in agreement. $\bar{U}$ is also shown, since it varied with pulsation amplitude due to thermal effects, although the mass flow rate was constant. (Temperature measurements for this flow field are presented in Ref. 5). Despite these variations, the ratio of the oscillating and mean velocities ($U_{\text{osc-max}} / \bar{U}$) may be seen to monotonically increase with increasing pulsation amplitude. This finding is in agreement with Ref. 2 in which the heat transfer increased with pulsation amplitude and was thought to be a function of $U_{\text{osc-max}} / \bar{U}$. Also shown are average turbulence intensities, $\overline{U'}$ and $\overline{V'}$. For the 74-Hz case $\overline{U'}$ increases with pulsation amplitude but $\overline{V'}$ shows no similar trend. At 67 Hz, although the range of pulsation amplitude is greater, no trend with pulsation amplitude is seen in $\overline{U'}$, and the slight trend in $\overline{V'}$ is within the repeatability of the data. Therefore, over the range of pulsation amplitude attainable, it may be concluded that there are no clear trends of either streamwise or transverse mean-turbulence intensity with pulsation amplitude.
Variation With Mean Reynolds Number

Variation in the mean Reynolds number (Re) was obtained by varying the mean mass flow rate of reactants supplied to the combustor, and the results are shown in Table 2. Because the magnitude of the energy release also increased with the mean mass flow rate, the pulsation amplitude increased as well. The same effect was noted by Keller et al. [22] when the timing of the energy release was optimized. The stability limits of the combustor would not allow it to be sufficiently detuned to obtain the same pulsation amplitude for each mass flow rate. Also, although the tailpipe length was invariant at 880 mm, the resonant frequency varied from 79 to 90 Hz (Table 2), due to temperature and combustion timing effects. In Table 2, \( \frac{U_{\text{o}sc-m\text{ax}}}{U} \), \( U' \), and \( V' \) are also presented. Both \( U_{\text{o}sc-m\text{ax}} \) and \( U \) increase with increasing mean Reynolds number; however, their ratio \( \frac{U_{\text{o}sc-m\text{ax}}}{U} \) decreases monotonically. This is also in agreement with the behavior of the heat transfer enhancement in this flow [2]. Variations in \( U' \) are small and exhibit no clear trend with either Re or the ratio of oscillating and mean velocities. \( V' \), however, shows a small but consistent trend of increasing with increasing Re.

Shear Stress

Time-resolved wall shear stresses were calculated from the product of the viscosity and the time-resolved velocity gradients at the wall. The viscosity was taken to be that of equilibrium combustion products at the wall temperature, and the velocity gradients were obtained from the time-resolved velocity boundary layer profiles, one of which was presented in Fig. 5. In Fig. 13 the time-resolved wall shear stress is plotted against normalized time for various frequencies. All data were taken at the base location of \( X = 540 \) mm except the 101-Hz data, which was taken at \( X = 340 \) mm to avoid entrance effects. As previously discussed, variations with axial position are small. The sign of the shear stress is defined relative to the fluid motion; thus a negative shear stress acts in the negative X direction, against the positive velocity fluid, and a positive shear stress acts in positive X direction, against the negative velocity fluid. With this sign definition, the wall shear stress oscillations in Fig. 13 are in phase with the

*Fig. 13. Wall shear stress as a function of cycle time for various frequencies. \( P_{\text{rms}} = 7.4 \) kPa and \( X = 540 \) mm, except as noted.*

---

### Table 2

<table>
<thead>
<tr>
<th>Re</th>
<th>Frequency (Hz)</th>
<th>( P_{\text{rms}} ) (kPa)</th>
<th>( U_{\text{o}sc-m\text{ax}} ) (m/s)</th>
<th>( U ) (m/s)</th>
<th>( \frac{U_{\text{o}sc-m\text{ax}}}{U} )</th>
<th>( U' ) (m/s)</th>
<th>( V' ) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3450</td>
<td>79</td>
<td>6.5</td>
<td>75.5</td>
<td>14.9</td>
<td>5.07</td>
<td>5.17</td>
<td>1.64</td>
</tr>
<tr>
<td>3750</td>
<td>83</td>
<td>7.4</td>
<td>79.3</td>
<td>16.3</td>
<td>4.87</td>
<td>4.82</td>
<td>1.73</td>
</tr>
<tr>
<td>4400</td>
<td>90</td>
<td>8.6</td>
<td>90.4</td>
<td>23.8</td>
<td>3.80</td>
<td>5.24</td>
<td>2.04</td>
</tr>
</tbody>
</table>

*aAll velocities and turbulence intensities are at the tail-pipe centerline, at the base location (\( X = 540 \) mm).*
velocity oscillation near the wall (Fig. 6) and, thus, phase lead the centerline or bulk velocity oscillations by about 0.1 of a cycle. Like the streamwise velocity, the shear stress oscillations are sinusoidal at all frequencies. Little variation with frequency occurs in either the phase or amplitude of these oscillations. (The maximum and minimum values of the shear stresses in Fig. 13 may be slightly overpredicted by a maximum of 15%, because spatial gradient broadening corrections were not applied.) Wall shear stresses were also calculated for various axial locations at the base operating condition. Except for some relatively small entrance and exit effects, little variation in the shear stress with axial position was found, and the behavior seen in Fig. 13 may be considered typical of all axial locations.

Cycle-averaged wall shear stresses from Fig. 13 are presented in Table 1. This cycle-averaged shear stress is the stress that acts to retard the mean flow of reactants through the tail pipe. For frequencies of 67 and 74 Hz two pulsation amplitudes were examined, and a trend of increasing cycle-averaged shear stress with pulsation amplitude may be noted. No trend with frequency is noted in this shear stress, which has higher values for 67 and 101 Hz than at the intermediate frequencies. The average of all the cycle-averaged wall shear stresses in Table 1 is \(-0.42\) N/m\(^2\), which is slightly greater than the value of \(-0.38\) N/m\(^2\) predicted for steady turbulent flow at the average mean Reynolds number of 3850. This indicates that the mean-flow momentum transport to the region near the wall in this type of oscillating flow is only slightly greater than that of a steady turbulent flow at the same mean flow Reynolds number.

Also shown in Table 1 are the cycle-averaged absolute-value shear stresses. Since both positive and negative shear stress in this flow retard the fluid motion, this value is a measure of the total work loss, which must be compensated for in order to maintain the oscillations. As with the cycle-averaged values discussed above, cycle-averaged absolute-value shear stresses for the 67- and 74-Hz data show a trend of increasing with pulsation amplitude. The cycle-averaged absolute-value shear stresses in Table 1 show a slight trend of being greater at the higher frequencies, but this trend is not sufficiently large to be considered significant. These values average 1.67 N/m\(^2\), which is more than 4 times the expected shear stress of steady turbulent flow at the same mean Reynolds number. Thus, the work input to maintain large reversing velocity oscillations, even for a flow in resonance, is substantially more than for steady turbulent flow. In the pulse combustor this work is input directly from the combustion process, eliminating any additional work input; however, in attempting to use the benefits of large flow oscillations, such as high heat transfer rates [1, 2], the cost of supplying the additional work input must be weighed against potential benefits.

Currently, many engineering predictions for oscillating flows are done using quasi-steady assumptions. Under these assumptions, the shear stress at any point in time is taken to be that of steady turbulent flow with a Reynolds number based on the absolute value of the instantaneous velocity. From this definition the cycle-averaged absolute-value shear stress for the base condition and location was calculated to be 3.1 N/m\(^2\), which is 1.6 times greater than the experimentally determined value of 2.0 N/m\(^2\). Comparisons between this quasi-steady result, which is independent of frequency, and the shear stresses for the other frequencies, given in Table 1, show even greater discrepancies. The poor match of the quasi-steady wall shear stress is not surprising because quasi-steady assumptions are not valid in this flow. The basic assumption that at any point in time the flow behaves as if it were steady flow at the instantaneous Reynolds number, requires that the flow reach fluid-mechanical equilibrium within a time much shorter than the cycle period. This assumption is only valid for flows with very small oscillation amplitudes or very low frequencies. If this assumption were valid; the velocity boundary layer at each point in time would look like a fully-developed turbulent boundary layer. The profiles in Fig. 5 clearly show that this is not the case. Further evidence against the validity of quasi-steady assumptions is the phase leading of the shear stress relative to the bulk velocity oscillation. If the flow is quasi-steady, they must be in
Comparison of Time-Averaged Profiles with Steady Turbulent Flow

Time-averaged profiles of $\bar{U}$, $\bar{U}'$, and $\bar{V}'$, from the pulsing and nonpulsing flow in the tail pipe are compared with those of conventional steady turbulent flow in Figs. 14a, 14b, and 14c, respectively. All data from the current study were taken at the base location of $X = 540$ mm, and pulsing data for 67, 74, and 83 Hz are included. The conventional data are those of Reichardt, as presented by Schlichting [31], which was obtained in a large rectangular duct with a cross section of 1.0 m by 0.244 m. These profiles were measured at the center of the duct, in the 0.244-m direction, for a centerline velocity of 1 m/s and a Reynolds number of about 15,000. Reichardt’s data were selected for comparison because they were obtained in a rectangular duct, although like most conventional turbulent pipe flow studies, the velocity was lower and the physical dimensions much larger than those of the pulse combustor tail pipe. For ease of comparison of these two different flows, in Fig. 14 all the $Y$ locations have been normalized by $R$, the half height of the rectangular duct (for the pulse combustor tail pipe $R$ is the hydraulic radius or 15 mm), and the mean-velocity and turbulence values have been normalized by the mean velocity at the pipe centerline.

In Fig. 14a, mean-velocity profiles for both pulsing and nonpulsing cases are compared with typical profiles for fully developed laminar and turbulent pipe flow. The two turbulent profiles were produced with $1/6$ and $1/8.8$ power laws, which have been shown to give good fits to experimental data for steady pipe flow with Reynolds numbers of 4000 and $1.1 \times 10^6$, respectively [31]. (Reichardt’s velocity profile falls between these two curves and is not shown.) It can be seen that the nonpulsing-flow profile falls between the laminar and turbulent solutions, indicating that it is a flow in transition. This result is reasonable for a Reynolds number of 3500 and a smooth pipe, and is in agreement with nonpulsing heat transfer measurements in the combustor [2]. In contrast, the pulsing-flow mean-velocity profiles look similar to the conventional steady turbulent profiles, but with two differences. First, in the core region, these profiles fall to the right of the steady flow profile for a Reynolds number of $1.1 \times 10^6$, although the mean Reynolds number is 3850. This indicates that the mean momentum transport in the core of the pulsing flow is similar to that of steady flow at a much higher mean Reynolds number. Second, the pulsing profiles cross the steady-flow profiles at about $Y/R = 0.1$, with the steady flow profiles appearing to have a steeper gradient at the wall. This second difference is believed to be an artifact of the power law approximation for the steady velocity phase. The periodically adverse pressure gradients, resulting from the acoustic resonance, also invalidate quasi-steady theory, which assumes flow behavior at all cycle times to be that of steady flow with a favorable pressure gradient. These factors, and the limited accuracy of the quasi-steady shear stresses should be considered in future design calculations.
profiles, which is known to overpredict the velocity in the viscous dominated region near the wall [31]. The shear stresses, discussed above, also show that the power law approximation is in error near the wall, since the mean shear stress in the pulsing flow slightly greater than the value predicted for steady flow. Finally, caution should be exercised in drawing conclusions from these time-averaged profiles, because they do not provide a complete picture of all the fluid mechanics in this periodically reversing flow.

Mean streamwise turbulence-intensity profiles are shown in Fig. 14b. The most striking difference in these profiles is the large variation in the magnitude of \( \overline{U'} \) in the core region. The conventional profile has an average normalized intensity in the core of about 0.075, about half that of the nonpulsing case and 4–6 times less than those of the pulsing flow. These differences would be 15–20 times greater if the turbulence intensities had not been normalized by the time-averaged centerline velocity. Even with this normalization, it is evident that the average streamwise turbulence intensity in the pulsing flow is much greater than that of either the steady flow in this tail pipe, or Reichardt’s steady flow, which had a mean Reynolds number nearly 4 times that of the pulsing flow. These high transverse turbulence fluctuations may contribute to the high momentum transport in this pulsing flow, which was evidenced in the mean velocity profile shapes and high average shear stress. High \( \overline{V'} \) intensities may also contribute to the high rates of convective heat transfer, which have been noted in strongly oscillating turbulent flows.

**SUMMARY AND CONCLUSIONS**

An experimental study of the velocity field in the tail pipe of a ‘‘Helmholtz’’ type pulse combustor has been conducted. Using LDV, temporally and spatially resolved measurements were made in this strongly oscillating turbulent flow. These flow oscillations, which result from an acoustic resonance, had amplitudes of up to 5 times the mean velocity, and frequencies ranging from 67 to 101 Hz. The streamwise velocity and turbulence boundary layers were measured to within 130 \( \mu \)m of the wall, and transverse turbulence measurements were made to within 2 mm.

This study yielded the following results:

1. The bulk velocity oscillations in the tail pipe of a ‘‘Helmholtz’’ type pulse combustor are sinusoidal at the fundamental frequency of the combustor, and are one quarter of a cycle out-of-phase with the combustion-chamber pressure oscillations, as predicted by acoustic theory.

2. At all times during the oscillation cycle, ensemble-averaged velocity profiles are nearly flat across the flow except for a 3- or 4-mm region adjacent to the wall.

3. The velocity oscillations near the wall phase-lead the oscillations of the core flow. This phenomenon results in a flow reversal through the boundary layer at cycle times near the zero velocity crossing. The penetration distance of the boundary layer reversals into the flow is approximately the same as the laminar acoustic boundary layer thickness, although the turbulence more rapidly dissipates the oscillations. In this flow the acoustic boundary layer
thickness is about the same as the time-averaged velocity boundary layer thickness.

4. Oscillations at twice the combustor frequency occur in the streamwise turbulence intensity. In the core, the turbulence-intensity oscillations phase lead the absolute value of the velocity oscillations and are thought to result from flow acceleration effects. Near the wall the oscillations are in phase with the absolute value of the local velocity oscillations, and are thought to result from velocity shear. Transverse turbulence did not vary significantly during the cycle.

5. For the pulsing flow, no significant variation in the velocity field with axial position was found, with the exception of entrance and exit effects. These latter effects, though significant, did not dominate the flow field.

6. Changes in frequency were not found to create any measurable trends in the velocity or transverse-turbulence behavior. Streamwise-turbulence intensities were found to have the general trend of decreasing with increasing frequency.

7. Increases in the mean flow Reynolds number resulted in increases in the pulsation amplitude, but decreases in the ratio of oscillating to mean velocity ($U_{osc-max}/\bar{U}$). No trends in the streamwise-turbulence behavior were noted, but the transverse-turbulence intensity increased with mean flow Reynolds number.

8. Wall shear stresses oscillate in phase with the velocity near the wall, and therefore phase led the core velocity oscillations by one tenth of a cycle. The amplitude of the shear stress oscillations was found to be 6 times that predicted for steady turbulent flow at the same mean Reynolds number, and the cycle-averaged absolute-value shear stress was more than 4 times the predicted value for steady turbulent flow. Both the cycle-averaged and cycle-averaged absolute-value shear stresses were found to increase with pulsation amplitude, despite the absence of similar trends in the mean transverse-turbulence intensity. No significant trends in shear stress with frequency or axial position were noted.

9. A comparison of time-averaged velocity and turbulence profiles with those of classic steady-turbulent flow was made. The time-averaged oscillating velocity profiles appeared similar to the steady velocity profile for a Reynolds number much higher than the mean Reynolds number of the oscillating flow. Both streamwise and transverse turbulence profiles were more flat across the core region than those of steady flow, and showed higher intensities than those of the steady flow, indicating a possible mechanism for the increased convective transport that has been noted in strongly oscillating flows.
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APPENDIX: TEMPORAL GRADIENT BROADENING CORRECTIONS

Temporal gradient broadening errors occur as a result of velocity variation across the time bins. Under the assumption of constant seed density in the fluid, the probability of a particle arriving in the probe volume is also proportional to the velocity, which compounds the magnitude of the correction. In the current study the assumption of constant seed density was verified experimentally by examining the number of velocity realizations in the various time bins through the cycle. Good correspondence between the number of realizations and absolute value of the velocity was found. The measured velocity values may be expressed as the integral over the time bin of the product of the true velocity and the probability of a particle arriving in the probe volume, divided by the integral over the time bin of the particle-arrival probability. Assuming constant seed density, the particle-arrival probability is proportional to the true velocity. Expressing the true velocity as a Taylor series expansion about the mean, with second- and higher-order terms neglected, and evaluating the integrals, yields the following equation for the mean velocity in each time bin:

\[ U_{\text{meas}} = U_0 + \frac{\tau^2}{12U_0} \left( \frac{\partial U_0}{\partial t} \right)^2. \]  

(A1)

A similar development may be followed for the variance, which yields the following result for the turbulence in each time bin:

\[ U'_{\text{meas}} = U'^2_0 + \frac{\tau^2}{12} \left( \frac{\partial U_0}{\partial t} \right)^2 - \frac{\tau^4}{72U_0^2} \left( \frac{\partial U_0}{\partial t} \right)^4 \right]^{1/2}. \]  

(A2)

In these equations \( U \) and \( U' \) are, respectively, the ensemble-averaged values of the velocity and turbulence (square root of the variance) in each time bin. \( \tau \) is the temporal width of the time bin, and the subscripts meas and 0 correspond to the measured and true values, respectively.

When the velocity oscillations are sufficiently strong to cause flow reversal, two time bins each cycle have both positive and negative velocities in them. These time bins require a special development for the gradient broadening as the sum of two partial time bins, because the probability of a particle arriving in the probe volume is proportional to the absolute value of the velocity, while
the mean velocity and turbulence depend on the actual velocity value. For these bins the resulting

\[
U_{\text{meas}} = \frac{2}{3} U_0^3 + \frac{\tau^2}{2} U_0 \left( \frac{\partial U_0}{\partial t} \right)^2,
\]

\[
U'_{\text{meas}} = \left[ \frac{1}{6} U_0^6 + \frac{5 \tau^2}{24} U_0^4 \left( \frac{\partial U_0}{\partial t} \right)^2 - \frac{\tau^4}{32} U_0^2 \left( \frac{\partial U_0}{\partial t} \right)^4 + \frac{\tau^6}{128} \left( \frac{\partial U_0}{\partial t} \right)^6 \right]^{1/2}
\]

mean velocity and turbulence correction equations are

Since the mean velocity of the time bin appears in the denominator of the gradient broadening correction, the largest corrections will be made when the velocity is low. As a result, near times of flow reversal the corrections are a large fraction of the measured value, and any errors in the measurement or assumptions required for the correction then become a large fraction of the corrected value.

Figure A1 shows typical corrections for the mean velocity and turbulence data for each time bin through the combustor cycle at the base condition and location. The mean velocity corrections shown in the top plot of Fig. A1 are negligible except near the zero velocity crossing. Even at these times, the correction appears small on this plot; however, note that at times 0.25 and 0.7 the correction cuts the value of the measured velocity nearly in half. This correction of about 3 m/s has a significant impact on the shape of the reversing boundary layer profiles. Turbulence corrections in the bottom plot of Fig. A1 are seen to be large over a major portion of the cycle. Again, the corrections are largest in regions of large temporal velocity gradient. Unlike the mean velocity, there is a significant difference in the shape of the corrected and uncorrected turbulence-time plots. After applying these corrections, the velocity oscillations were smooth, and both the velocity and turbulence data were consistent across the tail pipe.

Fig. A1. Temporal-gradient-broadening correction for the streamwise velocity (top) and streamwise turbulence (bottom) data. Base operating condition and base location.