Robust convergence of two-stage nonlinear algorithms for identification in $\mathcal{H}_\infty$ *
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Abstract: Two-stage nonlinear algorithms for the problem of identification in $\mathcal{H}_\infty$ are analyzed in terms of the Fourier transform of the window function. Conditions characterizing the robust convergence of the two-stage nonlinear algorithm are derived. The sufficiency of the conditions holds for a general class of window functions while the necessity is proved for robust convergence of the first stage of the algorithm under the mild additional restriction that the window function is even symmetric. Some improved upper bounds for the worst case identification error are also obtained.
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1. Introduction

An abstract framework for worst case system identification has been recently developed in [10]. A concrete problem which is a specific instance of this abstract framework is known as system identification in $\mathcal{H}_\infty$ [6,7]. A conceptual description of this problem is as follows. Suppose the experimental data are taken to be the noisy values of the frequency response of the unknown stable system at a finite set of frequencies. The problem is to find algorithms which map the experimental data into an identified model for which the worst case identification error (with respect to the noise and the unknown system) converges to zero in the $\mathcal{H}_\infty$ norm as the noise level goes to zero and the number of data points goes to infinity. Further, it is of interest to derive explicit upper bounds on the worst case identification error in terms of the $\mathcal{H}_\infty$ norm on the error system. In contrast to the prevailing stochastic approach of the theory of identification [16], this is a worst case deterministic formulation of the identification problem. (There are other worst case deterministic formulations of the robust identification problem. See [12,14,13,15,21,23,27,29,28,30] and the references therein for some representative papers).

This problem of identification in $\mathcal{H}_\infty$ has attracted much interest during the last couple of years and much progress has been made [1,6,7,8,9,10,4,5,24,2,5,26]. Several efficient algorithms [1,7,8,4,5,24,25] for solving the aforementioned identification problem have been developed. A common feature of these nonlinear algorithms is a 'two-stage' structure. Roughly speaking, in the first stage, one finds a good, possibly unstable, approximation to the given data, and in the second the Nehari theorem is used to find the identified model as the best stable approximation to this unstable approximation. A general class of
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two-stage nonlinear algorithms was analyzed in [5]. Each algorithm in this class is characterized by a particular ‘window function’ which multiplies the inverse discrete Fourier transform of the given experimental data. In [5] a sufficient condition (on the window function) was obtained that guarantees the robust convergence of the resulting identification algorithm. A significant advantage of the approach developed in [5] is that one gets not one but a whole family of robustly convergent identification algorithms. This includes the previous algorithms in [7,4,24,25] as special cases.

In this paper, we take a different approach to the analysis of the general two-stage identification algorithms. We analyze the performance of the identification algorithm in terms of the Fourier transform of the aforementioned window function. (This is in contrast to the approach taken in [5] where the analysis was directly in terms of the window function.) Here we establish conditions for the robust convergence of the two-stage nonlinear algorithm. These conditions are given in terms of properties of the Fourier transform of the window function. The sufficiency of the conditions holds for a general class of window functions while the necessity is proved for robust convergence of the first stage of the algorithm under the mild additional restriction that the window function is even symmetric. These results give tighter conditions than those in [5]. This approach also leads to improved error bounds, although they may be harder to compute in some cases.

2. Preliminary

Let \( \mathcal{H}_\infty \) denote the Hardy space of bounded analytic functions in the open unit disc \( \mathcal{D} \). For any function \( f \in \mathcal{H}_\infty \), the \( \mathcal{H}_\infty \) norm of \( f \) is defined as

\[
\| f \|_\infty := \text{esssup}\{ |f(z)| : z \in \mathcal{D} \}.
\]  

Let \( \mathcal{A} \) denote the subset of \( \mathcal{H}_\infty \) defined as

\[
\mathcal{A} := \{ f : f \in \mathcal{H}_\infty, f \text{ is continuous on the unit circle} \}.
\]  

As is well known, \( \mathcal{A} \) is a closed subalgebra of \( \mathcal{H}_\infty \). The transfer function of a linear, causal, \( \ell_2 \) BIBO-stable discrete-time shift invariant system can be viewed as an element in \( \mathcal{H}_\infty \). If such a transfer function has a continuous frequency response, then it is also in \( \mathcal{A} \). In particular, if the system is \( \ell_\infty \) BIBO-stable, then its transfer function belongs to \( \mathcal{A} \). Transfer functions and Z-transform are defined such that stability corresponds to having no poles inside the unit disc.

The problem of identification in \( \mathcal{H}_\infty \) formulated by Helmicki, Jacobson and Nett [7] can be briefly described as follows.

**Problem.** Assume that the ‘true’ unknown system to be identified is a stable, linear, shift invariant discrete-time system with transfer function \( \hat{h} \in \mathcal{A} \subseteq \mathcal{H}_\infty \). Here \( \mathcal{A} \) is a fixed subset of \( \mathcal{H}_\infty \) containing the zero element.

Given a finite number \( N \) of possibly noisy experimental frequency response data

\[
E^N(\hat{h}, \hat{\eta}) := \{ E^N_k(\hat{h}, \hat{\eta}) := \hat{h}(e^{j2\pi(k-1)/N}) + \hat{\eta}_k, \hat{\eta} \in B_N(\varepsilon), 1 \leq k \leq N \},
\]  

where

\[
B_N(\varepsilon) := \{ \hat{\eta} = (\hat{\eta}_1, \hat{\eta}_2, \ldots, \hat{\eta}_N) \in \mathbb{C}^N : |\hat{\eta}_k| \leq \varepsilon \text{ for } k = 1, 2, \ldots, N \};
\]  

Find an algorithm \( A_N \) which maps the given information \( E^N(\hat{h}, \hat{\eta}) \) into an identified model \( \hat{h}_{\text{id}}^N \in \mathcal{H}_\infty \) in such a way that the worst case model error

\[
e^N(\mathcal{S}, \varepsilon) := \sup\{ \| \hat{h} - \hat{h}_{\text{id}}^N \|_\infty : \hat{\eta} \in B_N(\varepsilon), \hat{h} \in \mathcal{A} \}
\]  

(2.5)
satisfies
\[
\lim_{N \to \infty} e^N(\mathcal{H}, \varepsilon) = 0. \tag{2.6}
\]
In addition, derive explicit upper bound for worst case identification error $e^N(\varepsilon)$ in term of $\mathcal{H}$ norm. It is noted that if the data comes from a real physical system, then it is required to satisfy the familiar complex conjugate symmetry condition. For example, for $N$ even, we have that $E^N_{N/2+1+k} = \overline{E^N_{N/2+1-k}}$ for $1 \leq k \leq \frac{1}{2}N - 1$ and $E^N_{1}$, $E^N_{N/2+1}$ are real where $\overline{c}$ denotes the complex conjugate of $c$.

An algorithm that satisfies the above requirements is called ‘convergent’, and is called ‘robustly convergent and (untuned)’ if in addition it does not depend on the a priori information contained in the set $\mathcal{S}$ and the noise bound $\varepsilon$. It turns out that in order to have a solution to this problem, we need to make some boundedness assumption on the set $\mathcal{S}$ of all possible systems. This implies a certain minimal amount of a priori information on the unknown system. This assumption is called admissibility in [5] and described below.

Let $P^*_n$ be the collection of all polynomials in $z$ with degree not larger than $n$. Then, $P_n \subseteq \mathcal{S}$. Each $\hat{p}_n \in P_n$ corresponds to a finite impulse response system. It is known [32] that for each $\hat{h} \in \mathcal{S}$, there exists a $\hat{p}_n^* \in P_n$ such that
\[
E_n(\hat{h}) = \| \hat{h} - \hat{p}_n^* \|_2 = \inf \{ \| \hat{h} - \hat{p}_n \|_2 : \hat{p}_n \in P_n \}. \tag{2.7}
\]
Clearly, $\hat{p}_n^*$ is the optimal approximation to $\hat{h}$ in the set $P_n$ and will be denoted as $\hat{p}_n^*(\hat{h})$. The optimal error as in (2.7) is also a function of $\hat{h}$. Note that $E_n(\hat{h})$ is a monotone non-increasing function of $n$.

**Definition 2.1.** A subset $\mathcal{S} \subseteq \mathcal{S}$ is called admissible, if
1. $\lim_{m \to \infty} \delta_m = 0$, where $\delta_m := \sup\{E_m(\hat{h}) : \hat{h} \in \mathcal{S}\}$;
2. $M_1 := \sup\{\| \hat{h} \|_2 : \hat{h} \in \mathcal{S}\} < \infty$.

Roughly speaking, admissibility requires that the set of systems be bounded and be uniformly approximable by polynomials. We will assume that $\mathcal{S}$ is an admissible set in the remainder of this paper. It can be shown that admissibility is equivalent to total boundedness of $\mathcal{S}$. We will also assume in the remainder of this paper that the set $\mathcal{S}$ is nontrivial as defined below.

**Definition 2.2.** A set $\mathcal{S}$ is called nontrivial if for $k = 0, 1, 2, \ldots$, $\sup\{|h_k| : \hat{h} \in \mathcal{S}\} \neq 0$ where $h_k$ is the $k$-th component of the impulse response of $\hat{h}$.

A mentioned in the introduction, several robustly convergent nonlinear algorithms have been proposed in [7,4,24,25]. These algorithms share the following ‘two-stage’ structure. At the first stage the inverse discrete Fourier transform and a window function are used to arrive at a good, possibly nonanalytic (i.e., unstable) approximation to the given frequency response data. Then in the second stage, Nehari’s theorem [2,22] is used to approximate this first stage approximation to obtain an analytic, i.e., stable, identified model.

To be more specific, define the $N$-point inverse discrete Fourier transform of the given experimental data as
\[
\tilde{h}_N(k) = \frac{1}{N} \sum_{i=0}^{N-1} E_{i+1}^N(\hat{h}, \eta) e^{-jk(2i\pi/N)}, \quad j = \sqrt{-1}, \tag{2.8}
\]
where $k = 0, 1, 2, \ldots, N - 1$. The sequence $\tilde{h}_N(k)$ can be extended into a periodic sequence as follows:
\[
\tilde{h}_N(k) = \tilde{h}_N(k \pm LN), \quad k, L \in \mathcal{S}, \tag{2.9}
\]
where $\mathcal{S}$ denotes the set of integers.

In this paper, we will study identification algorithms having the following two-stage structure:
Two-Stage Nonlinear Algorithm. **Stage 1:** Let \( n(N) \) be any given monotone non-decreasing function from positive integers to positive integers such that \( \lim_{N \to \infty} n(N) = \infty \) (whenever there is no possibility of confusion, we will not show explicitly the dependence of \( n \) on \( N \)). Let \( w_{n,k}, k = 0, \pm 1, \ldots, \pm n, \) be any given bounded sequence (window function) of real numbers. Define pre-identified model \( \hat{h}_{pi}^{E,N} \) as

\[
\hat{h}_{pi}^{E,N} = \sum_{k=-n}^{n} w_{n,k} \hat{h}_{N}(k) z^{k}.
\] (2.10)

**Stage 2:** Take identified model \( \hat{h}_{id}^{N} \) as

\[
\hat{h}_{id}^{N} := \arg\min\{ \| \hat{h}_{pi}^{E,N} - f \|_{\infty} : f \in \mathcal{H}_{\infty} \}.
\] (2.11)

End.

It is clear that the above identification algorithm is completely determined by the window functions \( w_{n,k} \) as in (2.10). Stage 2 involves solving an optimization problem to arrive at the identified model. This optimization problem is quite well known and is called the Nehari best approximation problem. There are many techniques for solving this problem. The book by Young [31] contains a nice expository treatment of this problem. The two-stage identification algorithm does not depend on \( \mathcal{P} \) or the noise bound \( \epsilon \). It should be noticed that the two-stage identification algorithm is a *nonlinear transformation of the given data* because of the Stage 2 involving the Nehari best approximation. It is necessary to consider a nonlinear algorithm since Partington has shown that no linear robustly convergent algorithm exists [24], although it is shown in [4] that some linear algorithms are still quite effective. In [5], some sufficient conditions on the window function \( w_{n,k} \) have been established that ensure the robust convergence of the two-stage nonlinear algorithm. In this paper, we will derive necessary and sufficient conditions for the robust convergence of the two-stage identification algorithm in terms of the Fourier transform of the window function. The result obtained in this paper complement the results reported in [5].

**Definition 2.3.** Stage 1 of the two-stage algorithm is said to be convergent if

\[
\lim_{N,n \to \infty} e_{pi}^{N}(\mathcal{P}, \epsilon) = 0,
\] (2.12)

where

\[
e_{pi}^{N}(\mathcal{P}, \epsilon) := \sup\{ \| \hat{h} - \hat{h}_{pi}^{E,N} \|_{\infty} : \hat{h} \in B_{N}(\epsilon), \hat{h} \in \mathcal{P} \}.
\] (2.13)

Stage 1 of the two-stage algorithm is called robustly convergent (and untuned) if it is convergent and does not depend on \( \mathcal{P} \) and \( \epsilon \).

The importance of stage 1 of the nonlinear algorithm is shown in following lemma.

**Lemma 2.4.** The two-stage nonlinear algorithm is robustly convergent if Stage 1 is robustly convergent. Moreover

\[
e^{N}(\mathcal{P}, \epsilon) \leq 2e_{pi}^{N}(\mathcal{P}, \epsilon).
\] (2.14)

The above bound was implicitly used in [7] to derive robustly convergent algorithm based on linear spline approximation, and a proof of the above lemma can be found in [5]. To analyze the identification error \( e_{pi}^{N}(\epsilon) \) in Stage 1, we follow the procedure developed in [5] and write \( \hat{h}_{N}(k) \) in (2.8) as

\[
\hat{h}_{N}(k) = h_{N}(k) + \eta_{N}(k)
\] (2.15)
where
\[ h_N(k) = \frac{1}{N} \sum_{i=0}^{N-1} \hat{h}(e^{2i\pi/N}) e^{-jk(2\pi/N)} \quad \text{and} \quad \eta_N(k) = \frac{1}{N} \sum_{i=0}^{N-1} \hat{\eta}_{i+1} e^{-jk(2\pi/N)}. \] (2.16)

The pre-identified model in Stage 1 of the nonlinear algorithm can thus be written as
\[ \hat{h}_{pi}^N = \hat{h}_N^N + \hat{\eta}_N^N \] (2.17)

where
\[ \hat{h}_N^N = \sum_{k=-n}^{n} w_{n,k} h_N(k) z^k \quad \text{and} \quad \hat{\eta}_N^N = \sum_{k=-n}^{n} w_{n,k} \eta_N(k) z^k \] (2.18)

with \( h_N(k), \eta_N(k) \) defined as in (2.16). Hence, \( \hat{h}_{pi}^N \) can be thought of as a pre-identified model in Stage 1 for noise free case and \( \hat{\eta}_N^N \) as that due to noise. The following lemma is also taken from [5].

Lemma 2.5. Stage 1 of the identification algorithm is robustly convergent if and only if

(i) \( \lim_{\varepsilon \to 0} e_N^{\text{noise}}(\varepsilon) := \lim_{N,n \to \infty} \sup \left\{ \| \hat{\eta}_{pi}^N \|_\infty : \hat{h} \in B_N(\varepsilon) \right\} = 0; \)

(ii) \( \lim_{N,n \to \infty} e_N^{\text{app}}(\mathcal{S}) := \lim_{N,n \to \infty} \sup \left\{ \| \hat{h}_{pi}^N - \hat{h} \| : \hat{h} \in \mathcal{S} \right\} = 0. \)

That is, Stage 1 is robustly convergent if and only if \( \hat{h} = 0 \in \mathcal{S} \) can be identified robustly and for any model \( \hat{h} \in \mathcal{S} \), it can be identified exactly as \( N, n \to \infty \) with noise absent.

In the above lemma, \( e_N^{\text{noise}}(\varepsilon) \) stands for the worst case noise error while \( e_N^{\text{app}} \) stands for the worst case approximation error. Lemmas 2.4 and 2.5 imply that that although the identification algorithm considered in this paper is nonlinear, the resulting identification error admits linear analysis.

3. Main result

In this section, we will establish necessary and sufficient conditions on the Fourier transform of the window function which ensures the robust convergence of the first stage of the nonlinear algorithm. For each window function \( w_{n,k} \), define
\[ K_n(\omega) = \sum_{k=-n}^{n} w_{n,k} e^{jk\omega}. \] (3.1)

The main result of this paper is the following theorem.

Theorem 3.1. Consider the two-stage nonlinear identification algorithm described in the previous section. Suppose that the set \( \mathcal{S} \) is admissible. Let \( K_n(\omega) \) be given in (3.1) with \( N > 2n \). The two-stage nonlinear algorithm is robustly convergent if

(1) \( \lim_{N \to 2n} \frac{1}{N} \sum_{i=0}^{N-1} K_n(2i\pi/N) e^{-jk(2\pi/N)} = 1 \quad \text{for} \quad k = 0, \pm 1, \pm 2, \ldots; \)

(2) \( M_w = \sup \left\{ \frac{1}{N} \sum_{i=0}^{N-1} |K_n(\omega - 2i\pi/N)| : \omega \in [0, 2\pi/N], N > 2n > 0 \right\} < \infty. \)
Conversely, suppose the set \( \mathcal{S} \) is admissible and nontrivial, and window function is evensymmetric, i.e., \( w_{n,k} = w_{n,-k} \) for all \( k, n \). If the first stage of the two-stage nonlinear algorithm is robustly convergent then conditions (1) and (2) are satisfied.

**Proof.** Since multiplication in the time domain is equivalent to (circular) convolution in the frequency domain, it can be easily verified that the pre-identified model is given by

\[
\tilde{h}_{pi}^{E:N}(e^{j\omega}) = \hat{h}_{pi}^{N}(e^{j\omega}) + \hat{\eta}_{pi}^{N}(e^{j\omega}) = \frac{1}{N} \sum_{i=0}^{N-1} \hat{h}(e^{j2i\pi/N}) K_n(\omega_i) + \frac{1}{N} \sum_{i=0}^{N-1} \hat{\eta}_{i+1} K_n(\omega_i),
\]

(3.2)

with \( \hat{h}_{pi}^{N}, \hat{\eta}_{pi}^{N} \) as in (2.18) and \( \omega_i := \omega - 2i\pi/N \). To show that the two conditions above are sufficient for robust convergence, we need to show that with the conditions given, the worst case identification error as defined in (2.13) converges to zero.

Indeed, using condition (2), we have that the worst case noise error \( e_N^{\text{noise}}(\varepsilon) \) as defined in Lemma 2.5 satisfies

\[
e_N^{\text{noise}}(\varepsilon) \leq \sup \left\{ \frac{1}{N} \sum_{i=0}^{N-1} \hat{\eta}_{i+1} K_n(\omega - 2i\pi/N) : \omega \in [0, 2\pi/N], \hat{\eta} \in B_N(\varepsilon) \right\} \leq M_n \varepsilon. \tag{3.3}
\]

Thus, the worst case noise error converges to zero, i.e.,

\[
\lim_{\varepsilon \to 0} e_N^{\text{noise}}(\varepsilon) = 0.
\]

Next consider the worst case approximation error \( e_N^{\text{app}}(\mathcal{S}) \). Let \( \delta > 0 \) be given. Since \( N > 2n \), well known properties of the discrete Fourier transform (DFT) yield the equality

\[
w_{n,k} = \frac{1}{N} \sum_{i=0}^{N-1} K_n \left( \frac{2i\pi}{N} \right) W_{N}^{-ik}, \quad W_{N} = e^{j2\pi/N},
\]

(3.4)

for \( k = 0, \pm 1, \pm 2, \pm n \). Condition (1) implies that for \( k = 0, \pm 1, \pm 2, \ldots, \)

\[
\lim_{N \to 2n} w_{n,k} = 1.
\]

(3.5)

Now, for each function \( \hat{h} \in \mathcal{S} \), we have that

\[
\hat{h} = \hat{\phi}^*_m(\hat{h}) + \hat{\zeta}_m \quad \text{with} \quad \| \hat{\zeta}_m \|_{\infty} = \| \hat{h} - \hat{\phi}^*_m(\hat{h}) \|_{\infty} = E_m(\hat{h}),
\]

(3.6)

where \( m > 0 \) is any integer, and \( \hat{\phi}^*_m(\hat{h}), E_m(\hat{h}) \) are defined as in (2.7). Hence, even in this noise free case, we may still consider each \( \hat{h} \in \mathcal{S} \) as the sum of polynomial \( \hat{\phi}^*_m(\hat{h}) \) and a ‘noise’ term \( \hat{\zeta}_m = \hat{h} - \hat{\phi}^*_m(\hat{h}) \) with ‘noise level’ \( E_m(\hat{h}) \). Let \( p_k \) be the coefficient of \( z^k \) in \( \hat{\phi}^*_m(\hat{h}) \). Then,

\[
M_p(\hat{h}) := \sup \{ | p_k | : 0 \leq k \leq m \} \leq \| \hat{\phi}^*_m(\hat{h}) \|_{\infty} \leq 2 \| \hat{h} \|_{\infty}. \tag{3.7}
\]

Using the decomposition in (3.6), it is clear that

\[
\| \hat{h} - \hat{\phi}^*_m(\hat{h}) \|_{\infty} \leq E_m(\hat{h}) + \| \hat{\phi}^*_m(\hat{h}) - \hat{\phi}^*_m(\hat{h}) \|_{\infty}. \tag{3.8}
\]

Since \( \hat{\phi}^*_m(\hat{h}) \) is a polynomial of degree no larger than \( m \), we have that with \( N > 2n > 2m \), (3.6) in combination with the linearity of the stage 1 yields

\[
\hat{h}_{pi}^{N} = \sum_{k=0}^{m} w_{n,k} p_k z^k + \frac{1}{N} \sum_{i=0}^{N-1} \hat{\zeta}_m(e^{j2i\pi/N}) K_n(\omega - 2i\pi/N),
\]

(3.9)
where \( p_k \) is the coefficient of \( \tilde{p}_m(\hat{h}) \). Hence, by (3.7) and the condition (2), we further obtain

\[
\left\| \hat{h} - \hat{h}^N_p \right\|_\infty \leq (1 + M_w) E_m(\hat{h}) + M_p(\hat{h}) \sum_{k=0}^{m} |1 - w_{n,k}|.
\]

(3.10)

Since \( \mathcal{S} \) is admissible, there exists a positive integer \( M_1 \) such that \((1 + M_w)\delta_m < \frac{1}{2}\delta\) for all \( m \geq M_1 \). By the admissibility of \( \mathcal{S} \) and (3.5), there exists an \( M_2 > M_1 \) such that for all \( \frac{1}{2}N > n \geq M_2 \), we have

\[
\sup \left\{ M_p(\hat{h}) \sum_{k=0}^{M_1} |1 - w_{n,k}| : \hat{h} \in \mathcal{S} \right\} \leq 2M_s \sum_{k=0}^{M_1} |1 - w_{n,k}| \leq \frac{1}{2}\delta.
\]

(3.11)

Hence, by setting \( m = M_1 \) in (3.10) and taking \( N > 2n \geq 2M_2 \), the worst case approximation error at the first stage is bounded as

\[
e^{\text{app}}_N(\mathcal{S}) = \sup \left\{ \left\| \hat{h}^N_p - \hat{h} \right\|_\infty : \hat{h} \in \mathcal{S} \right\} \leq \frac{1}{2}\delta + \frac{1}{2}\delta = \delta.
\]

(3.12)

Since \( \delta > 0 \) is arbitrary, the worst case approximation error \( e^{\text{app}}_N \) at the first stage also converges to zero. By combining this with (3.3) and using Lemma 2.5, we have established the sufficiency of the conditions (1) and (2).

We show next that the conditions (1) and (2) are necessary for robust convergence at the first stage of the nonlinear identification algorithm. Since the set \( \mathcal{S} \) is nontrivial, the robust convergence of the first stage implies that for each \( k \geq 0 \), \( \lim_{n \to \infty} w_{n,k} = 1 \). (See also the proof of Proposition (3.5) in [5].) Now taking limit \( N > 2n \to \infty \) in equation (3.4), we get that the condition (1) holds.

To prove the necessity of the condition (2), set \( \hat{h} = 0 \) in (3.2). Now using the facts that \( K_n(\omega) \) is periodic with period \( 2\pi \) and that the noise \( \tilde{n}_{i+1} \) satisfies the conjugate symmetry property, we have

\[
\hat{n}^N_{pi}(\omega) = \frac{1}{N} \left( \hat{n}_{1} K_n(\omega) + \overline{\hat{n}_{N/2+1}} K_n(\omega + \pi) \right)
\]

\[+ \frac{1}{N} \sum_{i=1}^{N/2-1} \left( \hat{n}_{i+1} K_n\left(\omega - \frac{2i\pi}{N}\right) + \overline{\hat{n}_{i+1}} K_n\left(\omega + \frac{2i\pi}{N}\right)\right).
\]

(3.13)

We set next

\[
c_{n,N}(\omega) = \frac{1}{N} \left( |K_n(\omega)| + |K_n(\omega + \pi)| \right).
\]

(3.14)

Since the window function is even symmetric, the kernel \( K_n(\omega) \) is a real function of \( \omega \). Let \( \hat{n}_1 = \text{sgn}[K_n(\omega)]\varepsilon \) and \( \hat{n}_{N/2+1} = \text{sgn}[K_n(\omega + \pi)]\varepsilon \). Here \( \text{sgn} \) is the sign function, i.e., \( \text{sgn}[x] = 1 \) if \( x > 0 \) and \(-1 \) if \( x < 0 \) and \( 0 \) if \( x = 0 \). Then \( \hat{n}_1 \) and \( \hat{n}_{N/2+1} \) are real as required. For the rest of noise data, if we set

\[
\hat{n}_{i+1} = \text{sgn} \left[ K_n\left(\omega - \frac{2i\pi}{N}\right) + K_n\left(\omega + \frac{2i\pi}{N}\right)\right] \varepsilon,
\]

for \( 1 \leq i \leq \frac{1}{2}N - 1 \), then (3.13) yields

\[
\hat{n}^N_{pi}(\omega) = c_{n,N}(\omega) \varepsilon + \frac{\varepsilon}{N} \sum_{i=1}^{N/2-1} \left| K_n\left(\omega - \frac{2i\pi}{N}\right) + K_n\left(\omega + \frac{2i\pi}{N}\right)\right|.
\]

On the other hand, if we set

\[
\hat{n}_{i+1} = j \text{sgn} \left[ K_n\left(\omega - \frac{2i\pi}{N}\right) - K_n\left(\omega + \frac{2i\pi}{N}\right)\right] \varepsilon, \quad j = \sqrt{-1},
\]
for $1 \leq i \leq \frac{1}{2}N - 1$, then (3.13) yields
\[ \hat{p}_n^N(e^{j\omega}) = c_{n,N}(\omega)e + \frac{j\omega}{N} \sum_{i=1}^{N/2-1} \left| K_n\left(\omega - \frac{2i\pi}{N}\right) - K_n\left(\omega + \frac{2i\pi}{N}\right) \right|. \]

Hence, using the fact that $|a + b| + |a - b| \geq |a| + |b|$ for any real numbers $a$ and $b$, the worst case noise error at first stage of the identification algorithm satisfies
\[ e_{\text{noise}}(\omega) \geq \frac{c_{n,N}(\omega)e}{2} + \frac{\omega}{2N} \sum_{i=1}^{N/2-1} \left| K_n\left(\omega - \frac{2i\pi}{N}\right) + K_n\left(\omega + \frac{2i\pi}{N}\right) \right|. \]

Now suppose $M_w$ is not finite. Then there exists a sequence of frequencies $\omega_k$ and integers $N_k$, $n_k$ satisfying $N_k > 2n_k$, $k = 1, 2, \ldots$, such that
\[ \lim_{\kappa \to \infty} \left( c_{n_k,N_k}(\omega_k) + \frac{1}{N_k} \sum_{i=1}^{N_k/2-1} \left( K_n\left(\omega_k - \frac{2i\pi}{N_k}\right) + K_n\left(\omega_k + \frac{2i\pi}{N_k}\right) \right) \right) = \infty. \]

It follows that for any $\varepsilon > 0$,
\[ \lim_{\kappa \to \infty} e_{\text{noise}}^N(\varepsilon) = \infty \]
which contradicts the robust convergence of the first stage. $\Box$

If we compare Theorem 3.1 with Theorem 3.3 in [5], it is not difficult to see that the condition (1) of Theorem 3.1 is equivalent to conditions (i) and (iii) of Theorem 3.3 in [5]. However, the condition (2) here is weaker than the condition (ii) in [5] in general. In fact, if the window function is even symmetric with respect to $k$, i.e., $w_{-k} = w_{n,k}$, and $w_{n,n} = 0$, then the following inequality can be shown:
\[ M_w \leq \sup \left( n |\Delta w_{n,n-1}| + \sum_{k=0}^{n-2} (k + 1) |\Delta^2 w_{n,k}| : n > 0 \right), \quad (3.15) \]
where $M_w$ is as in condition (2) while the right hand side is from the condition (ii) of Theorem 3.3 in [5] and $\Delta$ denotes difference operator. In Theorem 3.3 of [5], condition (ii) requires that the right hand side of (3.15) be finite.

We would like to point out that although the conditions in Theorem 3.1 are tighter than those in [5], it may be more difficult to compute the upper bound $M_w$ as in condition (2) above, except some special cases which is contrast to the time domain conditions as in [5] where error bounds can be easily established for many commonly used window functions.

We will now apply the result in Theorem 3.1 to a parametrized window function proposed in [5]. We being with the triangular window
\[ t_{n,k} = 1 - \frac{|k|}{n}, \quad |k| < n, \quad w_{n,k} = 0, \quad |k| \geq n. \quad (3.16) \]

This window function is analyzed in [4] to study the convergence of the Cesaro mean based two-stage nonlinear algorithm for identification in $\mathcal{H}_\infty$. The Fourier transform of this window function is given by
\[ F_n(\omega) = \sum_{k=1-n}^{n-1} \left( 1 - \frac{|k|}{n} \right) e^{jk\omega} = \frac{1}{n} \left( \frac{\sin\left(\frac{1}{2}n\omega\right)}{\sin\left(\frac{1}{2}\omega\right)} \right)^2 \quad (3.17) \]
which is called the Fejér kernel. The key properties of the Fejér kernel are summarized in the following lemma.
Lemma 3.2. Let $F_n(\omega)$ be defined as in (3.17). Then:

(1) $F_n(\omega) \geq 0$.

(2) $(1/2\pi)\int_{-\pi}^{\pi} F_n(\omega) \, d\omega = 1$

(3) For any positive integer $L \geq n$,

$$\frac{1}{L} \sum_{k=0}^{L-1} \frac{F_n(\omega - \frac{2k\pi}{L})}{F_n(\omega - \frac{2k\pi}{L})} = 1, \quad \forall \omega \in [0, \frac{2\pi}{L}]. \quad (3.18)$$


The window function we are going to analyze is the trapezoidal window given by

$$a_{n,k} = \begin{cases} 
1, & 0 \leq k \leq 2m, \\
\frac{n+m-k}{n+m}, & 2m \leq k \leq n+m, \\
1 + \frac{k}{n-m}, & m-n \leq k \leq 0, \\
0, & \text{elsewhere},
\end{cases} \quad (3.19)$$

with $m < n$. Although the trapezoidal window does not satisfy the even symmetry property, the shifted window $w_{n,k} := a_{n,k+m}$ does and Theorem 3.1 still applies to the trapezoidal window (see also [5]). It is shown in [5] that with the above window, the worst case noise error $e_N(\tilde{\eta})$ as defined in Lemma 2.5 is bounded by

$$e_N^{\text{noise}} \leq \left( \frac{n+m}{n-m} \right) \varepsilon. \quad (3.20)$$

Using the result in Theorem 3.1, we obtain:

Corollary 3.3. Let the window function be given as in (3.19) with $m < n < N - m$. Then the worst case noise error as defined in Lemma 2.5 can be bounded by

$$e_N^{\text{noise}} \leq \varepsilon \sqrt{\frac{n+m}{n-m}}. \quad (3.21)$$

(Note that the above bound is strictly smaller than the one as reported in [5].)

Proof. Since the worst case noise error as defined in Lemma 2.5 is shift invariant, we need only to consider following window function:

$$w_{n,k} = a_{n,k+m} \quad (3.22)$$

which is even-symmetric with respect to $k$. It is noted that the window function above can be written as the difference of two triangular window functions,

$$w_{n,k} = \frac{n}{n-m} t_{n,k} - \frac{m}{n-m} t_{m,k}, \quad (3.23)$$

where $t_{n,k}$ is given in (3.16). Using trigonometric identities, the Fourier transform of the above window can be written as

$$|K_n(\omega)| = \left| \frac{nF_n(\omega) - mF_m(\omega)}{n-m} \right| = \sqrt{\left( \frac{n+m}{n-m} \right) F_{n+m}(\omega) F_{n-m}(\omega)}, \quad (3.24)$$
where \( F_k \) is the \( k \)-th order Fejér kernel. The fact that \( F_k \) is nonnegative implies that
\[
\sqrt{F_{n+m}(\omega)F_{n-m}(\omega)} \leq \frac{1}{2}(F_{n-m}(\omega) + F_{n-m}(\omega)).
\] (3.25)

Using (3.3), we have
\[
e_{N}(\hat{\eta}) \leq \frac{\varepsilon}{2} \sqrt{\frac{n+m}{n-m}} \sup_{\omega} \left\{ \frac{1}{N} \sum_{i=0}^{N-1} \left( F_{n+m}(\omega - \frac{2i\pi}{N}) + F_{n-m}(\omega - \frac{2i\pi}{N}) \right) \right\}.
\] (3.26)

Hence, by Lemma 3.2, the error estimate as in (3.21) is easily obtained. \( \Box \)

**Corollary 3.4.** Let the window function be given as in (3.19) with \( m < n < N - m \). Let \( E_{2m}(\hat{\eta}) \) and \( \delta_{2m} \) be defined similarly as in (2.7) and Definition 2.1. Then, the worst case identification error is bounded by
\[
e_{N}(\mathcal{S}, \varepsilon) \leq 2 \sqrt{\frac{n+m}{n-m}} (\delta_{2m} + \varepsilon) + 2\delta_{2m}
\] (3.27)
where \( e_{N}(\mathcal{S}, \varepsilon) \) is defined as in (2.5).

**Proof.** For every \( \hat{\eta} \in \mathcal{S} \), there exists a \( \hat{\eta}^*_{2m} \in \mathcal{P}_{2m} \) where \( \mathcal{P}_{2m} \) is the collection of all polynomials with degree not larger than \( 2m \) such that
\[
\hat{\eta} = \hat{\eta}^*_{2m}(\hat{\eta}) + \tilde{\eta}_{2m}, \quad \| \tilde{\eta}_{2m} \|_{\infty} = E_{2m}(\hat{\eta}).
\] (3.28)

Now take the ‘true’ system to be \( \hat{\eta}^*_{2m}(\hat{\eta}) \), and the noise bound to be \( \delta_{2m} + \varepsilon \). Then the ‘worst case approximation error’ is zero. Using Corollary 3.3, it now follows that the ‘worst case noise error’ is no larger than
\[
\sqrt{\frac{n+m}{n-m}} (\delta_{2m} + \varepsilon).
\] (3.29)

Further, by noting that
\[
\| \hat{\eta} - \hat{\eta}^*_{2m}(\hat{\eta}) \|_{\infty} = E_{2m}(\hat{\eta}) \leq \delta_{2m},
\] (3.30)
the error bound in (3.27) follows by using Lemma 2.4. \( \Box \)

The above result indicates that if the window function (3.19) is used in two-stage nonlinear algorithm, the computation of the worst case identification error bound requires the computation of \( \delta_{2m} \) which is in fact a minimax functional optimization problem (see Definition 2.1). It is noted that in many cases, an upper bound on \( \delta_{2m} \) can be easily estimated.
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