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Time-resolved two-color infrared fluomscence (IRF) from highly vibrationally excited benzene and benzene_ds has been used 
to determine means and variances of the excited molecule population distributions over the majority of the energy range during 
deactivation via collisional energy transfer to unexcited molecules. These measurements extend the IRF technique to produce 
information about the first two moments of energy transfer induced population distributions present during the collisional deao 
tivation process. A simple means of analysis of IRF from multiple emission bands is presented, which in principle yields infor- 
mation about higher moments, as well as increasingly precise determination of lower moments. Results from this analysis are 
independent of any assumed models for collisional energy transfer. In the experiments, simultaneous monitoring of IRF from the 
C-H (GD) stretching mode fundamental region at = 3060 cm-’ (~~2290 cm-‘) and first overtone region at %6000 cm-’ 
( FZ 4500 cm-’ ), allows independent observation of two subsets of the total population of excited molecules, each containing the 
vibrational energy required to emit photons in the observed bands, Simtm results are obtained from analysis of the time and 
wavelength-resolved Au= - 1 C-H stretch emission spectrum of highly excited benzene& as it is deactivated by collisions. The 
two-color results are shown to provide meanin&l information about the first two moments of the energy population distribution 
over much of the energy range. Knowledge of the population distribution is important since it results directly from the form of 
P&F’, E), the step size probability distribution function for collisional energy transfer. Master equation simulations are used 
together with these results in order to derive some limitations on the possible forms of Pc(E’, E). 

1. Intmdwtion 

Several experimental techniques have been devel- 
oped in order to measure fundamental energy trans- 
fer properties in vibrationally excited electronic 
ground state polyatomic molecules. (For reviews, see 
refs. [ l-31. ) These techniques rely on relating a 
physical observable, such as infrared emission or UV 
absorption, to the average energy of the excited spe- 
cies as it is deactivated by collisions. In most of these 
studies, laser excitation followed by radiationless 
transitions produces a population of highly vibra- 
tionally excited molecules with a narrow initial dis- 
tribution of energies, which presumably broadens as 
the molecules are deactivated. The deactivation is 
subject to an unknown energy transfer step size prob- 
ability distribution function P,(E’, E), which de- 
scribes the probability that an excited molecule with 

energy E prior to a collision will have energy E’ fol- 
lowing the collision. Since the experimental tech- 
niques as first developed were only sensitive to prop- 
erties averaged over the excited molecule energy 
distribution (such as ((A@), the average energy 
transferred per collision), little information existed 
regarding the form of P,(E’, E). In the absence of 
detailed information, simple, empirical forms for 
P,( E’, E) were adopted in models of systems where 
collisional energy transfer is important, such as uni- 
molecular reaction and chemical activation studies 
[3-51. 

More recently, some experimental techniques have 
achieved access to the excited molecule energy pop- 
ulation distribution, and thus P,( E’, E). A very 
promising approach [ 6-8 ] uses multiphoton ioniza- 
tion to monitor the time following excitation when 
the excited molecules are deactivated into a narrow 
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energy range at lower energy. This technique yields a expression (see discussion in ref. [ 1 ] ) , and the rela- 
detailed picture of the distribution of arrival times to tive intensities are quite sensitive to the width of the 
the energy window; however, in experiments to date population distribution. In previous IRF studies of 
only energy windows in the lowest 10 percent or so of energy transfer (e.g. refs. [ 12,13]), (( AE)) has been 
available energies have been accessible, so that the determined as a function of ((E+)} by assuming the 
poplihrtion distribution at higher energies must be in- distribution to be narrow (i.e., microcanonical) 
ferred with the aid of master equation models and throughout the decay, and the effects on ((AE)) of 
simulations. A second technique [ 9,10 ] measures the varying the shape of the distribution were investi- 
fraction of collisions which transfer sufficient energy gated using master equation simulations involving 
to induce isomerization in a collider molecule, yield- assumed forms for P&Y’, E). In the present study, 
ing some information about the large step size tail of similar master equation simulations are used in or- 
PC (E’ , E) for the collision pairs under study. Finally, der to place limits on the form of P,(E', E), but the 
a recently developed total fluorescence technique first and second moments deduced from the experi- 
[ 111 has been used to derive information about ment are independent of any assumed forms for 
P,(E’, E) in the deactivation of excited NO*. P,(E’, E). 

In this paper, an extension of the IRF technique is 
described which is capable of producing information 
about higher moments of the excited molecule energy 
population distributions, and yields some informa- 
tion about the functional form of PC( E’ , E) . The ma- 
jor advantage of this method over experiments pre- 
viously described is that it is possible to determine 
moments of the distribution at almost all energies, 
rather than just a narrow range of energies or a small 
portion of the distribution. Furthermore, the results 
are independent of any assumed models for PC( E’ , 
E) . In the two-color IRF experiments described here, 
the energy range is limited at high energies by slow 
detector response and at low energies by low S/N and 
insensitivity to the portion of the population distri- 
bution with energies below the upper level of the ob- 
served IRF transitions. In principle, these limitations 
can be overcome by using faster, more sensitive de- 
tectors and observing lower energy bands. In addi- 
tion, as described below, observation of multiple 
bands can provide information about the third and 
higher moments of the population distribution as well 
as more precise measurement of the lower moments. 
Such experiments on benzene and other molecules are 
planned in the near future. 

2. Experimental 

The two-color technique involves simultaneous 
monitoring of IRF from widely separated bands (e.g. 
the C-H stretch fundamental and first overtone), 
such that the excited molecules emitting in each band 
comprise well-defined subsets of the energy popula- 
tion distribution. Emission intensities of the two 
bands are related to the vibrational energy content of 
the emitting molecule by a well-tested theoretical 

The basic method of the IRF technique has been 
thoroughly described [ 1,12- 141. In the present ex- 
periments, a KrF excimer laser at 248 nm irradiated 
pure gas-phase benzene or benzene-& in a 35 cm long 
x 3.2 cm diameter Pyrex cell fitted with two sapphire 
side windows for transmitting infrared radiation. 
Following absorption of the UV light, fast radiation- 
less processes in both benzene and benzene-d, pro- 
duce highly vibrationally excited ( x 40700 and 40900 
cm- *, respectively) ground state species within about 
one microsecond (see refs. [ 12 ] and [ 14 1, respec- 
tively, for details of relevant benzene& and ben- 
zene-d, photophysics ) . Subsequent infrared emis- 
sion from the excited molecules was monitored using 
two 77 K InSb infrared detectors (Infrared Associ- 
ates), looking through opposing side Windows. For 
the benzene-& experiments, emission from the C-H 
stretch region at =3000 cm-’ was isolated using a 
bandpass filter which transmitted frequencies be- 
tween 2000 and 3300 cm-‘. The opposing detector 
monitored emission from the first overtone of the G 
H stretch region ( k: 5900 cm-’ ) through a 5525- 
6625 cm-’ bandpass filter. A one inch focal length 
sapphire lens was placed in front of this detector in 
order to collect more overtone emission, which had 
initial intensity x 17 times weaker than the funda- 
mental band emission for benzene-h,, and % 5 times 
weaker for benzene-& Experiments with and with- 
out the lens showed that the measured collisional de- 



J.D. Brenner et al. / Chemical Physics 175 (1993) 9&l 1 I 101 

cay rates were unaffected by the change in detector 
field of view induced by insertion of the lens (i.e., 
ditTusion of excited molecules did not contribute sig- 
nificantly to the observed emission decays). The 
benzene-& experiments were performed in a similar 
manner, using a 2 1~2SOO cm- * bandpass filter for 
the C-D stretch fundamental band ( * 2290 cm-i ) 
and a 3600-5000 cm-’ filter for the first overtone 
(SW4500 cm-‘). 

Emission signals were amplified with a Tektronix 
AM 502 AC-coupled amplifier and averaged over 
10000-30000 laser pulses (pulse repetition fre- 
quency * 20 Hz, fluence Q 25 mJ/cm’) for 21 sepa- 
rate benzene& and 14 benzene-& experimental runs 
at pressures between 30 and 70 mTorr. Gas samples 
(benzene-h,: Baker, benzene-d,, 99.5 at% D: Sigma) 
were degas& prior to use and introduced into the 
cell through a tine-control needle valve. Constant 
pressure flowing conditions were employed in order 
to avoid any accumulation of photolysis products 
during experimental runs [ 12,131. Pressures were 
maintained within + 1 mTorr throughout each run as 
measumd by a 1 Torr capacitance manometer (Bar- 
atron made1 227). 

3. Results 

3.1. IRF calibrations 

Experimental IRF decay curves for benzene-& are 
shown in fig. 1, scaled to the same initial intensity. 
Time zero in tig. 1 is the time at which the laser is 
triggered. A delay of approximately one microsecond 
between the laser trigger and arrival of the laser pulse 
is followed by a several microseco nd detector rise- 
time and then decay of the emission due to colli- 
sional deactivation. The detector used to measure the 
overtone emission had a faster response time; in ad- 
dition, a small amount of stray laser light contributed 
an initial spike to the first two microseconds of the 
overtone signals. In all cases, the spike disappeared 
within the risetime of the detector and did not affect 
the resulting measured decays A small amount of 
thermal emission contributed to the lowest fre- 
quency band measured (the benzene-& fundamental 
at 2290 cm-‘) at long times, and was eliminated by 
fitting the benzene-d, decays to a function which in- 
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Fii 1. Experimental IRF signals for benzene& (pressure=37 
mTorr), normalized to unity. Upper curve: fundamental band. 
Lower curve: overtone band. 

eluded a thermal emission term as part of the back- 
ground (seebelow). 

The measured IRF decays depend on the number 
of gas kinetic collisions experienced by the emitting 
molecules, such that when the timescales of runs per- 
formed at various pressures are converted to a colli- 
sional scale, background is subtracted, and initial in- 
tensities are normalized, the results form a single 
curve, as shown in fig. 2 for benzene-he. Lennard- 
Jones parameters used previously [ 111 were used to 
convert each run to a collision scale. For both the 
fundamental band and overtone emission, signal-av- 
eraged decays were compiled by combining all exper- 
imental runs and discarding all points affected by the 
detector response. Each such decay data set was then 
fitted using nonlinear least squares to a function of 
the form 

((Z(N,)))=Aexp(-PN,-b’N,Z)+B, (1) 

where ZV, is the average number of gas kinetic colli- 
sions undergone, and renormalized to A = 1 and B= 0. 
Due to the unavoidable effect of the detector re- 
sponse time, only experimental points up to 
((Z(N,))) ~0.8, corresponding to about four colli- 
sions, are included in the signal-averaged decay data 
set, and an extrapolation to (( Z(N,)) = 1 is required 
to determine the initial intensity at the excitation en- 
ergy. Fitted parameters k’ and b’ for each of the four 
IRF bands measured are presented in table 1. 

In fig. 1, it is evident that emission from the over- 
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Table I 
IRF decay parameters for benzene-h6 and benzene-d, 

Molecule C-H (C-D) k’ 
stretch band 

b’ 

C&a fundamental -0.0498 .) -0.000376 ‘) 
first overtone -0.0824 ‘) -0.00710 a) 

C6D6 fundamental -0.0252 b, - 0.000389 b) 
first overtone -0.0589 ‘) -0.000558 l ) 

‘)Fromeq. (l).b)Fromeq. (4). 

tone band decays at a faster rate than the fundamen- 
tal band emission. As the excited molecules are deac- 
tivated, the subset of excited molecules with sufficient 
quanta to emit in the C-H or C-D stretching mode 
( 2 1 for fundamental band emission, 2 2 for over- 
tone band emission) becomes depleted more rapidly 
for the overtone, leading to a faster IRF decay. The 
relative IRF intensities from the two bands in this 
way constitute a measure of the relative populations 
of the two emitting subsets, and can be used as a di- 
rect measure of the width of the overall energy pop 
ulation distribution. 

For a given emission band i, the time-dependent 
total observed fluorescence can be expressed as 

m c 
((z(t)>i= J At3 E)zt(E) dE > (2) 

0 

where f( t, E) is the energy population distribution 
function for excited molecules with vibrational en- 
ergy E at time t, and Z,(E) is the microcanonical 
emission intensity, which is unique for each band. The 
backbone of the IRF technique is the fundamental 
expression for Z,(E) [ 15,1] which relates the observ- 
able quantity, IRF intensity, to the vibrational en- 
ergy of the emitting molecules: 

Zi(E)= b~(~)l-' ~AP”-nPs-l(E-E,) Y (3) 
n 

where A y-” is the Einstein coeffkient for sponta- 
neous emission from level v to level v-n in a given 
model (n= 1 for a fundamental band, 2 for the first 
overtone), E, is the total energy contained in the 
emitting mode ( = uhv for a harmonic oscillator), and 
ps_ 1 (E-E,) /p*(E) is a density of states expression 
which describes the number of ways energy E can be 
distributed among all the vibrational modes such that 

the emitting mode contains the required energy E, 
(see ref. [ 1 ] for a full discussion of the Zi( E) expres- 
sion, and references therein for experimental dem- 
onstrations of its validity). The Einstein coeffkients 
Awv-” for the various transitions observed in the ex- 
periments were calculated as described in the Appen- 
dix, according to the procedure in ref. [ 16 1. 

ZJ E) for C-H and C-D stretching mode funda- 
mental and tint overtone bands (hereafter denoted 
as I, for fundamental bands and I,. for first over- 
tones) was calculated using eq. (3) and exact count 
densities of states (Stein-Rabinovich method) [ 17 1. 
Vibrational frequencies and diagonal anharmonici- 
ties were talcen from ref. [ 18 ] for both benzene-& 
and benzene-&, and only transitions with frequen- 
cies within the experimental bandpass filter trans- 
mittance ranges were included in the calculations. 

3.2. Potential sources of systematic error 

This experiment is dependent on the measurement 
of IRF from two well-defined, isolated bands which 
are assumed to be purely C-H (or C-D) stretch mode 
emission from all vibrational levels populated at the 
experimental energies. In the following, several pos- 
sible sources of systematic error are described, along 
with our efforts to minimize their effects: 

( 1) Contaminationfrom non C-H (or C-D) stretch 
ZZW. The observed modes are well isolated from other 
identifiable bands in gas phase absorption spectra of 
the two molecules. For benzene-h,, small contribu- 
tions from several combination bands (vs+ p18 at 
2216 cm-‘, v,+ v,~ at 2328 cm-‘, vlo+ v19 at 2341 
cm-‘, vj+ VI8 at 2405 cm-‘) [ 191 in the 2100-2500 
cm-’ region were measured by using IRF observed 
through a narrow bandpass filter and then subtracted 
from the observed 2000-3300 cm-’ emission. A sig- 
nificant amount of underlying continuum emission 
in the benzem& C-H stretch tkndamental region has 
been observed previously [ 201 (see fig. 1 1 ), but could 
not be measured for the overtone region, and has not 
been measured at all for benzene-& The C-H stretch 
region continuum emission appears to decay more 
rapidly with collisional deactivation than the band it- 
self, and could slightly distort the observed overall 
emission decay. In the absence of exact information 
about the contribution from continuum emission, we 
have assumed that it contributed roughly similar rel- 
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ative amounts to both the fundamental band and 
overtone emission, and have ignored it in our calcu- 
lations. An independent measurement based on the 
time- and wavelength-resolved C-H stretch region 
spectrum of benzene& is free of complications from 
non-C-H stretch emission, and is in reasonable 
agreement with the broadband emission results, in- 
dicating that the continuum emission does not play 
an important role. 

(2) Contamination from thermal emission. A small 
emission component at long timescales has been ob- 
served only in the benzene-d, C-D stretch funda- 
mental region signal, and can be attributed to ther- 
mal emission due to the 2: 50 K temperature rise 
following laser excitation. This component was elim- 
inated by fitting the observed signals to eq. ( 1) in- 
cluding a term incorporating the temperature rise and 
resulting thermal emission: 

((l(t)>;, =Aexp(-kit-b\t’) 

+A,exp{-hu[kT(t)]-‘}+C, 

T(t)=T,+(N*/N) exp(-B,t) 

(4) 

x [EO--E(t) 1 (Cd-’ 7 (5) 

The three terms in eq. (4) represent non-thermal and 
thermal emission from excited molecules, plus back- 
ground signal (measured at long times). The temper- 
ature rise following excitation was described by eq. 
(5), where r,, and E0 are the initial temperature (300 
K) and excitation energy (40900 cm-‘), N*/Nis the 
fraction of excited molecules ( z 0.005 ) , E( t ) roughly 
describes the vibrational energy decay due to colli- 
sional energy transfer, C’, is the molecular heat capao 
ity, and Ati, and B,,, (which is related to thermal con- 
ductivity) are fitted parameters. T(t) determined this 
way rises to about 350 K, in agreement with an esti- 
mate based on the heat capacity and number of ex- 
cited molecules produced with the experimental laser 
fluences. Thermal emission was not observed to con- 
tribute significantly to the higher frequency overtone 
and benzene& fundamental signals. 

(3) Filter cut-oflof transitions from higher vibra- 
tional levels. Bandpass filters used for the benzene-h, 
overtone and benzene-d, fundamental bands cut off 
a small amount of emission from transitions origi- 
nating in v= 4 and higher levels. For benzene-h6, the 
diagonal anharmonicity and slight energy depen- 

dence of Av= - 1 transitions has been measured [ 201, 
allowing a precise estimation of the frequencies of 
Av= - 2 transitions. The 442 and higher transitions 
are calculated to lie almost entirely outside the filter 
transmission window, and were neglected in all cal- 
culations. For benzene-& Au= - 1 transitions from 
v= 4 and higher were neglected for similar reasons. 

(4) Extrapolation of ((Z(t))), to t= 0. Due to the 
finite time response of the infrared detectors, only 
emission after about 5 ps (about four collisions at the 
experimental pressures) could be measured, and an 
extrapolation to t =O using eq. ( 1) was necessary. 
Since eq. ( 1) was used to fit both the fundamental 
and overtone band decays, any systematic extrapo- 
lation error is likely to mostly cancel when the two 
decays are plotted against one another. 

3.3. Population distribution widths and moments 

Using the calculated Z,(E) for each band in eq. (2) 
above results in two equations, each containing f (t, 
E) . In order to extract information about f ( t, E) from 
the experimental data, we have used two different 
approaches, referred to here as “parameter analysis” 
and “partial moments analysis”. The first approach 
is more intuitive, based on conventional wisdom 
about the form off (t, E), while the second is more 
general and model-independent. 

Parameter analysis. The parameter analysis ap- 
proach assumes a form for f ( t, E) which can be char- 
acterized by a number of parameters equal to the 
number of independent IRF band measurements 
(two in the case of two-color IRF). In the absence of 
information about the distribution function, and for 
a function where only two moments are known a 
Gaussian form is conventionally assumed [ 2 1 ] : 

x wI- [E--E,,(t) 12/2[d0 I’} , (6) 

where E_(t) is the microcanonical energy such that 
Z(E,(t)) = ((Z(t))). A Gaussian form is conve- 
nient and appropriate for two reasons: ( 1) it pro- 
vides a simple, well-defined parameter cr to describe 
the width off (t, E), and (2) Gaussian f (t, E)‘s have 
been shown to result from master equation models 
using an exponential form for the collisional step-size 
function P, (E’ , E) , an empirical form which empha- 
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sixes weak collisions [ 22 1. Such models predict that 
larger values for (AZ?), the average energy trans- 
ferred per collision, will result in broader f( t, E)‘s. 
As the width parameter rr increases, plots of ((I( t ) )) , 
(the fundamental band) and ((Z(t))S2 (the first 
overtone band) versus E, change systematically as 
shown in fq. 3 , inducing changes in the ratio 
((Z(t) ))J (( Z( t) )) , at all times t. This ratio can then 
be compared directly to experimental measurements 
of ((Z(t))), and ((I( t)))2, and provides a direct 

‘c 

measurement of cr over most of the deactivation. 
Figs. 4 and 5 show the experimental ((Z(t) ))* plot- 

ted against (( Z( t ) >, for benzene-& and benzene-d,, 
respectively, compared to results calculated from eq. 
(2) using various values for the width u in the f( t, 
E) expression. In the experiments, the actualf( t, E) 
is constrained to be a ne&r &function at t=O, since 
the initial energy distribution produced by laser ex- 
citation of the initial 300 K thermal distribution is 
very narrow. Initial intensities plotted in figs. 4 and 
5 are normalized to unity at t=s O,&n40700 cm-l 
(benzene-h6) and 40900 cm-’ (benzene-&). The 
microcanonical (6= 0) curves are also normalized to 
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Fii 2. BenzeneJI, fundamen tal band normalized signal intensi- 
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mTorr. 

1.2, I I I I ,,, 

0.01 I I I I 

0.1 0.2 0.3 0.4 0.5 

Fundamental Intensity 

Fig. 3.Intensities (I,(&&) versusenergiesE,calculatedfrom Fig. 4. Benzene-h6~vertone band versus Cmdamental band in- 

eqs. (2) and (4) with various values of$ forbenzcnak, fun- tensity. Points: experimental. Linex cahhted from eqs. (2) and 
damenwand ovWonebaads. (a)-(c) kndamentaiband, cP=O, (4) using various aZ values. (a) 19x0 (mi crocanonical). (b) 

1.8X10’, 7.2~10’ cm-‘; (d)-(f) overtone band, oS=O, u2= 1.8x 10’ wr2; (c) ~7~~3.2~ 10’ cnr2; (d) a2=5.0x 10’ 

1.8x lo’, 7.2x 107cnr2. cms2; (e) ~~=7.2xlO~cm-~. 

I I I I I 
0.5 0.8 0.7 0.8 0.0 1 

Fundamental Intensity 



J.D. Bnmwetai. /ChemicalPhysics 175 (1993) 99-111 105 

0.5 0.6 0.7 

Fundamental lo&sky 
0.9 1 

P 
e 0.1 
s + 
t 

1 
0.01 

0.1 0.2 0.4 

FundametZ Intensity 
0.5 

Fi8. 5. Renmmw& ovatone band versus fundamental band in- 
@naity.Poinwexpelimelltal.~calallatedfromcqg.(2)and 
(4) using various u2 values. (a) b*=O (microcanonical); (b) 
$=0.8x 10’ cm-*; (c) u*= 1.8x 10’ cm-*; (d) aL3.2~ 10’ 
cm-z. 

unity at t = 0, since the initial f( t, E) is near-micro- 
canonical. At lower energies, f( t, E) differs signifi- 
cantly from a microcanonical &function and the 
width parameter o required to match the experimen- 
tal curves increases to a broad maximum (;~7000 
cm-’ for benzene-&, 5000 cm-’ for benzene+) be- 
fore narrowing again due to the E = 0 lower integra- 
tion limit in eq. (2) (see fig. 6). Ultimately, $( a, E) 
must return to a room temperature thermal distribu- 
tion. The larger widths measured for benzene& 
compared to benzene-& agree with the exponential 
model prediction that more efficient collisions will 
broaden the distribution, since (A& is roughly 50% 
larger for benzene-h, [ 141. 
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Fig. 6. a2 versus energy as determined by inspection of figs. 4 and 
5. Triangles at E=400,600,40700, and 40900 cm-’ represent 
300 K thermal distribution variances. Errors are estimated from 
k.4andS. 

Partial moments analysis. The partial moments 
analysis approach makes no assumptions about the 
form off( t, E) , and thus is of more general utility in 
extracting more detailed information about the en- 
ergy population distribution. For an arbitraryf( t, E), 
the tih moment is given by 

M,(t)= qjBlf(t,E)dE. (7) 
0 

In IRF experiments, only excited molecules with 
sufficient energy to undergo the observed transitions 
contribute to the measured emission signals. There- 
fore, only the portion off(t, E) above a threshold 
energy E. ( = k Y for a transition to u= 0) contributes 
to the signal, and the form analogous to eq. (7) is 

03 

m,(t) = I E”f(t, E) G, (8) 
Ea 

where the m, (t ) values represent the “upper partial 
moments” of f( t, E) and are equal to the corre- 
sponding “full” moments M,,(t) in the limit f( t, 
E) =O for EdE,. Master equation simulations, in 
whichf( t, E) is calculated using an assumed form for 
the collisional energy transk step size distribution 
P&T’, E), can be used to assess the difkrences be- 
tween m,(t) and &(t) at times when a significant 
part off( t, E) lies below Eo. 
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-If Z,(E) in eq. (2) is expressed as a polynomial of 
order n, such that 

Z,(E)= C CinE” (E>,&) 9 (9) 
n 

then eq. (2) becomes 

(CZ(t)>>i= C Cm%(t) 9 
n 

(10) 

= 1 C,&Jt) whenf(t, E) =OforE<Z&. 
n 

(11) 

Measurement of ((Z(t) )) i for n emission bands, 
each with a unique Z,(E) dependence such that the 
coefficients Gin are different for each band, results in 
n equations in n unknowns and allows up to n upper 
partial moments m,( 6) to be determined. This ap 
preach potentially can be applied to any experimen- 
tal technique in which multiple pmcesses with unique 
energy dependences are observed, including time- and 
wavelength-resolved ultraviolet absorption. Figs. 7 
and 8 show results of the partial moments analysis 
for benzene and benzene-& where independent 
measurement of two emission bands for each mole- 
cule yields the first two upper partial moments m, (t) 
and m2 (t) at each time increment. To facilitate com- 
parison with the parameter analysis results, fgs. 7 and 
8 show the variance CJ*. defined as 
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band resultq cirdesc experimental wavelen@-resolved rash; 
solid line: expoqential modal for P&T’, E); dashed lines: bi-ex- 
ponehtkmodel forP,(E’, E):f$=ZOcm-’ (short dashes) and 
f&40 cm-’ (longer dashes). 
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Fig. 8. Variance versus m,(t) for benzene-& calculated by par- 
tial moments analysis. Points: experimental two-color broad- 
band results; solid line: exponential model for P&T’, E); dashed 
line: bi-exponcntial model, j& 20 cm-‘. 

o*=m* - (ml)* (12) 

plotted versus ml (t). Rough agreement with the re- 
sults in fig 6, in which Gaussian forms for f( t, E) 
were assumed, indicates that the population distri- 
butions are approximately described by Gaussians, 
especially in the case of benzene-& 

In eq. (9) Z,(E) is approximated by a polynomial 
of order n equal to the number of independent emis- 
sion band measurements available. For low values of 
m (e.g. n = 2 in two-color experiments), this approx- 
imation introduces a significant amount of error into 
the results for partial moments analysis. Improved 
polynomial tits to Zi(E) can be obtained by dividing 
the energy range into overlapping segments and fit- 
ting Zi( E) for each segment independently; however, 
the width of each such segment must be large com- 
pared to the width of the population distributionf( t, 
E) , such that contributions to Zi( E) from population 
outside the segment range are negligible. Fits of seg- 
ments of width 20000 cm-’ have been found to im- 
prove the overall quadratic fit of Z,(E) markedly, 
while minimizing errors due to narrowing of the en- 
ergy range. Such deviations have been analyzed in 
detail for simulated data sets, and are discussed in 
the following section. 
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3.4. Master equation simulations 

The time-dependent population distribution _f( t, 
E) is closely related to P,(E’, E), the collisional en- 
ergy transfer step size distribution function. Using a 
stochastic master equation program developed to de- 
scribe deactivation processes in highly excited mole- 
cules [23,24], we have simulated the experimental 
results using various guesses for the form of P,(E’ , 
E) . Successful forms must reproduce simultaneously 
both the ((Z(t))), and ((I( t)))z experimental de- 
cays. Using the partial moments analysis approach 
described above, calculated moments and variances 
from the simulation results can be compared directly 
to values calculated from the experimental data. 

We have considered three differential functional 
forms for P,(E’ , E) in the master equation 
simulations: 

( 1) Microcanonical. 

P&E’, E) =S( <( -WE) > ) , (13) 

(( - AE( E) )) is the bulk average energy transferred 
per collision. This form maintains a &function pop 
ulationf( t, E) throughout the &activation. 

(2) Exponential 

P,(E’, E)ccexp[ - (E-E’)/cr(E)], O<E’gE. 

(Ida) 

a(E) is a parameter related to ( AE( E) ) d, the aver- 
age energy transferred in down steps starting at en- 
ergy E, by 

(~(E))d=cy(E)(l-exp[-EI(r(E)l). (14b) 

This form favors small step sizes and has been the 
standard one used to describe weak collisions 
[ 3,4,22]. It produces near-Gaussian population dis- 
tributions [22] at all energies subject to the con- 
straints f(t, E) =f(t, E)* at t=m and f(t, 
E)=f(t, E)inihlat t=O. 

( 3 ) Bi-exponential. 

P,(E’,E)a(l-f,)exp[-(E-E’)lcr(E)] 

+L exp[ - (E--E’ )/B(E) 1 , 

O&??<E, (Isa) 

where (Y(E) and /3(E) are pameters related to 
(u(E))dbY 

(m(E)),=(l-f,)o(E){l-exP[-E/a(E)]) 

+f~(E){l-expt-EIB(E)l}. (15b) 

The bi-exponential model incorporates a small frao 
tion f, of “super-collisions” which transfer a large 
amount of energy, and has been used to model exper- 
imental results [ 6-101 as well as trajectory calcula- 
tions [25,26]. This model produces population dis- 
tributions which are near-Gaussian, yet have an 
enhanced low energy tail corresponding to rapid 
deactivation by large step-size collisions. The low en- 
ergy tail has the effect of broadening (i.e. increasing 
the second moment of) the population distribution 

f(t,E). 
For all P,(E’ , E) models, normalization and cal- 

culation of collisional up-step probabilities were car- 
ried out as described previously [ 20,24,27]. The pa- 
rameter (u(E) was expressed in the form 
C, + C,E+C&‘, with the coefftcients adjusted in 
each simulation in order to obtain agreement with the 
experimental ((Z(t) )) , decay. /3(E) was a constant 
equal to 20000 cm-’ in all b&exponential model sim- 
ulations. In fig. 10, population distributions f (t, E) 
for the three models at a point midway through the 
simulated benzene& deactivation are shown. (u(E) 
has been adjusted in each simulation so that the ex- 
perimental ((Z(t))), decay is reproduced; thus, the 
three distributions shown all produce the same fun- 
damental band emission intensity as calculated from 
eq. (2 ), even though the average energy of each dis- 
tribution varies due to the differences in a(E). The 
best fit (Y (E) for each step size model is listed in table 
2, along with values derived from previous experi- 
ments for benzene-h, and benzene-& Previous anal- 
yses [ 141 did not include the effects of the popula- 
tion distribution width in determining appropriate 
values for (y(E) andB(E). 

Fig. 9 shows the variance, a*, as a function of the 
first moment off (1, E) for benzene, calculated for 
the exponential and b&exponential models for PC (E’ , 
E) . This figure indicates the magnitude of the errors 
involved in the quadratic approximation of Zi( E) (eq. 
( 9 ) ) , as well as the difference between “upper partial 
moments” and “full” moments as described above. 
In each panel of fig. 9, thick lines represent the exact 
“full” (solid line) and “upper partial” (dashed line) 
moments, calculated from the population distribu- 
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Fig. 9. Variance versus first moment for P&E’, E) models de- 
scribed in the text for benxene& Upper panel: exponential 
model; lower panel: biexponential model,f&40 cm-‘. Thick 
solid lines: “full” moments; thick dashed lines “upper partial 
moments”; thin dashed lines from quadratic approximation to 
I,(E) over full energy range; thin solid lines: from quadratic ap- 
proximation to I,(E) over segmented ranges (width of 
ranges=2OOOo cm-‘). 

tions produced from the simulations (e.g. the distri- 
butions shown in fig. 10). Fig. 9 shows that the upper 
partial moments deviate from the full moments only 
at low energies for the exponential model (upper 
panel), and at higher energies for a hi-exponential 
model cf,/3= 40 cm-‘, lower panel). The deviation is 
due to the presence of significant. population below 
the threshold for emission (6000 cm-’ ), which oc- 
curs much earlier in the deactivation for the bi-ex- 
ponential model (see fig. 10). 

As discussed above, polynomial approximation of 
Zi(E) according to eq. (9) introduces significant er- 
ror to the partial moments analysis, especially in two- 
color experiments. Analysis of master equation sim- 
ulations can be used to indicate the magnitude of this 
error for various models. In fig. 9, thin lines in each 

Fig. lO.f(t,E)att=30psforthreePC(E’,E)modelridescribed 
in the text for benzene-& (a) Microcanonical; (b) exponential; 
(c) biexponential,f&?=4Ocm-‘. 

panel show upper partial moments calculated both 
from fitting Z,(E) over the full energy range (dashed 
lines) and for overlapping 20000 cm-’ ranges (solid 
lines). The first method results in deviations from the 
exact upper partial moments due to relatively poor 
quadratic tits, while the second method is subject to 
error whenf( t, E) is wider than 20000 cm-‘. For an 
exponential model (upper panel), f( t, E) is never 
much wider than 20000 cm-‘, and the segmented lit- 
ting method accurately reproduces the exact upper 
partial moments. (Imperfections in the fits at low 
energies cause the non-physical negative variances 
shown). For a bi-exponential model (lower panel), 
f( t, E) is wider and segmented fitting overestimates 
the exact upper partial moments by a small amount; 
however, the magnitude of this error in cr* is small 
compared to the differences between models, so that 
comparison to the experimental results can readily 
distinguish among different models for P,( E’ , E) . 

3.5. Comparison to two-color broadband emission 

While CY (E) and /3(E) can be adjusted in any mas- 
ter equation simulation to reproduce the experimen- 
tal ((Z(t) )) 1 decays at single wavelengths, simula- 
tions using different step size models show varying 
degrees of success in simultaneously reproducing 
multiple experimental ((Z(t) ))i decays. This fact 
provides a means of discriminating between as- 
sumed forms of P,( E’ , E) . Figs. 7 and 8 show oz ver- 
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Best fit a(E) parametqs for various forms of PJE' , E) 

Molecule P&T, E) model a(E).' 

C, (cm-‘) c, (X10’) C, (l/cm-‘) 

G-b expkmialb’ (ref. [14]) 41.5 0.0539 -4.85 
exponential b, 79.6 0.0430 -1.32 
exponential c) 82.0 0.0443 -1.36 
hi-exponential (j&40 cm-‘) c, 35.2 0.0383 -1.18 

w6 exponential b, (ref. [ 141) 61.3 0.0452 -6.60 
exponeiltixl b) 81.0 0.0457 -5.15 
exponeatial C) 86.1 0.0486 -5.48 

l ) (AE(E))d=C,+C~E+CyG2. 
b, Estimated from microcimonical calibration curves. 
=) Adjwtedtofitexperimental ((;r(t))),,decays. 

SUB ml calcuiated from partial moments analysis for 
the exponential and hi-exponential models com- 
pared to the two-colorbroadband experimental re- 
sults In each case, Zi( t-0) has been normalized to 
unity and a(E) has been adjusted to obtain a close 
match to the experimental ((Z(t) )) 1 decay. It is clear 
that a substantial deviation from the microcanonical 
model ( a2 = 0) exists for both benzene& and ben- 
zene& due to the finite widths of the population 
distributions. The widths introduced by the expo- 
nential model produce closer agreement with the ex- 
perimental curve for benzene-&, and nearly exact 
agreement for benzenad, over much of the energy 
range. At low energies, noise in the experimental data 
results in non-physical negative variances. 

For both molecules the best agreement is obtained 
by using a b&exponential model which significantly 
changes the shape of f( t, E) (see fig. 10). Fig 7 in- 
cludes biexponential model simulations involving 
various fractions fc of “super-collisions”. In these 
simulations, the super*llision step size parameter 
B(E) was assumed arbitrarily to be 20000 cm-‘, and 
independent of E. For /3 larger than roughly 
lO(U(E)), (k; 10000 cm-’ for benzene-&), sim- 
ulations where the product fJ is a constant produce 
identical results (i.e., the simulations are only sensi- 
tive to the fraction of energy transferred in super-col- 
lisions). Figs. 7 and 8 show thatf&3Of 10 cm-’ 
most closely matches the two-color broadband exper- 
imental data for benzene-&, while f,j?z 5 f 5 cm- * 
provides the best fit for benzene-d,. 

3.6. Comparison to time- and wavelength-resolved 
Av= - 1 emission 

A time- and wavelength-resolved C-H stretch re- 
gion emission spectrum for benzene-h, [20] pro- 
vides a second, independent means of measuringf( t, 
E) during collisional deactivation. Shown in fig. 11, 
this spectrum partially resolves individual A& - 1 C- 
H stretch transitions originating in u= 1, 2, and 3, 
measured as a function of time. Gaussian curve fits 
of the spectrum yield relative intensities of the indi- 
vidual Av= - 1 components, which agree at t=O 
(E= 40700 cm- l) with those predicted from eq. ( 3 ) 
within about 5%. Since individual transitions, rather 
than entire bands, are measured in this experiment, 
continuum emission and other non-CLH stretch 
emissions cannot interfere with the results (as is pos- 
sible in the broadband measurements)~. A plot of 
((Z(t) )) *_+ 1 versus ((Z(t) )) r_,, yields similar infor- 
mation about f( t, E) and can also be compared to 
master equation simulations using various models for 
P, (E’ , E) . Fii. 7 includes partial moments analysis 
results of such a comparison to the two-color broad- 
band experimental results, and to master equation 
model simulations. Best agreement with the wave- 
length-resolved results is obtained using a bi-expo- 
nential model with&Ion the order of 40-60 cm-r. 

4.c!- 

Simultaneous measurement of IRF from two bands 
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Fig. 11. C-H stretch region emission spectrum for benzene-h6 
following 248 nm laser excitation, = 30 cm-’ resolution. Panels 
show the spectrum following the indicated average number of 
collisi0Qs. Dashed lines show Gaussian lineshape tits to 140 
(~3OlOcm-‘),2-l (a28Wcm-‘),and3+2 (%277Ocm-‘) 
components.Thesolidlineisa.sumoverthethreecomponents 
plus a background (continuum) term. 

of widely separated frequencies has been used to 
measure quantities related to the means and vari- 
ances, or first two moments, of the excited molecule 
population distribution during a substantial portion 
of the collisional deactivation of highly vibrationally 
excited benzene& and benxene-de. The derived en- 
ergy population distributions differ markedly from a 
microcanonical &function, and agree well for both 
molecules with those predicted by the widely used but 
purely empirical exponential form for the collisional 
energy transfer step size distribution function. Mod- 
ifications to the exponential step size function to in- 
clude a small “super-collision” component appear to 
improve the fit to the experimental measurements for 
both molecules. A generalized data analysis method 
for deriving information about higher moments of the 
energy population distribution from multiple emis- 
sion band measurements of IRE hold promise for im- 
proving the utility of the IRF, as well as other tech- 
niques in energy transfer studies Future 
investigations are planned with benzene& involving 
multi-color IRF, and including deactivation by other 
collider molecules. 

This work was funded in part by the Department 
of Energy, Office of Basic Energy sciences. JDB 
thanks NASA for partial support through a Graduate 
Student Researchers Program Fellowship. 

Appendix 

Einstein coefficients A Ku-n for various transitions 
v~u-nwerecalculatedaccordingtoref. [16].Fora 
transition involving a single mode, the transition 
moment matrix element is given by the following 
expressions for one-quantum transitions ( 1 Avl = 1) : 

(v~~~u+l>=k*[(v+1)/2]“~; (Al) 

for twoquantum transitions ( 1 Av] = 2): 

(4Pl~+2> 

=k2[ (v+1)/2]“*[ (v+2)/2]“2 ; 

for any transition: 

(A.21 
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(vlPlv+n)=k.n~I [(v+n')/21"2. (A.3) 

Combination band matrix elements are given, in 
general, by 

(%~bI~Ih+& vb+m> 

=kmn~lmfi, [(%+n')/21"* 

x[(+,+d)/2]"*. (A.4) 

The k’s in these equations contain the details of the 
transition moment operators and are independent of 
u. Einstein coefficients A”“-” are proportional to the 
squares of the matrix elements, and to the cubes of 
the transition frequencies, such that 

A”“-‘=C,~:{[(Y-1)+1]/2}(~,,_,)~ 

=vA~*~(v,+._,/v,,o)~, (A.51 

A”“-*=f~(v-l)A*,~( v,,,_~/v~,~)~, (‘4.6) 

A UP--n _ - ,+ (u’;n),A”Fo (L,-,/~,+o)~. (~4.7) 

These three expressions were employed in eq. ( 3 ) . 
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