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Global simulation information is accessible on shared memory multiprocessors and can improve the efficiency of parallel simulation. However, most existing concurrent simulators do not aggressively exploit this information. In this paper, we propose a Directly Accessing Information (DAI) scheme, a conservative simulation scheme that collects useful global simulation information in shared memory systems to reduce non-essential blocking and resolve local deadlocks. A parallel queueing network simulator was constructed on a Sequent Symmetry multiprocessor. Special implementation techniques were used to eliminate locking mechanisms for accessing global simulation information. Also, search pruning techniques were developed to reduce the amount of global simulation information used to unblock Logical Processes (LPs). Experimental results demonstrate that the DAI scheme achieves good speedups and substantially outperforms conventional conservative schemes in a reasonably large problem domain where message densities are larger than approximately 0.75. © 1993 Academic Press, Inc.

1. INTRODUCTION

In conventional parallel discrete event simulation using the conservative approach [3], non-essential blocking can greatly reduce simulation parallelism. Non-essential blocking occurs when the message to be simulated next has arrived but sufficient information from neighboring LPs (logical processes) is not yet available to confirm that no message with an earlier timestamp can arrive. This blocking can possibly lead to a local deadlock which consists of a set of blocked LPs linked by a cycle of empty channels. And, local deadlocks may eventually evolve into a global deadlock when no LP can be activated, often because all LPs are linked by a cycle of empty channels.

Non-essential blocking can be reduced by exploiting information in the physical system [5, 10] or information contained in the simulation itself. In this paper, we focus on exploiting simulation information to improve performance. This information includes the simulation states of LPs, simulated times of LPs, and timestamps of messages on channels. Simulation information is considered local information to a host processor if the corresponding LPs and channels are currently assigned to that processor. The simulation information of all other LPs is considered global information.

Conventional parallel simulation algorithms were originally developed for distributed systems. In such systems, even obtaining a small amount of global simulation information through null messages [3] or probe messages can easily increase network traffic and cause performance degradation. Recently, parallel discrete event simulators have also been developed on shared memory multiprocessors [1, 4, 8, 14, and 15]. In such systems, the overhead and delays for exchanging global simulation information are relatively small. Therefore, global simulation information can be exploited to a much larger extent to unblock an LP and reduce non-essential blocking.

Motivated by the high potential benefit, we propose a Directly Accessing Information (DAI) scheme which aggressively exploits global simulation information to reduce non-essential blocking and resolve consequent deadlocks. This scheme includes pruning techniques to eliminate unnecessary search, as well as special implementation techniques to eliminate all locking mechanisms associated with accessing global simulation information. A queueing network simulator was implemented on the Sequent Symmetry multiprocessor to evaluate our DAI scheme. The experimental results demonstrate that the benefit of reducing non-essential blocking can outweigh the cost of searching for global simulation information. We show that global simulation information can be used in an efficient, asynchronous, and highly parallelized way.

The remainder of this paper is organized as follows. Section 2 reviews and compares the related work. Section 3 presents our DAI scheme and Section 4 discusses how to efficiently implement this scheme. Section 5 describes the queueing network simulator and related empirical studies on the Sequent Symmetry. Section 6 concludes this paper.
2. RELATED WORK

Many studies have been performed to reduce non-essential blocking and/or resolve consequent deadlocks [5]. Among these research efforts were several empirical studies conducted on shared memory multiprocessors [1, 4, 12, 14, 15].

To illustrate our idea of aggressively exploiting shared memory, we present an example in Fig. 1, which shows an LP, an LPf, and some of its blocked ancestors. The simulated time of an LP is shown in each pair of parentheses and the timestamp of a message is shown without parentheses. Simulated times and message timestamps are denoted in the same way in all the other figures in this paper. Three circular arcs are drawn in the figure to mark different levels of global simulation information for LP.

A direct implementation of the Chandy–Misra–Bryant (CMB) algorithm with null messages, as in [14], will access only local simulation information (i.e., the information at Level 0). In a simulation scheme that directly accesses the simulated times of neighboring LPs as in [4, 13], some global simulation information at Level 1 (i.e., the simulated times but not message timestamps) is available. Our DAI scheme extends the search for global simulation information to as many levels as necessary. In this example, global simulation information in Level 2 guarantees that LPi will not process a message with a timestamp less than 5. LPi can then be unblocked to process the message with timestamp 2 without any delays, even though its parent, LP, is still blocked.

3. THE DAI SCHEME

In this section, we first describe the simulation model. Then, we define and use search trees to obtain lower bounds on the timestamps of future incoming messages for LPs. Using these lower bounds, our DAI scheme can reduce non-essential blocking sufficiently to avoid global deadlocks. Finally, we present out simulation algorithm.

3.1. Simulation Model

The simulation model consists of a set of LPs interacting with each other by transmitting messages with timestamps through directed channels with infinite-sized buffers. Each message has a send-timestamp and a receive-timestamp. They represent the initiation and reception times of the corresponding interaction between physical components. Along a particular channel, messages are sent in increasing order of their send-timestamps and the message transmission delays are such that they are also received in the same order. The message acceptance horizon of an LP is a computed lower bound on the receive-timestamps of future incoming messages. An LP computes its message acceptance horizon and selects a message with the lowest receive-timestamp if it is less than or equal to the horizon. A selected message is processed to completion nonpreemptively. After processing a message, an LP puts outgoing messages on the corresponding channels, advances its simulated time, and then removes the processed message from its input channel. Note that, with shared memory multiprocessors, channels are implemented in shared memory. Therefore, assuming a memory model that is as strong as processor consistency [6], an explicit acknowledgment is not required after depositing outgoing messages in shared memory.

For simplicity, we assume that each LP always has incoming channels from its parent LPs and no LP can be its own parent. (LPi is a parent of LPj if LPj can send messages directly to LPi.) No generality is lost by this assumption because extra LPs and channels can be created, if necessary, to satisfy these assumptions. The following notation is used in this paper:

- \((LP_i, LP_j)\): channel from LPi to LPj
- \(\mathcal{S}(t)\): state of LPi
- \(\mathcal{T}(t)\): simulated time of LPi
- \(\mathcal{M}(t)\): receive-timestamp of the earliest message on non-empty \((LP_i, LP_j)\)
- \(\mathcal{H}(t)\): message acceptance horizon of LPi
- \(\mathcal{B}(t)\): lower bound on the send-timestamp of any future messages sent by LPj

The state \(\mathcal{T}(t)\) of LPi is active if LPi is processing a message, idle if LPi is not active and has no available messages, ready if LPi is not active and has at least one non-empty incoming channel with \(\mathcal{M}(t) \leq \mathcal{H}(t)\), and blocked otherwise.

3.2. Search Trees

To compute a message acceptance horizon for an LP, we first derive lower bounds on the send-timestamps of any future messages sent by its parents. The derivation of
the bounds uses search trees, which are defined as follows.

**Definition 1.** A search tree of LP, is \((V, A)\), where \(V\) is a set of vertices and \(A\) is a set of arcs. The tree is constructed using a stack and two attributes, denoted \(lp\) and \(lb\), in each vertex. Initially, \(V = \{v_i\}\) where \(v_i \cdot lp\) is \(LP_i\), \(A = \{\}\), the stack is empty, and the tree is constructed by a call to search_tree(LP, \(v_i\)).

\[
\text{search_tree}(LP, v_i) \{
  \text{if (LP is in the stack) \(v_i \cdot lb(t) = \infty; \text{return;}\)}
  \text{if (LP is active) \(v_i \cdot lb(t) = \overline{F}(t); \text{return;}\)}
  \text{push LP into the stack;}
  \text{for (each empty (LP, LP))}
    \text{create \(v_i; v_i \cdot lp = LP\); \(V = V \cup \{v_i\}\);}
    \text{create \(\{(v_i, v_j)\}; A = A \cup \{(v_i, v_j)\};\)}
    \text{search_tree(LP, v_i);}
  \text{pop LP out of the stack;}
  \text{\(v_i \cdot lb(t) = \max(\overline{F}(t), \min(\min_i(\overline{M}_{ij}(t)), \min_i(v_i \cdot lb(t))))\), where}
  \text{(LP, LP) is not empty, and \(v_i \cdot lp, LP\) is empty; \text{return;}\)}
\]

**Theorem 1.** \(B_i(t) = v_i \cdot lb(t)\), where \(v_i\) is the root of LP’s search tree.

**Corollary 1.** \(\overline{H}_i(t) = \min_i(B_i(t))\), where LP_i is a parent of LP_j.

Theorem 1 and Corollary 1 show how the message acceptance horizon, \(\overline{H}_i(t)\), of LP_i can be determined using the search tree. The proofs of these results and others are not included because of space constraints but are presented in [9].

### 3.3. Deadlock Resolution

The following theorem assumes that lower bound computation is done instantaneously at each LP with the most current simulation information of all other LPs.

**Theorem 2.** There will be no global deadlocks in simulating a non-deadlocking physical system if Corollary 1 is applied to all blocked LPs for computing their message acceptance horizons.

Figure 2a shows a local deadlock consisting of three blocked LPs linked by a cycle of empty channels. The implementations of the CMB algorithm with null messages [4, 14, 15] cannot unblock any of the LPs when there is no lookahead. The implementations of the CMB algorithm with global deadlock resolution [4, 14, 15] do not try to unblock any of these LPs until all other LPs have reached the end of the simulation or have formed other local deadlocks.

Our DAI scheme resolves local deadlocks and thereby avoids global deadlocks. Figure 2b shows a part of the search tree of LP. The numbers associated with the empty channels represent lower bounds on the send-timestamps of future messages sent along these channels.

As the figure shows, a lower bound of 6 for LP\_4 is obtained. Thus, the message acceptance horizon of LP\_6 is 6, which is equal to the receive-timestamp of the earliest available message. As a result, LP\_6 can be unblocked to break the local deadlock.

### 3.4. DAI Algorithm

In Fig. 3, we present a conservative parallel simulation algorithm that utilizes the message acceptance horizons computed using the results in the previous subsections. In this algorithm, we assume that the simulation of an LP, LP\_i, is performed by a dedicated host processor. Therefore, process scheduling is not included. Also, we assume that a host processor can obtain all necessary simulation information for computing the lower bound, \(\overline{H}_i(t)\), instantaneously. (Further relaxation of these as-
while ($T_i(t) < \text{stop time}$) 
  if (3 messages for $LP_i$) 
    for (each $(LP_a, LP_i)$) 
      if ($((LP_a, LP_i) \text{ is not empty})$ 
        $B_i(t) = \text{receive-timestamp of the latest message on } (LP_i, LP_i)$; 
      else use Theorem 1 to compute $B_i(t)$; 
    use Corollary 1 to compute $H_i(t)$; 
  while (3 messages with receive-timestamps $\leq H_i(t)$) 
    if ($T_i(t) < \min_i(M_{ij}(t))$) $T_i(t) = \min_i(M_{ij}(t))$;  
    process one message with $\min_i(M_{ij}(t))$; 
    advance $T_i(t)$; 
    remove the message from $(LP_i, LP_i)$; 
    if ($((LP_i, LP_i) \text{ becomes empty})$) 
      use Theorem 1 to compute $B_i(t)$; 
    use Corollary 1 to update $H_i(t)$; 
}}

FIG. 3. A non-deadlocking algorithm for simulating $LP_i$.

assumptions is discussed later.) Additional information of a physical system such as lookahead or minimum delay can be incorporated to improve our DAI scheme [9].

4. IMPLEMENTATION OF DAI SCHEME

The assumption that a host processor can access all simulation information for computing the message acceptance horizon specified in Corollary 1 without delays can only be realized by putting a global lock on all simulation information at the current time instant. In order to avoid performance degradation due to locking, we use the algorithms in Fig. 4 to compute $B_i(t)$ and $H_i(t)$ in the main algorithm (see Fig. 3) without any locking. This new implementation approach is shown to be correct in [9].

Recall that to determine a lower bound of an $LP_i$ in Theorem 1, we search through all empty channels between the LP and its ancestors. This search space can easily become explosive when the branching factor of LPs and the number of empty channels are large. To reduce the overhead of this search, we transform the search tree of an LP to a game tree with interleaved maximizing and minimizing levels. Figure 5 shows a part of the search tree for an LP, $LP_i$, and the corresponding game tree. Now, we can use pruning techniques, such as the well known Alpha–Beta procedure [16], to prune our search space. The basic idea of the Alpha–Beta procedure is to prune a subtree if exploration of the subtree will not affect the final result. As illustrated in Fig. 5b, the Alpha–Beta procedure is able to identify that all subtrees below the diagonal cuts do not need to be explored. As a result, a lower bound, $B_i(t)$, of 10 is computed for $LP_i$ after visiting only three of $LP_i$’s ancestors. To further limit the search space, we also use two heuristic pruning procedures to augment the Alpha–Beta procedure [9].

determine $B(LP_i)$ 
  if ($LP_i$ is in the stack) 
    add the channel just traversed to $Set_i$; return $\infty$; 
  if ($LP_i$ is active) return $T_i(t)$; 
  push $LP_i$ into the stack; 
  $Set_i = \{\}$; $lb = \infty$; 
  for (each $(LP_a, LP_i)$) 
    if ($((LP_a, LP_i) \text{ is not empty})$) $lb = \min(lb, M_{ah}(t))$; 
    else $lb = \min(lb, \text{determine } B(LP_a))$; 
  if ($LP_i$ sent out messages along channels in $Set_i$, after they were added to $Set_i$) 
    $lb = 0$; 
  pop $LP_i$ out of the stack; 
  return max($T_i(t), lb)$; 
}

determine $H(LP_i)$ 
  $mah = \infty$; 
  for (each $(LP_a, LP_i)$) 
    $mah = \min(mah, \text{determine } B(LP_i))$; 
  return $mah$; 
}

FIG. 4. Algorithms for computing $B_i(t)$ and $H_i(t)$. 
5. QUEUEING NETWORK SIMULATOR USING DAI

We implemented a concurrent FCFS queueing network simulator to evaluate our DAI scheme. Queueing networks are commonly used for parallel simulation studies because they resemble the conventional simulation model [2, 14, 4]. More importantly, they provide a stress test for parallel simulators because little time is needed to simulate the processing of an event and, consequently, the time to unblock LPs becomes relatively long [12]. Our experiments are based on the algorithms shown in Figs. 3 and 4.

A 26-processor Sequent Symmetry S81 was used. The Sequent Symmetry is a private-cache bus-based MIMD shared-memory multiprocessor. Each of its Intel 80386 processors has a floating point co-processor and a 64-kilobyte cache. The processor clock cycle time is 62.5 ns, the bus clock rate is 10 MHz, and the bus bandwidth is 80 Mbytes per second. In this section, we first describe several experimental aspects of the simulator and then present the performance results.

5.1. Partitioning and Scheduling LPs

In our algorithms, the simulation of an LP was assumed to be performed by one dedicated host processor. In our experiments, each host processor simulates a group of LPs within a single process. The LPs are partitioned and assigned to host processors so that the interactions between host processors are minimized. For instance, we partition the toroid network into squares or rectangular blocks and assign each block to a host processor. We use a static scheduling scheme because the global scheduling queue can become a bottleneck in dynamic scheduling. In our implementation, a host processor visits and tries to simulate its LPs in a round-robin fashion. We do not maintain a queue of ready LPs because the overhead of maintaining the queue is relatively high in queueing network simulation applications.

5.2. Simulator Implementation

The results derived in the previous two sections and the scheduling mechanism were used to construct a parallel queueing network simulator. For comparison, a sequential simulator was constructed by modifying our parallel simulator and eliminating all unnecessary overhead for parallelization. The event list in the sequential simulator was implemented as a spay tree to improve performance [7].

We also constructed a parallel simulator that examines only parent LPs' simulated times for comparison. Again, in order to obtain a fair comparison, the simulator was constructed by modifying our parallel simulator and eliminating all unnecessary overhead for accessing global simulation information. Since this simulator cannot avoid global deadlocks, a mechanism for detecting/breaking global deadlocks was implemented by maintaining a global counter that indicates the number of blocked or idle LPs.

5.3. Empirical Results

Using the three simulators, we conducted experiments to simulate various queueing networks. Table I shows the parameters used in our experiments [9]. Our major goal was to determine the parameters which affect the performance of the DAI scheme and to show the problem domain in which the DAI scheme is able to achieve good speedups.

Two distributions were used for the service times of the queue servers. They are uniform (DIST = uniform = LA + 2 × (10-LA) × rand) and exponential distributions (DIST = expnt = LA-(10-LA) × ln(rand)), where LA is the lookahead and rand is a random value uniformly distributed between 0 and 1. Each LP independently generates its random number using a unique seed.

The branching factor of a network is the average number of incoming channels per node. In our experiments, we used LPs (representing queues and their servers) configured as a toroid (a two-dimensional mesh with wrap

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of host processors</td>
<td>NHP</td>
<td>1, 2, 4, 8, and 16</td>
</tr>
<tr>
<td>Timestamp increment</td>
<td>DIST</td>
<td>Uniform and exponential</td>
</tr>
<tr>
<td>distribution</td>
<td>BF</td>
<td>4, 6, and 8</td>
</tr>
<tr>
<td>Branching factor</td>
<td>GRN</td>
<td>0, 1000, 2000, 3000, and 4000</td>
</tr>
<tr>
<td>Computation granularity</td>
<td>MPR</td>
<td>0.5, 0.75, 1, 1.5, and 2</td>
</tr>
<tr>
<td>Message population ratio</td>
<td>LA</td>
<td>0, 1, 2, 3, 4, and 5</td>
</tr>
<tr>
<td>Lookahead</td>
<td>NLP</td>
<td>64, 256, and 1024</td>
</tr>
</tbody>
</table>
around connections), cuboid (a three-dimensional mesh with wrap around connections), or hypercube network having branching factors of four, six, and eight, respectively. In our presentation of experimental results, the branching factor represents one of the three topologies described. The computational granularity represents the additional time spent in processing a message. The message population ratio is the total number of messages in the system divided by the number of channels. Initially, the messages are evenly distributed on channels and the total number of messages is conserved during the simulation.

All of the simulations in our experiments were run until the simulated times of all LPs reached 5000. Since the mean service time is 10 for both timestamp increment distributions, each LP will process a large number of messages before the simulation stops. The experiments were replicated with many different random number seeds and the variation in the performance results were observed to be negligibly small.

The values of most of the parameter settings were chosen to be similar to those used by other researchers in evaluating parallel simulation algorithms [4, 13, 15]. Figure 6 presents the results of the experiments on the toroid topology. In the figure, we compare our DAI scheme with the conventional scheme which examines only parent LPs' simulated times. For each scheme, there are two lines representing the speedups with different timestamp increment distributions. The keys DAI and CNV represent the performance of our DAI scheme and the conventional scheme, respectively.

Our scheme does not deadlock and, therefore, does not spend time on deadlock detection/resolution. On the other hand, the conventional scheme deadlocks approximately 3000 and 4000 times using the uniform and exponential distributions, respectively, during the course of a simulation run. Both schemes perform better with the uniform distribution than with the exponential distribution.

Figure 6 shows that our scheme outperforms the conventional scheme and achieves acceptable speedups. The experimental results obtained with the cuboid and hypercube topology also indicate that the speedups obtained with the DAI scheme are much higher than the conventional scheme. However, the DAI scheme is found to be more sensitive to the branching factor because it aggressively searches through empty channels. With the same message population ratio, a higher branching factor increases the search space and reduces the performance of our scheme. For instance, the speedups obtained using the hypercube topology (with a branching factor of eight) were a factor of two lower than those using the toroid topology. In contrast, the conventional scheme is not sensitive to the branching factor.

The message population ratio is a critical parameter to the DAI scheme. Figure 7 shows the speedup as the message population ratio (MPR) is varied. As the MPR is increased from 0.5 to 1.5, the performance of the DAI scheme increases rapidly. Adding more messages not only increases parallelism but also decreases the number of empty channels. Since the DAI scheme aggressively searches through empty channels, a higher message population ratio reduces the search space and lowers the simulation overhead in DAI. The performance of the DAI
scheme drops below that of the conventional scheme for low MPRs. For the entire set of experiments we conducted, this is the only region of the parameter space where the DAI scheme is worse than the conventional scheme.

Previous research has demonstrated good parallel performance when lookahead is used [4, 5]. The speedup of the DAI scheme increases linearly from 6 to 10 as the lookahead is increased from zero to five time units, versus from 1 to 3 for the conventional scheme with BF = 6, NHP = 16, DIST = expnt, GRN = 0, MPR = 1, NLP = 256. This suggests that exploiting global simulation information can improve performance beyond that achievable by only exploiting physical system information such as lookahead. The DAI scheme is complementary to other schemes that exploit information about the physical system, such as lookahead. We also explored the performance effects of varying the computational granularity and the number of LPs [9].

Our experimental results demonstrate some limitations of the DAI scheme. In important discrete event simulation applications, the MPR is much lower than one; e.g., in circuit simulation the MPR is approximately 0.1. The DAI approach does not appear to be well-suited for such applications. Also, at high message populations, deadlock avoidance is usually more efficient than deadlock resolution. In our experimentation, we compared the DAI scheme exclusively to the conventional scheme with deadlock resolution. Our work in conjunction with previous empirical research comparing deadlock resolution to deadlock avoidance appears to indicate that the DAI scheme is better than either of the conventional schemes for systems with high MPRs. However, further experimentation comparing the DAI scheme to the conventional scheme with deadlock avoidance is required before the superiority of the DAI scheme for high-MPR simulation applications can be clearly established.

6. CONCLUSION

This study was motivated by the potential high benefit and relatively low overhead of exploiting global simulation information in a shared memory multiprocessor. Theoretically, the DAI scheme removes non-essential blocking to resolve any local deadlocks. Careful implementation is crucial to the success of the DAI scheme. We showed that extra locking for accessing simulation information is not necessary and can be avoided. Furthermore, we developed efficient search pruning techniques for computing message acceptance horizons in a potentially exponential search space. Experimental results on a Sequent Symmetry S81 demonstrated that global simulation information can be efficiently exploited in a shared memory environment to increase the parallelism and speedups in simulating some important queueing networks.
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