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A b s t r a c t .  A problem of sna[ysis and design of aerial production lines, cio~.d with respect to 
the number of carriers avsilable for parts transportation between operations, is formulated. An 
asymptotic solution is given for two machines-two buffers systems. A case study of s paint shop 
operation at an automobile assembly plant is described. It is shown that  optimization of the system 
with respect to the number of carriers and the capacity of the feedback buffer may lead to a substantial 
improvement of system's perfornumce. 
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1. INTRODUCTION 

Consider a manufacturing system defined by the 
following assumptions: 

(i) The system consists of M machines ms, i = 
1 , . . . ,  M, arranged in the consecutive order, 
and M - 1 buffers, Bi, separating each two 
machines, mi and rni+ 1 . 

(ii) The machines have identical cycle time T. 
The time axis is slotted with the slot dura- 
tion T. Each machine begins its operation at 
the beginning of the time slot. 

(iii) Each buffer is characterized by its capacity, 
Ni, i - 1 , . . . M  - 1, where Ni is a positive 
integer. 

(iv) Machine rai is starved during a time slot if 
buffer Bi-I  is empty at the beginning of this 
time slot; machine rai is blocked during a time 
slot if at the beginning of this time slot buffer 
Bi is full and machine mi+l is either down or 
blocked. Machine rnl is never starved, ma- 
chine mM is never blocked. 
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(v) Machine ml, being not blocked and not 
starved, produces a part during any time slot 
with probability qi = 1 - ~kl and fails to do 
so with probability ~ki,  i = 1 . . . .  , M, where 
0 < ~ < <  1 and ki > 0 is independent of ~. 
The ki's are called the loss parameters. 

Manufacturing systems defined by assumptions 
(i)-(v) are referred to as asymptotically reliable, 
open serial production lines. An asymptotic 
method for their analysis and design has been de- 
veloped by Lim et al. (1989, 1990). In many prac- 
tical situations, however, serial production lines 
are closed, i.e., have a feedback loop with respect 
to carriers on which the parts (jobs) are trans- 
ported from one machine to another. This is, in 
particular, the case in assembly and painting oper- 
ations in the automobile industry where car bodies 
and engine blocks are transferred between opera- 
tions on carriers, and the number of carriers in the 
system is constant. To account for this situation, 
introduce the following assumption: 

(vi) The jobs are transported within the system 
on carriers. Each job is placed on a carrier 
at the input of machine ml and is removed 
from the carrier at the output of machine m ~ .  
Empty carriers are returned to the empty car- 
rier buffer, BM, and are supplied to the input 
of mt instantaneously, given that BM is not 
empty. The capacity of BM is ArM. The total 
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number of carriers in the system is S, where 
M ~_ S ~_ ~-:~iM=I Ni. 

Manufacturing systems-defined by (i)-(vi) are re- 
ferred to as asymptotically realiable closed serial 
production lines. The block diagram of such a sys- 
tem is shown in Fig. 1. 
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Fig. 1. Closed serial production line. 

ite buffers (see, for instance, Gordon and Newell 
(1967a), Posner and Bernholtz (1968), Kobayashi 
(1976a,b), Reiser and Lavenberg (1980), Boxma 
et al. (1984), McKenna and Mitra (1984), Suri 
and Diehl (1986)). For finite buffers, the joint 
steady state distribution of buffer occupancy has 
been calculated by Gordon and Newell (1976b). 
In Akyildiz (1987a,b), an approximate analysis 
has been carried out using a state space reduction 
technique. An application of the mean value ana- 
lysis has been reported in Akyildiz (1988). Papers 
of Onvural and Perros (1989a,b) present another 
approximation technique based on a curve fitting 
approach. 

In spite of these achievements, analytic methods 
for performance evaluation of closed Markovian 
queueing systems are still missing. This paper is 
intended to contribute to this end. 

Performance of closed lines can be character- 
ized by their production rate, PRo, i.e., the av- 
erage number of jobs produced in the steady 
state by the last machine, raM, and the work- 
in-process, WIPe, i.e., the average number of 
jobs in the system at the steady state. The 
problem of analysis of these lines is formu- 
lated as follows: Given kl, N1, . . . ,  kM, NM, 
and S, find PRe(kl,  NI , . . - ,  kM, NM, S) and 
WIPc(k I ,N1 , . . . kM,NM,S ) .  The problem of 
design is: Given kl, N1,. •., kM-1, NM-1, kM find 
the smallest S and NM so that 

PRo(k1, N1, . . . ,  kM, NM, S) 
= PRo(k I ,N1 , . . . , kM-1 ,  NM-I ,kM) , (1.1) 
WIPe(k1, N1, . . . , kM , NM , S)  
= WIPo(kl ,  N1, . . . ,  kM-1, NM-1, kM) , 

i.e., find the condition under which the feedback 
does not impair the performance of the line (PRo 
and WIPo in (1.1) denote the production rate and 
the work-in-process of the open line, respectively). 

The purpose of this paper is to give a solution to 
these problems for M = 2. Specifically, it is shown 
below that the problem of analysis of closed lines 
can be reduced to that of open ones (Section 3). 
Thus, the methods of Lim et al. (1990) become ap- 
plicable to closed serial production systems. For 
the purpose of design, it is shown how to choose 
S and N2 so that (1.1) is asymptotically satisfied 
(Section 4). Finally, the results obtained are ap- 
plied to a case study of a paint shop operation 
at a modern automobile assembly plant, and it 
is shown that a substantial improvement can be 
achieved by the optimal choice of S and N2 (Sec- 
tion 5). 

The problem at hand belongs to the area of 
closed Markovian queueing systems, which has 
been studied in many publications. Most of them, 
however, address non-blocking systems with infin- 

2. PRELIMINARIES 

Consider an open serial production line defined by 
(i)-(v) with M = 2 and the buffer capacity N. Let 
h(n), n = 0, 1 . . . .  , be the occupancy of the buffer 
at the beginning of slot In, n + 1). Introduce 

vj(n) = Prob{h(n) > j} ,  j =  1 , . . . , N  . (2.1) 

Let vj be the steady state value of v/(n), i.e., the 
probability that there are at least j parts in the 
buffer at the steady state. Define the following 
function 

1 - - ~  
Q(c~,N) = 1 - a N ' a  e R+ . (2.2) 

T h e o r e m  2.1 (Lim el al. 1990): The perform- 
ance of open serial production lines defined by (i)- 
(v) with M = 2 is as follows: 

(a) The steady state distribution of buffer occu- 
pancy is: 

(k2, ) Vl = l - ~ k ~ Q \ ~  N +O(e 2) 

(2.3) 

\ 2 
i = 2 , . . . N - 1 .  

(b) The production rate is 

PRo(kt,  N, k2) 

= 1 -  [k2+ k l Q ( ~ ,  N)]e o(e ~) + 

= 1 - [k, + k2~(~ --~, N)]e o(e2X2.4) + 
~2 
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Formula (2.3) can be used to calculate the system's 
work-in-process. Indeed, since 

N N 

WZeo(4,, N, 42) = ~ i ( v , -  lp,..i.,) = Z 'lPi, 
i : ,  i : '  

from (2.3), it follows that 

WIPo(41, N, 42) "- NQ(~, N)42 - 4, 
42 - 4, + O ( 0  • 

(2.5) 

It is shown below that the performance evaluation 
of closed lines can be reduced to that  of open lines, 
where the effective buffer capacity, Ne, depends on 
the relationship between Nl, N2 and S. 

3. ANALYSIS 

T h e o r e m  3.1: The performance of closed serial 
production lines defined by (i)-(vi) with M = 2 is 
characterized as follows: 

ere(41, N , ,  42, N2,  S )  = PRo(4,, Ne, 42)-{-O((~) , 
(3.1) 

WIPe{ kl, N, , 42, N2) 

m~(O, s -  N2 - 1) 
+WZPo(4 , ,  N~, k2) + o ( 0 ,  

if N1 _< N2, (3.2) 
: S -  [max(0, S -  N1 - I) 

+WIPo(42, He, 4,)] + O(e), 
if N~ > N2, 

where Ne, the effective buffer size, is given by 

S - l ,  for 2_< S 
_< rain(N1, N~), 

for min(N,, N2) 
Ne= < S _< max(N1, N2), 

for max(N1, N2) 
< S <_ N, + N~. 

(3.3) 

min(N,,  N~), 

NI + N ~ -  S + I, 

Proof :  See the Appendix. 

qQggregaticm 

0(~  2) 

- 1 - [k, + k2Q(~,  ~)]~ O(C2), + 

(iii). When S = 2 and S = N,+N2, the aggregated 
loss parameter is the sum of the losses of both 
machines no matter how large N, is: 

ka##reeation = 41 + k2 • 

For 2 < S < N, + N2, function Q(a, Are) de- 
scribes the attenuation of perturbations (fail- 
ures) introduced by machines. 

(iv). From (3.1), 
PRe(4,, N,, 42, N2, S) = 

P R~(41, N2, 4~, N1, S) • 

However, from (3.2), 

WiPe(4,, N,,  42, N~, S) < 

W I Pe( I:I , N~, k2, N, , S ) ,  if N, ___ N2.  

This means that  large S and N1 with small N2 
will result in large W I P  whereas large S and 
N2 with small NI will result in small W I P  
but the same production rate. 

4. DESIGN 

P r o p o s i t i o n  4.1: Under assumption (i)-(v) with 
M = 2, the asymptotic solution of the design prob- 
lem (1.1), i.e., the smallest S and N2 which, for 
given kl, N1 and k~, guarantee that  

P R¢( kl, NI , k2, N~, S) 
= PRo(kl, Nl, 42)9 + 0(~ ~) , 
WIPe(It1, N1, k2, N~, S) (4.1) 
= WIPo(k~, N,, k2)g + O(c 2) , 

is given by 
s = N2 = N, + 1 .  (4.2) 

Proof :  Follows directly from Theorem 3.1. 

Theorem 3.1 can be interpreted as follows: 

(i). Since Ns _< NI and PRo and WIPo are mono- 
tonically increasing functions of Are, the per- 
formance of a closed line cannot supersede 
that  of the corresponding open line. If S and 
N2 are chosen so that Ne < Nx, the feedback 
impairs the performance of the open line. 

(ii). Like the open lines, the closed lines under con- 
sideration are equivalent to a single, aggreg- 
ated machine characterized, in isolation, by 
the parameter 

From (3.1)-(3.3), it is clear that equalities (4.1) 
also take place for 

N2 > Nx +1 ,  N I + I < S < _ N 2 .  (4.3) 

This solution, however, is inferior to (4.2) since 
(4.3) results in the same performance but requires 
a larger number of carriers and feedback capacity. 

5. CASE STUDY 

Lim el al. (1990) analyzed a paint shop operation 
at an automobile assembly plant as an open serial 
production line, although in reality the system is 
closed with respect to the carriers (skids) (see Fig. 
4 of Lim et al. (1990)). In Lim et al. (1989), an 
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improvement measure for the paint shop has been 
developed, again based on the open loop approach. 
In these publications, the closed loop effects have 
been taken into account by heuristic considera- 
tions. Below, we apply-the results of Sections 3 
and 4 and develop an improvement measure based 
on the closed lines approach. 

As it has been shown in Lim et al. (1990), the 
paint shop description can be reduced to a closed 
serial production line shown in Fig. 2. In this fig- 
ure, P.O. and F.O. stand for Preparation and Final 
Operations, respectively. The rectangles are the 
accumulators. Max and min numbers in the accu- 
mulators give the maximal capacity of the accumu- 
lator and its minimal occupancy necessary to sus- 
tain the planned production rate of 63 jobs/hour. 
The difference between max and rain numbers 
gives the capacity of buffers, i.e., NI = 26 and 
N2 -- 76. The numbers above each element in Fig. 
2 represent the numbers of skids in the nominal 
conditions. The total number of skids in the sys- 
tem is 650. Since the number of skids in the accu- 
mulators are just enough to sustain 63 jobs/hour, 
the effective Se (i.e., the total number of skids in 
two buffers whose capacities are 26 and 76) turns 
out to be 2. 

F.Q 4O 

256 19 ~5 

f~ j ~ s b w  = ~  

Fig. 2. Simplified paintshop block diagram 

that additional perturbations, not included in the 
model, played a crucial role. 

Turning now to the improvement measures, from 
Proposition 4.1 it is concluded that if S~ is chosen 
optimally, i.e., 

Se -- N l +  1 =  27,  

the production rate is as shown in Table 3. Thus, 
if the total number of skids in the system is 

S = S~ + 650 = 27 + 650 = 677 , 

the production rate is increased by 10.5%. 

Combined with the improvement measures sug- 
gested in Lim et al. (1989), where unbalanced 
times for operations in P.O. and F.O. have been as- 
signed, the suggested above choice of S~ can bring 
the production rate estimate up to the planned 
value of 63 jobs/hour (17.2% improvement). 

6. CONCLUSIONS 

(i) Analysis of asymptotically reliable closed 
serial production lines with 2 machines and 

2 buffers can be reduced to that of the corres- 
ponding open lines. 

(ii) The effective buffer capacity under this re- 
duction is defined by the number of carriers 
available in the system and the capacity of 
the buffers in both feedforward and feedback 
paths. 

(iii) The optimal choice of the number of carriers 
in the system and the capacity of the feedback 
buffer can lead to a substantial improvement 
in the system's performance. 

Thus, using Theorem 3.1, 

PRo = 1 - (kl + k2)c + 0(~ 2) (jobs/cycle) 

or PR~ = 6 3 -  (Leo .  + Lr.o.)  (jobs/hour) 

(5.1) 

where LI,.o. and Lro are the average losses in 
P.O. and F.O., respectively, and ~kl and ~k2 are 
defined as 

~kl = Lp o ~k2 = LF.O. 
63 ' 63 

The values of Lp.o. and L F O  for five consecut- 
ive monthly periods are given in Table 1. Using 
these values, production rate estimate (5.1) has 
been calculated and compared with the corres- 
ponding periods (Table 2). As it follows from this 
table, the accuracy of the prediction is sufficiently 
high, with the exception of period 2. It turned out 
that during this period a new car model has been 
introduced in the production, and it is supposed 
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A. APPENDIX 

Proof  of Theorem 3.1: I f2  < S < min(Nl, Nu), 
the occupancy of buffer B1 is at most S. Thus, the 
effective capacity of B1 is reduced to S. Therefore, 
states vi(n),i - 1 , . . . ,S ,  defined in (2.1) can be 
described by the following equations: 

vl(n + 1) = vl(n)  + (1 - v,(n))ql + [v2(n) 
+(~(") - ~ ( " ) ) q d  q2 - ~ 1 ( - ) q 2  

v,(n + 1) = v,(n) + (~,-l(n) - ~,(n))ql 
+ [,,,+~(n) + ( , , , ( . )  - '~,+,(n))qd q2 
- [ v , ( . )  + (v,_~(n) - " , ( " ) )qd q2, 

,~s(n + 1) = " s ( . )  + (vs_~(n)  - , ,s(n))q~ 
- [ , ~ s ( - )  + ( ,~s - , ( - )  - ~s(n))q,] q~. 

(A.1) 
In the steady state, we obtain 

(1 - ~s)ql - vlq2 = 0 

(1 - V $ - l ) q l  4" [ v S  "i" ( v 8 - 1  - vs)qx]q2 - v l q 2  = 0 

(A.2) 
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and 
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and 

Thus, 

“S-1 = v- 3”s 
Ql 1 - Y3) 

"S-izB&U ‘S-i+1 

-$++$VS-i+Z j 

(~4.3) 

i=2,...;s-1. 

us =_ekm_l + O(c2) 

“S-i = cj=o (*) “S-l, 

i= )‘.. 2 S-l. . 

(A4 
From (A.2) and (A.4), it follows that 

“1 =I-chQ($S-1)+0(Z). 

Therefore, 

P&(h, NI, k2, N2, S) = qq”l 

= l- ~2+k1Q($S-l)]e+O(~2) 

= PR,(h, S - 1, kz) + O(c’) , 

S-l 

WIPc(kl, NI 9 k2, N2, S) = C vj + O(e) 
j=l 

= WZPo(C1, s - 1, Ln) + O(r) if Nl 5 Na , 
S-WZP,(kl,S-l,kl)+O(c) if Nl > Nz . 

If min(Ni , Nz) < S _< max( Ni , Nz), no starva- 
tion of one machine and no blockage of the other 

machine can occur. Therefore, 

PR,(ki, Nl, h, N2, S) = 

PR,(kl, min(Nl, Nz), k2) + 0(c2) 

WIPe(h, Nl, k2, N2) = 

WZPo(h, Nl, kz) + O(r) if N1 5 Nz , 
S - WZP,,()1, Nz, kl) + O(c) if N1 > NZ . 

Finally, if max( Ni , N2) < Ni + N2, the smaller 
buffer has at least S - max( Ni , N2) parts. If N1 5 
N2, then “i(n), i = 1, . . . , N1, obey the following 
equation: 

v,(n) = 1,1= l,..., L, L = S- N2 , 

“L+l(n + 1) = “&l(n) + (1 - “ttl(n)hl 

+ [“L+2(n) + (“hi(n) - “tt2(n)hl q2 

- [“hi(n) + (1 - “wl(n))nll92 , 
Vi(7l+ 1) = Vi(n) + (Vi-i(n) - Q(n))qi 

+ hi(n) + (Vi(n) - viti(n)hl42 
- [Vi(n) + (G-i(n) - vi(n))ql]qz , 

VNl(n + 1) = UN,(n) + (“NI-l(n) - “Nhrl(n))ql 

+“N1 (nhlq2 - [“NI (n> + (“N, -l(n) 

-UN1 (n)h] ‘?2 . 
(A.5) 

In the steady state, we obtain 

(l- "NI )ql + “N, qlq2 

-[“L+l + (1 - “Ltl)qllP2 = 0 (A.6) 

vNI-i = "N; , 
Then 

i = 0 ,...,Nl-L-l. (A.71 

“N, = Q(A, Ni - L)“L+~ . (A-8) 

7;;; A = q&-ql)/(ql(l-q2)). from W) ad 

* , 

“L.+l = 
a(1 - q2) 

Qz(l - (Id + ql(l - qz)&(A, N1 - L) . 
Thus, from (A.6) 

P&(ki,Ni,ks,N2,S) = 

qiqz [(l - qi) + qi(l - qz)Q(A, Ni - h)l 
a(1 - el) + a(1 - e)Q(A, N1 - L) ' 

(A.91 
Since qi = 1 - cki and Q(h, Ni - L) = (1 - 

ki/k2)/(1- (ki/k2)Nl-L), from (A.9) we find 

P&(ki, Ni, ks, N2, S) = 1 

-[LI+k2Q($Nl-L+l)]r+0(c2). 

If Ni > N2, using Theorem 2.6 of Lim et al. 
(1990), an analogous expression is obtained. Thus, 

P&(ki, Ni, kz, N2,S) = 

PR,(h , NI + N2 - S + 1, kz) + 0(t2) , 

S - (S - Nl - 1+ ~~~S_-N1 v,), if NI > Nz , 

S-Nz-l+WZP,(k,,N~+N2-S++,k2) 

= +0(c), if Nl s Nz , 
S-(S-Nl-l+WZP,(kl,Nl+Nz-S+l,kl) 

+0(c), if Nl > N2 , 


