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ABSTRACT

The desire to understand and describe the characteristics of
tuned power amplifiers has stimulated the research summarized in
this report. The principal objective of the research is to provide
analytical methods for use in the design of transistorized class C
VHF amplifiers. The analysis methods employed are numerical in
nature allowing the removal of simplifying assumptions required by
purely analytical methods.

Several transistor models compatible with digital computations
are introduced to facilitate the study. Experimental techniques for
establishing the parameter values for the models are also presented.
Each of the model forms is used to study various aspects of class
C/D amplifiers.

Basic amplifier characteristics such as output power and ef-
ficiency dependencies on frequency, load resistance, supply voltage,
nonlinear capacitance, and tuning configuration are investigated with
a simple ideal switch representation of a transistor. An intrinsic
Voitage controlled transistor model and an extended voltage controlled
model are used to study several large signal amplifiers. For purposes
of comparison these amplifiers are also constructed and investigated
experimentally. The intrinsic transistor model is found to provide

moderate simulation accuracy for class C amplifiers in which the
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ranges of signal swing, load impedance, and supply voltages are

limited. For accurate simulations of high frequency, large signal
amplifiers over wide ranges of operating conditions a more complete

device description such as the extended model is required.
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FOREWORD

This report was prepared by the Cooley Electronics Labora-
tory of The University of Michigan under United States Army
Electronics Command Contract No. DAABO07-68-C-0138, ""Counter-

measures Research."
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CHAPTER 1

INTRODUCTION

1.1 Purpose

The desire to understand and design circuits for efficient con-
version of electrical energy over a wide frequency range has prompted
this study of large-signal high-frequency transistor amplifiers. The
problems associated with the design of RF power amplifiers to achieve
various performance criteria have received considerable attention in
the past. Due to the nonlinear behavior often associated with such
large-signal amplifiers, there are very few specific design rules that
can be used in their development. At the present time, large-signal
RF power amplifiers are typically designed by laboratory determina-
tion of "average'' large-signal device characteristics, design of sim-
ple linear matching circuitry to fit these ""average'' characteristics,
and laboratory cut-and-try procedures to optimize the circuit per-
formance. Unfortunately, the cut-and-try approach is only useful for
relatively simple circuits. In addition, such approaches do not allow
the éngineer to determine what circuit performance could be obtain-
able if a différent device were chosen as a gain element for the circuit.

The rapid development of new devices by the semiconductor
industry adds to the design problem. Even as the designer selects

an appropriate device for a particular task, he is aware of possible



circuit improvements as new devices become available. When con-
sidering complex tuning networks, multiple power sfages, strip-line
networks and integrated high frequency power stages, the designer
needs more analytical methods for bredicting, studyihg and optirhiz—
ing circuit performance. The use of a high-speed digital computer
for analyzing complex nonlinear circuits offers one possible method
for aiding the solution of these design problems. |

Computer-aided circuit design and analysis is Wéll- developed
in problem areas involving linear circuit models for transistors and
other active devices. Many automated analysis programs even pro-
vide nonlinear device models for determining transient behavior of
nonlinear circuits. There is, however, no general nonlinear transis-
tor model stemming from device measurements that adequately incor-
porates the high-frequency large-signal characteristics of most RF
power transistors. It is therefore desirable to develop models and
techniques for determining the model parameters that may subsequent-
ly be used for computer analysis of high-frequency large-signal
circuits.

The main purpose of this research is to further the under-
standing of high frequency transistorized power amplifiers. This
objective involves development of related models and corﬁputer

analysis techniques. The work is concerned mainly with the behavior



of class C ainplifiers operating in the VHF frequency range. Pre-
vious analyses of class C amplifiers have been limited by certain
assumptions introduced to make hand analysis tractable. The analy-
ses to be presented here are numerical in nature, allowing the power
of high speed digital computation to aid in removal of many of the
standard assumptions.

Previous analyses typically assume that the operating frequency
is low in comparison to the transistor limitations, and low frequency
models of the transistor are used (Refs. S3, H5, S2, E3). The Q's
of the output tuning networks are normally assumed to be high so that
output waveforms can be assumed to be purely sinusoidal. Many anal-
yses make the further assumption that the emitter-base and collector-
base junction potentials are sinusoidal (Refs. H5, S3, S4, W1, S2, E3,
P1). In addition, the waveshapes of transistor output current are often
assumed to be of some known shape, and the corresponding base cur-
rents are calculated by assuming linear or very simple relationships
between the two currents (Refs. S2, S3, P1). In keeping with the
assumed current waveshapes, the device is assumed always to oper-
ate in cut-off or the active region of operation. The device is allowed
to apprroach the edge of saturation but not allowed to enter the satura-
tion region (Refs. H5, S2, S3). For further simplification, extrinsic
device resistances and inductances are usually neglected, and depletion
capacitances are assumed to be constant or nonexistent (Refs. H5, S2,

S3, P1).



Depending on the intended purpose of the amplifier the stand-
ard assumptions may or may not be justified. In the class C ampli-
fier design problems to be stressed in this work none of the above
assumptions are truly justified. The basic problem to be considered
is one of making use of the given device to obtain maximum fundamen-
tal output power or maximum efficiency of energy convefsion at
frequencies near the gain bandwidth limitation of the device. Power
gain is of secondary importance, and in general, power gain will be
sacrificed to provide operating efficiency and to increase the output
power. With such operation in mind the high-frequency characteris-
tics of the transistor must be included in the description of amplifier
behavior. Typical values of operating Q lie in the range of 1 to 10,
and as a result, considerable amounts of harmonic content will appear
in the output voltage waveforms. The harmonic powers must be in-
cluded for complete characterization of amplifier performance. The
relationships between the terminal currents and voltages of a transis-
tor can be expressed in terms of nonlinear differential equations, and
the application of digital computation methods allows a rather complete
description to be used instead of relying on linearizing assumptions.
By using this more complete description, the current waveshapes need
not be assumed but can be determined from input excitation and linear
network constraints. A standard mefhod of operation of class C power

stages is to provide an excess of input power so that the output power



attains a saturation level. Such ope.ration improves the efficiency of
operation of the output circuitry and stabilizes the output power with
respect to slight variations in input power (Ref. S4). In this mode of
operation the transistor is periodically driven into the saturation re-
gion,and saturation effects must be included if an accurate analysis

is desired. The large signals encountered in tuned power amplifiers
can cause avalanche breakdown of the semiconductor junctions, and

this effect is also easily included in computer simulations.

1.2 Statement of Problem

As an introduction to the types of problems to be studied, con-
sider the general circuit configuration for a single stage tuned power
amplifier shown in Fig. 1.1. In a strict sense, the concept of admit-
tance does nof apply to the nonlinear behavior of the input and output
characteristics of the transistor under large signal excitation, but
artificial admittances Yi . and Y . are introduced here in

Equiv Equiv
a manner consistent with that currently in use by most manufacturers
of VHF power transistors (Refs. C5, H7, H9, L2). That is, with the
inpﬁt and output matching networks of a given configuration a.djusted1
for maximizing a given performance criteria (i.e., max power output,

‘max efficiency, etc.) with given bias conditions, signal levels, and

frequency; the transistor large-signal equivalent admittances are

1These adjustments are normally accomplished with low-loss LC

networks or double-stub tuners.
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Fig. 1.1. Circuit configuration for tuned power amplifier

defined in terms of the linear matching networks as:

I
=

Y

1Equiv S
Y =Y *
OEquiv L
Information about Yi and Y0 as functions of frequency
Equiv Equiv

and signal level is useful in the practical sense of designing passive
circuitry for obtaining a maximum output,power over a selected fre-
quency range; however, there are definite limitations to this informa-
tion. Since the transistor is operating in a nonlinear mode, the over-
all behavior depends on the effects of the tuning netwofks on the
harmonic combonents of the signals as well as the fundamental. Hence

it is not possible to predict accurately the behavior of the transistor



when it is imbedded in a network that differs from the networks used
for determining Yi . and Y . Inaddition, this equivalent
Equiv Equiv
admittance technique does not provide the designer with sufficient
information to estimate such characteristics as aniblifier bandwidth.
in wideband‘situations or the effects of bias conditions on the circuit
behavior. It is difficult for the designer to analytically determine the
trade-offs possible in power output, bandwidth, and efficiency; and as
a result he is often forced into trial-and-error laboratory procedures
to determine the level of performance he can expect from a given de-
vice in a specified application.

Our objective is to increase the understanding of some of the
basic characteristics of class C and class D amplifiers, to develop
modeling techniques suitable for describing the large-signal high-
frequency effects encountered in VHF power transistors, and to
develop computer analysis programs for predicting the performance
of class C and D amplifiers. Before analyses of the amplifiers are
begun, transistor models are selected to provide descriptions of the
majpr dynamic and nonlinear transistor characteristics. Figure 1.2 |
prhovides a brief indication of the progression of the model and circuit
forms considered by this study.

The transistor models to be used in the numerical analyses of‘
tuned power amplifiers are presented in Chapter 2. Each of the model

forms presented is then used separately in Chapters 3, 4, and 5 to
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study amplifier behavior. Comparisons of the models is provided in
Chapter 6 where they aré each used to predict the performance fea-
tures of a common amplifiei'. Chapter 7 presents the general con-
clusions of the study and suggests related areas for further consider-
ation.

The simplest modeling of class C/D output circuits is shown
on Fig. 1.2a where the transistor is modeled as a simple controlled
switch with a fixed shunt capacitance, and the output tuning and match-
ing network is taken to be a parallel RL network. As discussed in
Section 3.2 a computer analysis program is used to study the effects
of switch duty factor, supply voltage, and frequency in determining

the Y 's for obtaining maximum fundamental output power and

0Equiv
for obtaining maximum efficiency. The relationships among output
power, efficiency, bandwidth, and harmonic content are also investi-
gated with the ideal switch transistor representation (Section 3.2).
Byxrepla‘cing the fixed shunt capacitance with a nonlinear vélt-
age dependent capacity characteristic of semiconductor junction de-
pletjon layers as shown in Fig. 1.2b, the effects of a first order non-
lihearity are inveétigated. In Section 3.3 the results of this investi-
gation are contrasted to those of the fixed capacitance case which
forms a reference standard used throughout this study.

The effect of the configuration of the tuning network in deter-

mining the equivalent admittances is investigated by changing the



10

output tuning and matching network to a series RL connection again
using the ideal switch with fixed capacitance to represent the output
characteristics of the transistor (Section 3.4). The ideal switch
representation is also used to investigate the effects of harmonic tun-
ing in the output circuits of RF power amplifiers (Section 3.5). This
investigation considers both fixed and nonlinear switch capacitances to
determine the significance of a nonlinear element to harmonic energy
conversion.

With the insight gained through the idealized studies of class
C amplifiers, emphasis is directed to predicting behavior of real
VHF amplifiers. An intrinsic voltage controlled transistor model
(Section 2.4.3) is used to predict the behavior of a low frequency,
tuned output, pulsed input amplifier (Section 4.2). This model is also
used to analyze a 100 MHz class C amplifier (Section 4.5). Experi-
mental circuits are constructed, and their measured behaviors are
used as comparisons to the behaviors predicted with the computed
analyses (Sections 4.3 and 4.4).

Another 100 MHz amplifier experiment is performed to add
the effects of input circuit tuning (Section 5.2), and this amplifier is
modeled (Section 5.3) using an extended voltage controlled transistor
model (Section 2.5). Again computed behavior is compared and con-
trastedr to experimentally measured behavior.

A summary of the computational advantages and limitations of
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each of the models is presented (Chapter 7). This includes cost-
accuracy comparisons and computed results for one tuned amplifier

example (Chapter 6).



CHAPTER 2

MODELING

2.1 Introduction

Several models used in the computer-aided analysis of VHF
power amplifiers will be presented in this chapter together with ex-
perimental techniques useful for obtaining the model parameters.
Many of the elements present in the models were suggested by obser-
vations of experimental amplifier behavior and by computer analysis
of tuned power amplifiers. Although the models and modeling proced-
ures will be presented here in a self-contained fashion, it was the in-
teractions with the experimental and computed behaviors that
prompted the inclusion of many of the model elements and the
experimental techniques that are used for obtaining their quantitative

descriptions.

2.2 Introduction of Model

Quantitative analyses of physical processes require mathemati-
cal descriptions of the processes. The circuit models and correspond-
ing mathematical expressions chosen for representing the physical
behéuﬁor of VHF power amplifiers determine the facility with which an
analysis can be performed as well as the accuracy of the analysis.
Generally, we can expect to improve analytical accuracy by increas-

ing the size of our circuit and mathematical models. The anticipated

12
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price to be paid for improved accuracy is one of increased complexity
and time required for the analysis. An apparent practical limit to the
maximum size appropriate for a model occurs when further size in-
creases are found to produce insignificant changes in the analytical
results, or as a final size limit, when results of further model‘expan-
sions are lost in computational and measurement noises.

There are several popular large-signal circuit descriptions
of intrinsic transistor properties. Notable among these are the clas-
sical Ebers-Moll voltage-controlled model (Ref. E1), the physics
oriented Linvill voltage-controlled model (Ref. L3), and the mathe-
matical charge-controlled description of Beaufoy-Sparkes (Ref. B1).
For a consistent set of approximations, these models can be shown to
be mathematically equivalent (Ref. K1); however, because of the dif-
ferent choices in the controlling independent variables, computational
differences in dynamic ranges and severities of nonlinearity in various
operating regions can affect the computational advantages of one model
relative to another (Ref. M1). Neglecting these computational differ-
ences between the models, a lumped charge-controlled time-domain
model is selected initially because it closely resembles the physical
process and also lends itself to a succinct circuit representation.
This model can be considered as the basis for the formulation of all

the other model forms to be presented. The notation used for the
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charge-controlled model1 (Fig. 2.1) of an intrinsic NPN transistor

and its defining equations (Eqs. 2.1 - 2.4) are basically those of Ref.

P2.
q . q . . .
i = +0dp + ™ + Qqp - C Vo = C VArn:
B TBF F TBR R EDEP 'E'B CDEP C'B
(2.1)
dp ( 1 1 ) . .
il = — -Qp (— + — ] - g, + C Vs (2.2)
COL " R " "BR R CDEP C B
-AV
_ E'B' ;
-AV
_ - C'B'
dp = QRS (e - 1) | (2.4)

These equations result from the solution of a lumped representation

of a one-dimensional, field-free, diffusion equation approximating
minority carrier motion in a narrow base region of a junction transis-
tor. Approximations of space charge neutrality, no carrier recombina-
tion or generation in the space charge region, and no potential drops
except at the junctions have also been made in thé derivation of these
charge-contpolled equations.

The junction depletion layer capacitances, CEDEP and

1The elements S and SF are termed the forward and reverse
y.

charge stores- respectlve A charge store is defined as an electri-
cal element with the property that the store potential is always zero
and the current through the store is equal to the time rate of change
of the stored charge.
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F S
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.H)l
dp _
+ 'E'B'
CEDEP e
EY
ig" 7 ) tAp * R +aR"CEDEPsETy"CCDEPsCWT
BF "BR

q
.+ _ _F 1 1 ) )
'‘co. T 72 T %% (T t T ) aR * Cepep Ve'B!

F R BR
-AV
_ E'B'
Up Qpg (e - 1)
-AV
_ C'B'
9Gg = Qg (e - )

Fig. 2.1. Intrinsic charge-controlled model of NPN transistor
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C CDEP are appended to the intrinsic model after the solution of the
diffusion equation to account for the energy stored in immobile
charges in the space charge regions (Ref. P2). A base spreading
resistance RBB is often added also to simulate ohmic potential drops
that result from transverse majority carrier motion in the base re-

gion (Ref. P2).

2.3 Determination of Model Parameters

In order to make the model useful for numerical computations
relating to a given transistor type, experimental methods can be em-
ployed to determine the numerical values and behaviors of the model
parameters to describe the specific device. The parameters required

for completing the intrinsic charge-controlled model description are:

Op, Op't common base dc forward and reverse

current transport factors

e TR recombination time constants for emitter-
base and collector-base junctions

QFS’ QRS: saturation charge constants for the emitter-
base and collector-base junction behaviors

CEDEP ) CCDEP: emitter-base and collector-base depletion

layer capacitances

. - mq
A exponential constant KT
RBB: base spreading resistance
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with

. 2 F T
BF I—aF F
(6
TBRél—Io{z R

R

There are various methods that can be used to determine the required
parameter values from experimental measurements of device behav-
ior. The following techniques have been used to establish parameter
values for a type 2N3866 VHF transistor.

2.3.1 a_, and o, From Curve Tracer Measurements. The

F R

device forward and inverse current gains BF and BR can be deter-

mined over a wide range of current-voltage operating conditions with
conventional curve tracer measurements (Ref. H3, Chapter 7). The
common-base current gains are then obtained by applying the simple

B

relationship a = Bl =1 - B—wltl_. . Quite often, however, problems
with oscillations, excessive power dissipations, junction temperature
variations, and accuracy preclude the use of this simple measurement.
Iﬁ such instances more specialized direct or pulsed measurements may
be required, but for present purposes the curve tracer measurements
are adequate. Figures 2.2 and 2.3 show the results of forward and
inverse beta measurements of three 2N3866 transistors over a wide

range of collector and emitter currents. Figures 2.4 and 2.5 illus-

trate the effects of junction potential variations for one of the transistors.
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For transistor #1 in the relatively large region 20 ma < ICOL <

150 ma, 5 volts < VCE

Approximating BF as a constant, 80, in this region leads to the

< 15 volts; we find 70 < Bp < 90.

value Op = 0.988 which will be used in the computer simulation

studies. Similarly for 20 ma < I, < 150 ma, 0.5 volts < Ve

E C
< 2.0 volts, we find 1.5 < Pr < 2.0 and approximate ap ® 0. 667.

2.3.2 Charge Parameters Determined with Pulse Transient

Measurements. A useful method for determining the time constants

of a charge-control model has been proposed by Hegedus (Ref. H6).
This method employs pulse transient téchniques to identify the time
constants of the model and to determine how they vary with regard to
terminal voltages and currents. Basically, the technique separates
the effects of the two junctions by selectively forward biasing one of
them while reverse biasing the other. For example, if the emitter-
base junction is forward biased and the collector-base junction is re-
verse biased, the predominant charge stored in the base region is Ap>
and R and dR may be neglected. Thus, the charge-control equa-

tions can be approximated by

Q. a

. R . . .
i = + q + —— + q - i - 1
B BF F BR : CEDEP CCDEP
q
~ F X
~ . T4 " Ic - Ic 2.5)
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COL TF R TR TBR R CCDEP
q
z;+% (2.6)
F CDEP
where
dv (t)
. E'B'
i t) = C Vorgt) ——
CEDEP EDEP ' E'B dt
av ., (t)
Ic ®) = CcpepVorp?) Cd]?
CDEP

If a pulse of collector current is stimulated by an emitter excitation as

indicated in Fig. 2.6, the resulting base current (ii3) will be com-

/

posed of a static term which is the recombination current (

qF TBF) )

and two transient terms: one to build up the stored base charge (qF)

and a second to charge the depletion layer capacitances (iC ,
EDEP

i ) . Integration of the base current transient terms yields the
CCDEP _

base charge stored in the base and depletion layer regions, viz.

Fig. 2. 6. Charge storage measurement
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1
Q = [ i, dt
Bstored transient B
= [apat- [ig dt - [ g dt 2.7)
EDEP CDEP

With the measurement technique used, the collector-base voltage

(v ’B’) is held constant so that the iC term can be neglected.
CDEP
As a result '
Q ® qp + Q ' (2.8)

Bstored F CEDEP

with
A .
QC = - f i dt

EDEP transient CEDEP

Combining Eqs. 2.6 and 2.8 results in an expression that relates the

stored charge linearly to the collector current.

Q ~ T 4! + Q (2.9)
Bstored F CoL CEDEP
(forward region)

Similarly by reverse biasing the emitter-base junction and exciting a

known pulse amplitude of emitter current we get':

i, dt means integrating the two transient terms of the
transient
total base current and excluding the static term. Refer to Appendix A
for details of the related experimental technique.
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Q r 75 1L + Q (2.10)
Bstorea R E Ccpgp
(inverse region)

The experimental procedure for determining QB involves
electronic integration of the transient base current waveform for var-
ious levels of steady state collector current (Appendix A). A plot of
this stored charge versus the collector current (Eq. 2.9) will then re-
veal the time constant (TF) as the slope and the depletion capacitance

charge (QC as the intercept.

)
Expeiﬁgial measurements of stored charge have been taken

at various values of current and junction potentials for the three 2N3866

transistors. The results are shown in Figs. 2.7 and 2.8. For the for-
ward bias measurement the straight-line relationship predicted theo-

retically is seen to occur experimentally in the region of collector

currents from 10 to 200 milliamperes. In this region the slope, 7
10

F b
is found tobe 1.1x10 ~~ second. In the region of higher

collector currents the value for 7., increases rapidly whenever the

F
current exceeds a threshold value dependent on the external collector-
base bias potential. This rapid increase in time constant can be at-
"tributed to saturation of the intrinsic collector-base junction due to a
resisfive potential drop in the bulk collector region. For example, the
knee of the stored charge curve for transistor #1 with a bias voltage of

10.0 volts occurs at a collector current of approximately 200.00

milliamperes. From this behavior we might infer an effective collector
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bulk resistance of 50.0 ohms. Conversely, the absence of such sat-
uration effects in the inverse measurement implies that the emitter
bulk resistance is less than 0.5 volts/350. mA or 1.4 ohm. Further
consideration of these bulk resistances will be given in Section 2. 5.‘3.
From the measurements in the inverse region of transistor
operation the reverse charge time constant, 7, appears to be

8 second for emitter currents less than 80.0 milli-

8

5.29x10

amperes and decreases to 2.56x 10 ° second when the emit-

ter current exceeds 100.0 milliamperes. For convenience single

10 ona 7 = 2.56x10_8) will be taken as

R

representative of the 2N3866 device behavior in the operating regions

values (TF =1.1x10

anticipated for the large signal simulations.

2.3.3 A, QFS’ and QRS from DC Behavior of Junctions.

The steady-state base current I fo! resulting from an applied base-
collector potential Vb'c' with an emitter current of zero can be ex-

pressed from Egs. 2.1 - 2.4 as

(1 -a )Q AV 1At

Lo - a};“"}: i (e ble -1) @2.11)

I' =0 LR

e

Similarly, for the base-emitter junction
(1 - 0O )Q AV 1ot /
Lo = e (e ble’ 1) (2.12)

1. FF

IY

coL™d
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For forward bias junction potentials greater than 100 millivolts,

AV 1. In this region, for example,

L, , T.
in bcaRR ~ AV

(1 - apop) Qpg

bt (2.13)

and semi-logarithmic plots of the characteristics for the emitter-base
and collector-base junctions are expected to be straight lines with
slopes of A .

Experimental data1 for a 2N 3866 transistor are plotted in Fig.
2.9 and the slopes of both the base-collector and the base-emitter
characteristics indicate a A value of 21. 3 (volts_l) suitable for base
currents greater than 500 microamperes. For base currents less

than 500 microamperes, the slope changes to suggest A = 29.3

(volts™ 1)

Evaluation of and QFS can be made by substitution of

s
experimental I-V data points into Eqs. 2.11 and 2.12.

I 140 T. "A-V tat -
Qra * b'c"R'R e ble = 1.16x10 18 coulomb

RS (1-a )
FR Vb,c,=0.796 volt

Ib'c' =10 mA

1For this data it is assumed that the junction potentials were the same
as the potentials applied to the device terminals; i.e., for the low cur-
rent levels involved, ohmic potential drops in the bulk semiconductor
material can be neglected.
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- 2N3866 #1
10 ~
: Slope = 21.3
(feor' *9)
=
E 1
e
0.1
1
b2/ )
In ( 1b1
———— = 29.3
‘vb.e.1
0.01 : ! ! 1
0.5 0.6 0.7 0.8 0.9 1.0

Vb: . and Vb’é (volts)

Fig. 2.9. Static behavior of junctions
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-AV, ., , 91
= 4.66x10 coulomb

Vv o =0.808 volt

bY

Ib’e' =10 mA

10

with ap =0.988, aR=oxm7,TF=1Jx16 , =256xﬂf{

R
A=21.3.

2.4 Numerical Difficulty with Charge Controlled Model

Computer analysis using the charge controlled transistor model
of Fig. 2.1 is subject to a numerical difficulty--the dynamic range of
the charge variables can exceed the dynamic range of the computer.
This difficulty is easily illustrated by a simple example.

For the IBM 360/67 machine the smallest argument permis-
sible for computing natural logarithms is on the order of 10-70 .

Recalling the form of an equation for one of the junction potentials,

q
e.g., Vgpigr = -(1/X) n <1 + ——F—‘-) , we see that the largest reverse

Qs
bias potential that can be computed is limited by the argument of the
natural logarithm. In this example, the machine limit of 10—70 for

the argument corresponds to the largest reverse bias potential that

can be handled directly. This limit on the potential would be

-70
VEig! = gn_(IOA__) = 4,025 volts
max -

reverse

For typical class C amplifiers we expect to encounter reverse
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junction potentials well in excess of this 4 volt 1imit_, and some tech-
nique must be employed to overcome this limitation. Several circuit
modifications and the related numerical modifications to extend the dy-
namic range of the charge control model are suggested in the fqllowing

three sections.

2.4.1 Numerical Approximation with Shunt Resistance. As

one possibility for overcoming the numerical limit to the reverse bias
‘potential, consider shunting each semiconductor junction with a large
resistance as the numerical logarithmic limit is approached. Using a
single diode junction for an example (Fig. 2.10), the equations to be

solved under forward bias and small reverse bias conditions would be

C (v)
DEP - q .
B CEEYCN] (2.14)

(2.15)

<

1l
e
z
)

o}

H

+

:OI.Q
S

j =5 2.16)

Now suppose we choose a small limiting value of the logarithmic argu-

ment, €, which is slightly larger than the machine limit.

q
N LIM 70

> 10
Qs

This corresponds to determining a limiting value for reverse bias potential.
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Fig. 2.10. Diode with shunt resistance to avoid numerical limit

*Y
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\' = - = (n(e)

1
LIM A
When this limiting potential is exceeded in the computation, the diode

equations can be approximated as:

C v) R .
DEP LIM q = N i (2.18)
T T
R
_ 'LIM
v = — a4+ Vi (2.19)
Va -V
i = (2.20)
S
where
AQ q
ov S LIM
LIM = .9 T ( Qg
T
VLM
and

apm © Qe 1)

This procedure is illustrated graphically in Fig. 2.10 and provides an
effective method for extending the computational dynamic range of the

charge control model.

2.4.2 Numerical Approximation with Shunt Capacitance. As

an alternate procedure we could switch in a limiting value of shunt
capacitance instead of the shunt resistance (Fig. 2.11). : In a manner

similar to that used for the shunt resistance, we define a capacitance
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4 > dpm a4 <dpmm
AL + o—
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- | ji Crim
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q
-
— VLIM
s Q I "
1
®

Fig. 2.11. Diode with shunt capacitance to avoid numerical limit

%

C =
LIM vL M

(2.22)

and when the limiting potehtial is exceeded, we are left with the equa-

tions

Cym* Cpep™)

a q =1i - (2.23)
AQg (1 L)
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a
v = + V (2.24)
CLIM LIM
Va~- V
. S
i = (2.25)
Rg

2.4.3 Transformation to Voltage-Control Model. A third ap-

proach that can be used to circumvent the numerical diffi‘culties in-
volved in dealing with large reverse-bias potentials with the charge-
control model is to transform the charge-control equatiohs to an
equivalent set of voltage-control equations and to shift the state var-
iables from charge to voltage. This change of controlling variable
from charge to voltage is demonstrated in Appendix B and results in
the intrinsic voltage controlled transistor model described by Eqs.

2.26 - 2.31 and illustrated in Fig. 2.12.

in = (1-ap)ip- CEDIFF {,E,B, + (1 - op) iR
- CcprFF ‘.’C'B' - CEpEP ‘.’E'B' - CepEp ‘.’C'B' (2.26)
icor, = % 'r~ v * Ccorrr Yo' * CcpEP Yo'B (2.27)
g = onFTS (G-ME'B' - 1> (2.28)
F 'F

Q “AVAint
i - _BS (e C'B -1) (2.29)



C
CDIFF| + | |
1 Ve , -
Ccper it >1.c'B @ °F'F
i
Rpp : R
B iy’ B ™ i
i F
CepEP A o FE Vpip: “R'R
EDIFF| +
—e
i 1
l .
E'
o . ° ) . °
ig" = (-op)ip- Copipp VEg' * U1-9R) ig - Coprrr Vo'm!
[ ) [ )
- Cepep VE'B' - CCDEP VC'B!
. '_ . - . .
icoL © %rlr - g * Coprrr VerB' * CepEP VOB
. _ Srs (e'”E'B'_ )
F aF ’I'F
. Qg ("”’C'B' )
R - T € -
-~ %RR
-AV
) E'B'
Cepirr = *Qpgs ©
—AVC'B'

CcpiFrF = *Qgg ©

Fig. 2.12. Intrinsic voltage controlled model of NPN transistor
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AV
) E'B'
Cepirr = *Qpg© (2.30)

-)\VC,B,

CDIFF -~ *Qpg® (2.31)

I

C

This model is essentially a dynamic Ebers-Moll model and as men-
tioned previously is mathematically (but not computationally) identical
to the charge controlled model. The parameters have been left in the
form of the charge parameters to enhance the relationship between the
two models. This transformation from charge control variables to volt-
age control variables for the transistor model provides a useful method
for achieving the numerical range required for analyses of large signal

amplifiers and will be used for the analyses considered in this study.

2.5 Extended Voltage Controlled Transistor Model

In order to account for several important large-signal and high-
frequency characteristics of VHF power transistors not contained in
the intrinsic transistor models, the intrinsic model has been extended
BB’ “cc’ REE’ VEE’

and controlled avalanche current elements (i A’ C A)'

by the addition of fixed extrinsic elements (R
CEB’ CCB’ CCE)
The resultant extended voltage controlled transistor model (Eqs. 2.26

- 2.35 and Fig. 2.13) is a nonlinear wideband description of a NPN

transistor.

) JE
CEDEP = + CFE (2.32)
(VZE + v

g



pip
B
1lc
apip i, fCA T CE
Rpg
Leg
E
it = (1-ag)i,-C Vg + (1 - a0) i
B F''F~“Ep oo 'E'B R’ r
- CcprFr Ye's' ~ EpEp VE'B' - CCDEP VC'B'
' — . - . *
ico = %rir - R * Ccprrr Ye'p' * CepEP Vo'B!
. (e"“’E'B' ) )
F aF TF
e (en )
R aR TR
=V
. E'B'
CepIFF = *Qpg e
-Av
_ C'B'
Ccpirr = *Qpse ‘
c
) JE
CepEP - vg * CFE
(VZE+VE,B,)
C
- Jc
Ccpep + C
(VZC + vy 0y) © FC
c'B')
. _ Srs [ 1 1] c .. Fla
A a_ T Ny~ " YA TV, SV
F F 1-(vE,B,/vA) A EB

Fig. 2.13. Extended voltage controlled model of NPN transistor
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_ JC
CCDEP = VC + CFC (2.33)
(VZC+VC,B,)
Q
. FS 1 -~
iy = 5= N - 1 (2-.34)
FF e o/ V) 2
E'B"Y "A
7.1
F A
C,= . (2.35)
A VA VE,B,

The expressions for the depletion capacitances (Eqs. 2.32 and 2. 33)
apply to the intrinsic model as well as this extended model. Experi-
mental determination of the depletion capacitance and the extrinsic
element parameters is considered in the following sections.

2.5.1 Model Capacitances. Neglecting the avalanche capaci-

tance, 1 the emitter-base and collector-base capacitances each consist

of three components:

C. =¢C

E EDIFF * ©

EDEP * CECASE (2.36)

C,. =C

C cpirr T ©

C

cpEP * CCCASE (2.37)

diffusion components, depletion layer components, and fixed mounting

or case components. Small-signal low-frequency measurements of

1The avalanche capacitance, C,, is an artificially introduced element

to be discussed in Section 2.5.2, and as such it has no effect on the
device capacitances under consideration here.
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these total capacitances of a 2N 3866 transistor as functions of the
junction potentials led to the behaviors illustrated in Figs. 2.14 and
2.15.

2.5.1.1 Package Capacitances. The capacitances CEB )

C CB’ and C CE represent the fixed interelectrode capacities of the

transistor package. Their values can be determined directly by open-

ing the device package, disconnecting the internal bonds to the chip,
and making low frequency measurements of the remaining package
capacitances. A set of package capacitance measurements of a 2N3866
type TO-5 case made with a General Radio 1215A Capacitance Bridge

yielded the values

CEB = 0.16 pF
CCB = 0.26 pF
CCE = 0.26 pF

With the interelectrode capacities determined, equivalent case capac-
ities can be subtracted from the total capacitances as indicated in Figs.

2.14 and 2.15. For this subtraction we have defined

C..C
| A ce cB
C = C + = 0.29 pF
ECASE EB " T_,+ Cop
C...C
A cE“EB _
Cccase - CcBt e o = 0-27pF

CE EB
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Fig. 2.14. Components of emitter-base capacitance of 2N3866
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Fig. 2.15. Components of collector-base capacitance of 2N3866
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The remaining capacitances in Figs. 2.14 and 2.15 are attributed to
the junction diffusion and depletion capacitances.

2.5.1.2 Diffusion and Depletion Capacitances. Analytically

the diffusion capacitances have been modeled with exponential voltage

dependencies,

AV
) E'B'
EDIFF - *Qpg® (2.30)

-AV
) C'B'
Cepirr ~ *Qpg © (2.31)

and the depletion layer capacitances are usually modeled by fractional

power inverse voltage dependencies.

C
_ JE
CepEp = >+ Crp 2.32)
(Vyg + VEigy)
C
B Jc
Copep © el Crp (2.33)
(Vg + Vorp?)

The parameters of the diffusion capacitances: A, QFS’ and QRS
(Eqs. 2.30.and 2.31), have been determined in Sectioh 2.3.3.

2.5.1.3 Limiting of Depletion Capacitances. Before estab-

lishing the parameter values for the depletion capacitance expressions
(Egs. 2.32 and 2. 33) we find that they must be modified slightly to

model the behavior under forward bias conditions. Using Eqs. 2. 32
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and 2. 33 directly for transistor simulation would reveal that the de-

pletion layer capacities are modeled very well for reverse and small
forward bias conditions, but they are not valid as VE'B' approaches
—VZE Or as Vg approaches -VZC in the forward bias regions.

The measurements of C_, and CC (Figs. 2.14 and 2.15)

E
for both forward and reverse bias show that CEDEP does not become
very large és VeI approaches -VZE nor does CCDEP increase
without limit as Vorg! approaches 'VZC , but on the contrary, the
depletion capacitances ""limit'" at values which are rather low relative
to the diffusion capacitances in these regions. Using the semi-loga-
rithmic plots of the junction capacitance data (Figs. 2.14 and 2.15)
we can identify linear capacitance components in the forward bias -
region attributable to the diffusion capacitance terms. These com-
ponents (and the TO-5 package portion of the total capacitances) can
be subtracted leaving the capacitances due to the depletion layers.

The maximum values of these components (Figs. 2.14 and 2.15) are
used to establish limiting values, AELIM and ACLIM , for numeri-
cal computations involving the arguments, (Vyp + Vgigr) and

(VZ‘C + VC'B’)’ in Eqs. 2.32 and 2.33. E.g.,

1/y
c E

- JE (2. 38)

EDEP ~ CFE
max

AELIM C
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1/ Ye
Cic
A = (2.39)

CLIM CCDEP - CFC

max

Adding the "limiting" requirements to the emitter-base and collector-
base depletion capacitances has led to the following expressions for

computer simulation of the depletion capacitances:

CJE
CEDEP(VE'B’) = e + CFE | (2.40)
where
Ve + V
AE(VE, ') 2 Supremum E'B ZE
B A
ELIM
C
_ JC
CeprplVep) = e Crc (2.41)
[Acaigh]
where
Vaigr +V
A (Vayay) 2 Supremum C'B zC
C'C'B A
CLIM

2.5.1.4 Determination of Depletion Capacitance Parameters.

Since the diffusion capacitances rapidly become negligibly small for

Ve > -0.4 volts and Verp! > -0.4 volts; it is natural to measure
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the junction capacitances under reverse bias conditions in order to
determine the parameters for the depletion layer capacitances.
Characterization of the emitter-base and collector-base depletion
capacitances are thus provided conveniently by low-frequency juncf
tion capacitance measurements under the desired reverse bias condi-
tions. Experimentally measured characteristics of the transition
capacitances of three 2N3866 transistors are plotted in Figs. 2.16 and
2.17. The problem that remains is to extract the constants (C 7 VZ’
Y, CF) from these experimental curves.

If the capacitance relationship is reorganized as

s

Cv)-C,, = —>
(VZ + v)”

F
and the logarithm is taken

fn[C(v) - C = -y In[VZ + v] +0nC

y 5

the result is in slope-intercept form as illustrated in Fig. 2.18a.
With the assumptions that VZ is small compared with the largest

reverse bias voltage, v, and that C_ is small compared with the

F
largest C(v) measured, a logarithmic plot of experimental C-v
~data will appear as indicated in Fig. 2.18b. Thus, if a logarithmic
plot of the experimental data is made, VZ and CF values can be

determined graphically as those values that shift the experimental

data to a straight-line plot on log-log graph paper.
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This graphical procedure is illustrated in Fig. 2.19 where the
experimental collector-base capacitance data were first shifted to the
right by an amount VZC = 0.5, and then shifted downward by an
amount CFC = 1.7 pF . The resulting plot is a straight line whose -
slope gives a value of Yo = 0.474. The value of CJC is read from
the final straight-line plot as the value of CCDEP' when VeB is
1.0 volt, and, in this example, C jc = 3.41 pF . Returning to Fig.

2.15 we find

C 14.5 pF

CDEP
max

and from Eq. 2. 39 we determine the limiting argument for the collec-

tor-base junction to be

ACLIM = 0.0625

Summarizing the results for the collector-base depletion capacitance,

we have

CJC = 3.41 pF
Cpc = 1.7 pF
ife = 0.474
VZC = 0.5 volt

A = 0.0625 volt

CLIM
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Repeating this graphical procedure for determining the emit-

ter-base transition capacitance parameters yields

CJE = 10.4 pF
CFE = 0.1 pF
YE = 0.314
VZE = 0.8 volt
AELIM = 0.06 volt

2.5.2 Emitter-Base Avalanche Description. The controlled

avalanche breakdown source and the associated avalanche capacitance
are additions to the intrinsic portion of the usual transistor model.
Their inclusion in the model has been prompted by measurements of
an experimental class-C amplifier. It was observed that under condi-
tions of static reverse bias emitter-base potential and large signal ex-
citation, the average base current can be in a direction opposite to the
normal direction for forward bias. An explanation for this reversal
of the average base current direction at large signal excitation ampli-
‘tudes is the occurrence of avalanche breakdown of the emitter-base
junction whenever the total emitter-base potential exceeds the tran-
sistor's emitter-base breakdown voltage. The additions of the avalanch
current source, i A’ and an avalanche capacitance, C A were made to
the intrinsic model to account for these avalanche effects. It has been

assumed that the majority carriers injected into the base region during
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avalanche conduction récombine sufficiently fast so that their associ-
ated storage effects may be neglected. This assumption has been
supported by small signal measurements of avalanching junctions.
Measured emitter-base impedances in the avalanche region were found
to be slightly inductive with Q's of less than unity for frequencies up
to 100 MHz. In addition, it is assumed that avalanche carriers injec-
ted into the base are not coupled to the collector, i.e., the collector-
base junction will be assumed to be reverse biased when the emitter-
base junction is avalanching. Thus the majority carriers (holes)
injected into the base region by emitter-base avalanche will be repelled
by the electric field at the reverse biased collector-base junction.

The voltage dependent forms for these avalanche elements

are chosen to be

Q
By o= o 1 -1 (2.42)
o T N
F F 1- (v VA) A
£y
K, 7.1
CA = ______VA_F A (2.43)
A" VE'B'

The form of Eq. 2.42 is often used to describe the behavior of aval-
anching junctions (Ref. P3). The capacitance C A does not model an
experimentallyv observed effect; it was introduced artificially to over-
come excessive integration times in the numerical simulation program.

The capacitance C A is given a voltage dependency to make the time
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constant of the avalanching junction large enough to avoid numerical
difficulties (excessive computation times) without changing the com-
puted results.

Experimental observation of several 2N3866 transistors has
indicated unit-to-unit variations and departures from the analytical
form of Eq. 2.42 for small avalanche currents (less than 1 mA). For
larger currents, however, the characteristics of all the devices are
well modeled by Eq. 2.42. The only significant variation from unit to
unit is the value of the avalanche voltage, V A This value is easily
established from static measurements in the avalanche region; a
typical value for a 2N3866 is 6.2 volts.

Computer analyses of a class C amplifier, using the extended
model for a 2N3866 transistor, showed the amplifier behavior to be
relatively insensitive to the value chosen for the exponent N A Values

of N, from 2.0 to 6.0 have no perceptible effect on the computation

A
times or the computed results, and a value of NA = 4.0 was chosen
as the representative value for a 2N3866.

Several values of the avalanche capacitance weighting constant,
K A Were tried in numerical analyses of the class C amplifier. K A
controls the time constant of the emitter-base junction during avalanche.
If this time constant during avalanche, 7 A is allowed to become much
less than the recombination time constant for emitter-base minority

carriers, Tpo computation times for the numerical integration become

excessive. It has been found that constraining the avalanche time
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constant such that g <7 A < ZTF will prevent the integration diffi-
culties associated with widely separated time constants; at the same
time T A will be small enough that the computed results will be unaf-
fected. As 7 A

approaches a limiting minimum. Hence 7 A values greater than ZTF

is increased toward ZTF, the computation time

were not tried as these larger time constants are not expected to re-
duce computation times, and such large artificial time constants would
reduce the acvcuracy of the simulation. In conclusion, as long as the
avalanche time constant does not alter the dYnamic behavior of the
amplifier, its value c;a.n be increased to avoid the numerical difficul-
ties associated with very small nondominant time constants (Refs. Gl1,
C2, C3, R3).

The values chosen for the bulk of the computer simulations of

the emitter-base avalanche behavior are summarized below.

VA = 6.2 volts
NA = 4.0
KA = 1.0

2.5.3 Extrinsic Resistances.

2.5.3.1 Initial Estimates of R The extrinsic resist-

BB*
C’ and REE (Fig. 2.13) were added to the intrinsic

ances R R

BB’ "C

transistor model (Fig. 2.12) to approximate the resistive potential

drops in the bulk semiconductor regions of the transistor. Values for
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the base spreading resistance, RBB’ can be estimated from small
signal Vie data and collector-base time constant data. A standard
technique for estimating the value of the extrinsic base resistance is

to measure the transistor input admittance Yie at high frequencies

(Ref. E2, p. 118). Then

1
R R —_—
BB Rely, | f

M

where f, is the frequency at which Im [yie] =0.

From published technical data for a typical 2N3866 (Ref. S1) we find

1
RBB = m = 20.0 Q
f = 250 MHz
Vce =15 volts
ICOL = 80 mA

The same reference source for the 2N3866 gives a typical high

frequency figure of merit, RBB CCBO’ as

Rpp CcBO

1

8.0 pico second
\'4 =10 volts

ce
ICOL =20 mA

with

CCBO = 2.0 picofarad
VCB =10 volts
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This data implies

RBB = 4.0Q

The wide disparity between these two values of R (20.0 and 4.0 Q)

BB

prompts additional measurements to establish a satisfactory value for
the large signal model. Such measurements are considered in Sec-
tions 2.5.3. 3 through 2.5.3.7.

2.5.3.2 Initial Estimates of R and RE In the pulsed,

CC

charge storage measurements to determine TR

abrupt changes in stored base charge were observed for large collec-

-
and N (Section 2.3.2),

tor and emitter currents. This break in the stored charge character-
istics was attributed to saturation of the intrinsic semiconductor junc-
tion. This saturation effect was found to be voltage dependent and was
caused by potential drops in the extrinsic collector and emitter resist-
ances. From the charge storage measurements the bulk resistances

may be estimated as

R ~ 50.0 Q

CC

REE <1.4Q

An additional guide to the value of RCC was provided by observed
waveforms of a 100 MHz amplifier (Section 5.2) and preliminary
simulations of the amplifier (Section 5.3). These simulations

indicated that approximately 10.082 of extrinsic collector resistance
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would be required to bring the experimental and computed collector
voltage waveforms into agreement.

2.5.3.3 Saturated Resistance Measurements. In order to

resolve the values of RBB’ RCC , and REE further independent
measurement techniques were considered. To the extent that the bulk
resistances of the emitter, base and collector regions can be modeled
adequately as single-lumped resistances, it should be feasible to iso-
late these resistance effects with low frequency measurements. By
biasing the transistor in the saturation region as indicated in Fig.
2.20a, and considering the small signal behavior to be represented by
a Y connection of resistors as in Fig. 2.20b, the bulk resistances

R R and R can be determined by measurements of ter-

BB’ "'CC’ EE

minal resistances at various levels of bias current. The results of

this procedure for measurement frequencies of 1 kHz to 100 kHz are
shown in Fig. 2.21. As expected the total branch resistances are

found to vary inversely with current for small currents. At the higher
current levels, the bulk resistances are expected to dominate the total
branch resistances and thus can be separated from the total resistances.
'Values of Rpp < 1.0Q, R,~<0.4Q and Rpp $0.55Q can be in-
ferred from Fig. 2.21. These values are much smaller than expected
on the basis of previous information. These low frequency measure-

ments do not seem to be representative of the values that should be

used to characterize the transistor at higher frequencies.
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One possible reason for the surprising difference between
resistance values measured at low frequencies and those inferred from
the small-signal high-frequency data, charge storage results, and
amplifier measurements might be that these resistance values are
frequency dependent at the higher frequencies. For this reason an
equivalent set of saturated resistance measurements were made in the
VHF frequency band. For these measurements the transistor junctions
were again forward biased, and the small signal terminal impedances
were measured with a General Radio 1607A Transfer Function and Im-
mittance Bridge (Fig. 2.22). The terminal impedances were separated
into three equivalent Y-connected impedances ZBB’ ZC oL and ZEE .
The real components of these impedances, for a 100 MHz measure-
ment frequency, are plotted in Fig. 2.23. From these plots we might
estimate saturated bulk resistance values of R, =.42Q, RCC =

BB
.24Q, and REE = .35Q . These values are of the same order as
those determined at low frequencies (Fig. 2.21) and again are too
small to correctly predict the observed behavior of the VHF power

amplifier as mentioned in Section 2.5.3.2.

2.5.3.4 Experimental Observation of Saturation Charac-

teristics. The differences among the resistance values obtained by
the preceding measurements (summarized in Table 2.1) led to supple-
mentary investigations of the characteristics of the 2N3866 transistor

operating as a high speed saturated switch. The nature of the turn-on
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Description of Measurement - Element Values Determined
Vie Data RBB ~ 20.0Q
Collector-Base Time Constant RBB =~ 4.0
Pulsed Charge Storage Measurement RCC ~ 50.0 @
REE <1.4Q

100 MHz Class C Amplifier R ~ 10.090

Waveforms CcC
Low-Frequency Saturated RBB < 1.0, RCC S 0.4,
Resistances
REE < 0.55
High- Frequency Saturated RBB ~ 0.42, RCC =~ 0.24,
Impedances _
REE = 0.35

Table 2.1. Summary of extrinsic resistance estimates

characteristics of several transistors was observed by utilizing the
test circuit of Fig. 2.24. The saturation characteristics of several
2N3866 transistors all displayed a definite break in turn-on time con-
stant as the device entered the edge of saturation (Fig. 2.25). The |
collector voltage at which the break in turn-on time constant occurred
was found to vary rather linearly with changes in supply voltage, VCC ,
indicating that the phenomena can be explained by a linear (resistive)

effect. Thus the saturation characteristics may be used to establish
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Fig. 2.25. Turn-on characteristics of 2N3866
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effective resistance values, but these values should be dependent on

the length of time the device is expected to be in saturation. For
example, for a 100 MHz amplifier, the transistor switching duty fac-
tor can be expected to be about 40 percent or less; therefore, the tran-
sistor may be in saturation for approximately 4 nanoseconds. An aver-
age saturation resistance can be estimated from the results of the
switching test using an average saturation voltage observed during the
first 4 nanoseconds. For the transistor used in the RF power ampli-

fiers discussed in Chapters 5 and 6

R .= CeavE . R.' = 13.27 ohms (2. 44)
sat Vc c” \' ce avg L
-1 :
where ceavg 2 (2.42V + 2.95V) From Fig. 2.25d
(159)(50Q) .
! —
RL = W59)+ (508) From Fig. 2.24

This saturation resistance is much larger than suggested by the
saturated resistance values of Section 2.5.3.3. A discussion of the
transient behavior of the 2N3866 transistor is given in the next section
to resolve these differences in saturation resistance.

2.5.3.5 Effective Resistances Under Transient Conditions.

The 2N3866 is an NPN planar overlay type transistor with 16 separate
emitter sites. An illustrative cross sectional view of a portion of such a
transistor structure is shown in Fig. 2.26a. For our purposes we may
consider that the behavior of charge distribution is identical under each
of the separate emitters, and we can concentrate on the characteristics

of one such region remembering that the current flow through the total
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device will include a summed effect of the sixteen separate emitters.

The current distribution beneath any one emitter site is
adumbrated in Fig. 2.26b. There are several reasons for the non-
uniformity of the current distribution in the various regions of the
transistor. The principal reasons for this non-uniform current flow
are (a) current crowding at the periphery of the emitter-base junction
due to the transverse ohmic potential drop along the emitter-base junc-
tion which results from large transverse flow of carriers in the base
region under llarge signal conditions, and (b) the transverse potential
drop due to the distributed R-C structure of the base region resistance
and the emitter-base diffusion capacitance (Ref. C6, pp. 23-38). It
is this second effect of requiring majority carrier motion in the base
region to charge the diffusion capacitance (stored charge) that devel-
ops a non-uniform emitter-base bias whenever the emitter-base poten-
tial is required to change in a dynamic sense. As a result of this
dynamic effect, the edges of the emitter-base junction provide the
majority of the longitudinal carrier motion. As a net result it ap-
pears as though only a small portion of the total active transistor area
is responsible for handling the majority of the current during transient
conditions.

If we were to think of one emitter-base-collector portion of the
transistor as a distributed structure, and then model this distributed
structure as several discrete lumps, we would be led to an equivalent
transistor model as illustrated in Fig. 2.27. This structure excludes

any effects attributable to the package capacitances, inductances and
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contact resistances. The initial part of the base resistance, RBB ,
0

is a representation of the inactive portion of the base, that is, the por-
tion not beneath the emitter and not participating in the useful transis-
tor action. This resistance is normally small (10-50 ohms) for high
frequency transistors and is subject to drastic reduction (100:1 ratio)
due to conductivity modulation under conditions of high carrier concen-
trations associated with large static current levels. The lumped

equivalent resistances of the distributed active portion of the base

)
BB1 BBZ

ductivity modulation at high current levels and in addition can be

region, R R y e RBB , also become reduced by con-
n

expected to increase slightly at large reverse bias collector-base
potentials due to base width modulation. The equivalent collector
resistances and the equivalent emitter resistances are also current
dependent due to conductivity modulation, but the emitter resistances
are much smaller than those of the collector because of the relatively
high emitter doping concentrations. For our present purposes, each
section of the multi-lumped equivalent may be assumed to be identical.
If we now take our multi-lumped equivalent model for one
emitter-base-collector region and reduce its impedance levels by six-
teen,- we can account for the total current through the sixteen emitter
sites of the 2N3866 overlay transistor. In order to use this structure
in a practical package, small values of contact resistance, lead induc-

tance, and case capacitance are inevitable. A total representation of
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a 2N3866 type device is finally depicted in Fig. 2.28. (Approximate
values have been given by each element to indicate their relative mag-
nitudes only and should not be construed as precise descriptions of
the device.) This representation will form the basis for explaining.
the differences obtained in the saturated and transient measurements
of the equivalent terminal resistances.

With conditions of static bias the multi-lumped transistor
model behaves similarly to the single lump nonlinear model we have
been using previously. However, if the multi-lumped model is oper-
ated in dynamic situations such as presented by the switching test
circuit of Fig. 2.24, the effects of the individual lumps become more
apparent. Consider operating the multi-lump model in the switching
test circuit as the base drive conditions control the device from cut-
off, through the active region, and then into saturation. As the device
is brought into the active region a transverse potential drop occurs
because of the base cur-

across resistors R R

, Ry - -
BB,’ "BB,

rent flow through them. Because of this transverse potential, the

BB
n

first lump of the model, Q1, is more heavily forward biased than
succeeding lumps and thus is responsible for providing a dispropor-
tionate share of the total collector current. As the total collector

current increases with a time constant 7., the collector potential is

F 3
reduced at this same rate until the collector-base junction of the first
section is brought into saturation. At this point the base charge time

constant of this first section changes from approximately F to
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AT, + O

- s rl7p * AR TR)
S l-aFozR

In effect, further increases in base potential for this first section
must then be accompanied by large increases in charge stored in ité
collector- base diffusion capacitance in addition to the charges stored
in the emitter-base diffusion capacitance. Hence, the rate at which
the base transverse carrier flow can spread to the inner lumps is re-
tarded by saturation of the first lump. For the model chosen, this
change in time constant would occur at an approximate collector poten-

tial of

R + R

CcC EE
\' = V

ce cC R, + R + R
sat first lump 1 1

As the supplied base charge spreads from the outermost lump to the
innermost or last lump of the model, additional sections reach satura-
tion, reducing even more the rate at which remaining lumps can reach
saturation.

As viewed from the device terminals this spread of saturation
from the periphery to the inner portion of the active transistor would
}appear as a continual monotonic reduction in collector saturation re-
sistance from the time the first portion of the transistor reaches
saturation until the entire device has obtained a steady state saturation

condition. It seems reasonable that it is this distributed saturation
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phenomena that has led many designers of high frequency class C
amplifiers to state that saturation voltage for RF transistors increases
with frequency (Refs. L2, T1).

2.5.3.6 Validation of Multi- Lump Model Transient Be-

havior. Measurements of the turn-on characteristics of several other
types of transistors were performed with the same test circuit as used
for the 2N3866 (Fig. 2.24). For the devices observed, overlay and
non-overlay planar types, not all displayed a pronounced time con-
stant change at these current levels, and it is not clear as to what
geometries and construction techniques will produce devices with the
pronounced change in time constant as saturation is approached. In

particular, a type 2N918 transistor did not exhibit a double time con-

stant in its turn on characteristics (Fig. 2.29), and this type device
was chosen to generate an artificial break in time constant by con-
structing a two-lump equivalent circuit (Fig. 2.30). This equivalent
circuit was used to demonstrate the ability of the chosen lumped model
form to predict a double time constant turn-on characteristic similar
to that observed for the 2N3866 (Fig. 2.25). The results of the test
with the equivalent two-lump transistor formed from two 2N918's are
shown in Fig. 2.31, and as can be seen, a clear break in time constant
was produced by the circuit.

Returning to the multi-lump representation for the 2N3866 (Fig.

2.28) we can consider the effects of applying a static forward bias to
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Horiz : 1 ns/cm

Fig. 2.29. Turn-on characteristics of 2N918
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Fig. 2.31. Turn-on characteristics of two-lump equivalent
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the two junctions and measuring the remaining resistances. Not only
do the separate collector (and emitter) bulk resistances become par-
alleled, but their values are also reduced to a very minimum by con-
ductivity modulation. As a result, the predominant reéistances
remaining in the base, collector, and emitter circuits are those at-
tributable to the contact resistances. These are the resistances that
were measured at low and high frequencies under conditions of large
forward static bias current. With this multi-lump model, it is clear
why the transient measurements yielded equivalent resistance values
that were much larger than the resistances measured during static
forward bias.

2.5.3.7 Selecting Equivalent Resistance Values for Single

Lump Models. The main purpose of the various resistance measure-

ments has been to establish suitable values for use in the wideband
nonlinear transistor model (Fig. 2.13) used in the computer-aided
circuit analysis of VHF power amplifiers. For class C operation in
the VHF range, a transistor will be in saturation for only a few nano-
.seconds. During this short saturation time the device characteristics
ére best described by the resistances occurring just after the break
in t‘he initial turn-on time constant.

A final set of equivalent resistance values for the single lump

nonlinear model have been established in the following manner:



75

Due to the high conductivity of the emitter region _the emit-
ter contact resistance is responsible for most of the emitter
resistance. Also under transient "turn-on" conditions, the
emitter-base jﬁnction is expected to become forward biased
before the collector-base junction. Thus the emitter-base
charge distribution will approach a steady- state distribu-
tion prior to device saturation. As a result, REE can be
estimated from the average of the values obtained at low
and high frequencies (Section 2.5. 3. 3) with static forward

bias.

_ (0.56 + 0.35)
EE 2

R = 0.455 @

An average saturation resistance, Rsa , of 13.27Q was

t
estimated from the switching test measurements (Eq. 2.44).
The effective collector resistance can be estimated from

this saturation resistance value.

RCC = Rsat- REE = 13.27 - .455 = 12.82 ohms

The curves of saturated resistance values as a function of
bias current (Figs. 2.21 and 2.23) indicated that the ratio
between the collector resistance and the base resistance
remai;ls fairly constant over a wide range of bias currents.

This ratio can be used to estimate the value of effective
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base resistance under transient conditions based on the

effective value used for the collector resistance.

Ree

BB [R /R
( Ccsat BBsat)

These final values

= 12.82/(.572) = 22.45 ohms

R

RBB = 22.45 Q
RCC = 12.82
REE = 0.455 Q

are used in the computer-aided analysis of typical VHF

amplifiers to be discussed in following chapters.

2.5.4 Emitter Lead Inductance. A 2N3866 transistor is con-

structed with approximately 0.109 inch of one mil wire connecting the

emitter tab of the semi-conductor chip to the emitter lead of a TO-5

package. An emitter lead self-inductance due to this wire can be

estimated by the relationship

where

L =28 [Qn %§ - —2] nanohenries (2.45)

length in centimeters

1l

I

diameter in centimeters

for the inductance of a straight length of circular wire (Ref. G4). For
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the 2N3866 we estimate an emitter lead inductance of 3. 36 nanohenries.
Similarly, a base lead inductance of 2.41 nanohenries results from the
internal connection to the base region, but this inductance has not been
included in the modeling. of the 100 MHz amplifier since its reactance
is expected to be small in comparison to the series base resistance
RBB .
An alternative method for estimating the device terminal in-
ductances utilizes small signal high frequency saturated impedance
data collected as described in Section 2.5.3.3. Reactance values
resulting from such a measurement at a frequency of 100 MHz are

plotted in Fig. 2.32. This plot indicates that the minimum terminal

reactances are limited by transistor package and wire bond inductances

of
LBB = 1.495 nh
LCC = 0.43 nh
LEE = 1.64 nh

Corisidering the size of the emitter inductance and the empirical1 and
experimental methods used, this measured value of emitter lead induc-

tance is in moderate agreement with the 3.36 nh value predicted from

1Alternative empirical relationships (Ref. H2) have been used to pre-
dict emitter inductance values ranging from 2.16 nh to the 3.36 nh
predicted by Eq. 2.45.
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the physical dimension considerations. The larger value for LEE
(3.36 nh) is considered to be more appropriate for the computer simu-
lated amplifier studies because this larger value helps to compensate
for stray emitter circuit inductance that is inevitable in the construc-
tion of an experimental common emitter amplifier such as studied in
Chapter 5. However, both values were used in computer simulations
of a 100 MHz amplifier with no observed difference in computed
amplifier performance. ‘The sensitivity of computed amplifier per-

formance to each of the model parameters is considered further in

Chapter 5.



CHAPTER 3

ANALYSES WITH IDEAL SWITCH MODEL

3.1 Introduction

A primary objective in the design of RF power amplifiers is
often that of obtaining the maximum output power from a given device.
For a transistor stage, improvements in both output power and effi-
ciency of energy conversion can be achieved by applying an excess of
signal input power to drive the device rapidly between states of cut-
off and saturation (Refs. S4, W1). In such overdriven situations the
static collector-emitter characteristics of an intrinsic NPN transistor
(Ref. M2) are useful for estimating the behavior of the transistor and

the output circuitry.

I '-(——lnaF)I - “Rs
1 B op COL aFTR(l—aFaR)
VA, = =< In \ 3.1)
C'E D) op Q
'+ A-ap) loon' * a7 (1-I:zS )
I FRY YRR
] (1 - aF) i
. ) 0 VC'E’ 1 Op
CE olgon’ A L (l'aF) L, Qs
I B an COL aFTR(l-aFaR) |
(1-ay)
L e (1-an) Lo '+ “R “RS
B “r’ ‘coL ap o (T- o ap)
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In the saturation region with an excess base current, IB' >> ICOL'/BF ,
the saturation voltage, VC'E'S t’ can be expected to be a few tenths
a

of a volt or less; and the saturation resistance, Ieigy , will be a
Sat
few ohms or less. Conversely, in the cutoff region, the output char-

acteristics will appear as an open circuit. Thus, the output charac-
teristics of an overdriven power amplifier stage can be expected to
vary from a low impedance to a high impedance with the input excita-
tion controlling the impedance variation. This variation between two
conduction states can be modeled quite simply as an ideal controlled
switch. The capacitive nature of the transistor output admittance can
be represented by adding a capacitance in shunt with the controlled
switch.

An ideal switch representation of a class C 1 amplifier output
circuit is illustrated in Fig. 3.1. This representation cannot be used
to examine the gain or input behavior of class C amplifiers, but it
does model many of the dominant characteristics of the output circuit.
Also, performance of this simplified class C circuit can be useful as
a reference to gauge other circuits. Understanding of this basic cir-
euit can provide an aid to the understanding of more realistic circuit
representations.

Some questions concerning the fundamental characteristics of

1When a device functions as an on-off switch in a tuned circuit, the
mode of operation is often referred to as class D instead of Class
C.
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class C amplifiers that we have examined with the ideal switch repre-

sentation are listed below:

(1)

In general,

What value of R should be chosen to maximize the funda-
mental output power?

What value of R should be chosen to maximize the output
efficiency ?

How do the choices of R depend on the duty cycle (7/T) of

the switch?

For a given R and C, what output bandwidth will be
obtained ?

What harmonic power is expected, and how is it affected
by other parameters?

What is the effect of éhanging Vcc ?

How does the circuit behavior change if the output capaci-
tance C is given a nonlinear voltage dependency ?

What is the influence of the configuration of the output
tuning and matching network on amplifier performance?

one cannot obtain closed-form mathematical expressions

for answering such questions. However, the answers can be obtained

by experimentation using analog or digital simulations.

An expression for the steady-state output voltage of the ideal-

ized circuit can be written as
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1-2abw_+ a%w? -dw_t
n n n . 2
Vcc 1+ ‘/ - e sin <wnv1- 5 t+¢)

for nT =t < (nT- 17

for (nT-7)<t = (n+1) T

Ln =0, 1, 2
where:
_ 1
w, ==
vLC
_ 1 ‘/E
¢ =3z ¥Ye©
I L
A e
R Vcc
- 2
3 -1 awn'l 0 -1 ¥1-62)
[} = tan - tan —_
1- adw -0
n
IL = Current in L at time nT

Evaluation of this expression depends on the inductor current at the

start of each cycle (I, ). A separate equation for I
L0 Lo
by imposing the condition that the inductor current must be the same

can be found

at the start and at the end of each cycle. Unfortunately, the resulting
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equation has IL imbedded in the arguments of transcendental func-

0

tions, and a direct analytical solution for IL is not possible. Al-
0

though the IL equation could be solved numerically, such an
0

approach cannot be readily extended to the more realistic circuit
representations that will follow. For this reason, analytical expres-

sions for the circuit behavior are not pursued.

3.2 Numerical Analysis With Ideal Switch and Fixed Capécitance

An alternate approach for determining the circuit behavior is
to solve the network differential equations with the aid of a digital
computer. With this approach, an initial guess is taken for ILO,
and an iterative procedure is foilowed until the correct network behav-
ior is obtained. A flow chart of the computer algorithm used to deter-
mine the limit cycle of the ideal switch circuit is given in Fig. 3.2.
After the limit cycle is established and the steady state waveforms
are calculated, a Fourier analysis of the load voltage is performed
to determine the fundamental output power and the harmonic content.

Typical waveforms obtained from numerical analysis of the
ideal switch amplifier representation are shown in Fig. 3.3. As
indicated, these sample waveforms are for the operating conditions
of 7/T = 0.1 with a circuit Q of approximately 10. As expected,
the output voltage waveform is a damped sinusoid during the time the

switch is open ar<1d\ is zero when the switch is closed. With the switch

open the inductor current is also a damped sinusoid with negative
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average value for the reference direction chosen. During the time
the switch is closed, the constant supply potential is impressed
across the inductor, causing a linear region in the inductor current
waveform.

The conversion efficiency of the circuit is defined as the ratio
of fundamental output power dissipated in R to the power supplied by

the battery, VCc

A . P(1)
n = P(IVPV =W Y71 (3.4)
cc cc ( LAVG>

3.2.1 Effect of Switching Period. The effects of switching

period (the circuit frequency response) on the fundamental output
power, the efficiency, and the harmonic content of the circuit are

illustrated in Figs. 3.4 and 3.5. The natural resonant frequency for

the circuit, ———1—', was scaled to unity for this example, and the

21 VLC

maximum fundamental output power is found to occur at a driving fre-

quency , slightly lower than the natural frequency. The efficiency

1
T ’
peak is broader than the power peak and occurs at a slightly higher
di‘iv‘-ing frequency. Further consideration of these frequency effects

will be given in Section 3.2.3.

3.2.2 Effect of Load Resistance. If the load resistance is

reduced below 10.0 ohms, the output power is increased but efficiency
is decreased (Fig. 3.6) and harmonic content of the load voltage is in-

creased (Fig. 3.7). Operation with large load resistances in the range



88

0°0001

JU2JU03 J)UOWIRY UO adUe}SISal peo] Jo J0ay3 ¢ B4

Y :eduesisaz proy

%510 =D
6st’0 = 1
10 = 2
01 =1

0°001 oot o1 1o

T T T u

H.H V.”a\J!n\/M /ﬁm\;n T
—~— /—m\nm N -
la/fa // | H
14 fa / /ﬂ M
/// " :
§
oo 8

Juajuo djuouriey uo poisad Bujyoums 0 a3 g °¢ by

. 1 :p0uad buyoimg
ot o5t 021 (1% 001 060 080 oL'o 09°0

050
T T T T T T T T T ka
\/ —09-
0~ / EF
S m
10 = 1/2 , \y Is.m
. AN g
\\\\\\\ //// IS.M
_ €
\‘“\\\ \ —oz-
L —— e
_—
— —Jor-
\

8°0001

Kauayayje pue Jamod yndino uo aduejsisas peol Jo 1033 ‘9 g *bi4

Y :adueisisas peoy

2

o1 = P Arofso
310 = 2
8510 = 1
yrr - lawe a.m_
ot =1 sz
3

Kouaiiyye pue Indyno Jamod uo porsad Buiyaums Jo PR3 e ‘614

1 :pojIed BIINAS
oL osi 0zt o1t 001 06°0 0870 oLo 010 050

T I I I T T T T T

—ot 0
ok
i
[
i
—os0R
m
\ / ot
\ / kauapoige m
N/ g
001 = ¥ e
01 = P2
610 = 0 —Jos-o
610 = 1
10 = L/s




89

of 20.0 to 200.0 ohms leads to high conversion efficiency but very
small output power.

The energy delivered to this ideal switch amplifier circuit
during each period of operation is propbrtional to the square of the
length of time the switch is closed. This is not surprising since the
inductor current changes linearly during this time. In steady-state,
most of the net energy added each period is frequency converted by
the switching operation and dissipated in the load resistor. A small
amount of energy is stored in the capacitor at the instant the switch is
closed, and this energy is lost in switching. Thus the efficiency and
power output of the circuit depend on the switching duty factor, 7/T,
as well as the switch driving period, T .

3.2.3 Effect of Switch Conduction Angle. The conduction angle

of a class C amplifier is equivalent to the duty cycle of the idealized

circuit expressed in degrees.

viz. 6 = X 3600

For a class C amplifier, the conduction angle is normally set by the
base bias circuitry and the power level of the input signal. In geheral,
the conduction angle can be expected to increase with increases in input
driving power. As will be demonstrated, such changes in the conduc-
tion angle can have an effect similar to detuning the output circuit. In
an actual transistor amplifier, changes in input power can also shift

the operating point of the transistor and produce changes in the
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"effective' admittances of the device. These admittance changes often
cause noticeable detuning of the amplifier. With this idealized ampli-
fier circuit, however, we can examine the effect of conduction angle
variations without becoming involved in admittance variations of non-
linear elements. |
~ The effect of varying the duty cycle while maintaining a fixed

driving frequency is illustrated in Fig. 3.8. Here, the driving fre-
quency was chosen to be the same as the natural frequency of the
network when the switch is open (i.e., T = 27VLC). The fundamen-
tal output power is observed to increase With‘ the conduction angle as
expected. For the larger conduction angles, however, the harmonic
content in the output power (Fig. 3.9) begins to increase with the
conduction angle. Thus, increasing fundamental output power by
means of increases in conduction angie ultimately results in a de-
crease in output circuit efficiency. The efficiency might be expected
to approach unity asymptotically as the conduction angle ‘is reduced to
zero; however, Fig. 3.8 shows that the efficiency décreases with
conduction angle for the smaller conduction angles. The efficiency
-pl_otted here is the ratio of the fundamental output power to the total
power supplied to the circuit. To achieve unit efficiency the harmonic
power would have to be zero, that is, the output voltage waveform
would be a pure sinusoid at the fundamental frequency, and no energy
could be lost in< the switch. Such a condition would réquire high cir-

cuit Q in addition to very narrow conduction angles. In addition, for
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Idcal Switch with Fixed C
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unity efficiency the switch must not dissipate energy. In the idealized
circuit being considered, an energy loss of (1/2) C[v(T- 7)]? occurs
each time the switch shorts the capacitor. Thus, an average power
loss of C[v(T- 7)]?/2T must be attributed to the switch. This can be
. zero only if the switch closes precisely when the output voltage Ls zZero.
In the finite Q, narrow conduction angle case, the output voltage will
not return to zero with the switch open, and some power will be lost

in the switch. For a fixed Q this switch power does not approach

zero as the conduction angle goes to zero, and as a result, the effi-
ciency is degraded at the very small conduction angles. Figure
suggests that a conduction angle of about 47 degrees will produce opti-
mum efficiency if the Q of the output circuit is about 10 and the natural
frequency of the output circuit is the same as the driving frequency.

If the driving frequency is adjusted for each conduction angle,
the changes in apparent resonant frequency of the output circuit can
be observed. This has been done in Figs. 3.10, 3.11, 3.12 and 3.13
which plot efficiency and output power as a function of the switching
period T, where T is just the reciprocai of the driving signal fre-
quency .

For these calculations the natural resonant period (TN) of the
circuit with the switch open is again chosen to be unity and the circuit

Q is 10.

27 VLC = 1 (3.5)

!
f
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Ideal Switch with Fixed C
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One observes that the fundamental output power and the effi-
ciency always reach a maximum for switch (excitation) periods greater
than the natural period of the circuit. The efficiency curves exhibit
an unexpected double peak for larger duty factors. The first peak

(T;} ) is always close to T and the period of the second peak

N’
1
(T;7 ) is related to the natural period and duty factor by

2
T;}2 = [1 + (%)] Ty (3.7)

As a consequence of the second peak, one observes that the efficiency
stays relatively high over the entire range of excitation periods

TN <T< TN + 7. The curves of fundamental output power can also
exhibit a double-peak for small duty factors; but in contrast to the ef-
ficiency curves, the power curves become double-peaked for small
duty factors. It will be seen that when the power response has two
peaks (Tf)1 and Tf)z) , the period of the second peak Tf’z (the
longer of the two switching periods) is the more useful of the two. We
will édo_pt the notation Tﬁ to designate T{) . in the cases of double-

peaked power response curves and to designate the period for peak

response in the single-peaked cases. We see that in all cases

T+ > Ta
p N,
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with both Tf) and T;ﬁz approaching TN as the duty factor approaches
Zero.

In order to understand the cause of the double peaks in the
efficiency and output power response curves, it is helpful to observe
the typical load voltage waveforms that occur near the response peaks.
The response curves of Figs. 3.11 and 3.13 were obtained from data
computed at discrete switching periods from T = 0.8 sec to T =
2.5 sec in steps of 0.05 sec. Thus the waveforms presented (Fig.
3.14) do not correspond exactly to the switching periods for the re-
sponse peaks but they are near those periods. Figure 3.14 shows the
three voltage waveforms calculated for a duty factor of 0.05 at the two
output power peaks and the single efficiency peak. For this example,

a switch-driving period of 1.05 sec (Tﬁl) produces the maximum out-
put circuit efficiency of 0.925, and a fundamental output power of 0.0844
watts is developed. Increasing the switching period to 1.10 (Tﬁ2 = Tﬁ)
causes the output power to reach its maximum of 0.140 watts, but the
efficiency is reduced to 0.773.

A switching period of 0.85 sec (Tﬁ 1)‘ produces another power
peak, but at this peak the output power is only 0.0568 watts, and the
circuit efficiency is a much lower 0.313. It is clear that this power
peak at the shorter switching period is not a useful operating condition.
However, it appears that during experimental tuning of an amplifier

for maximum output power, one might inadvertently tune to this poor

performance point and be unaware that a preferable tuning condition exists.
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Ideal Switch with Fixed C
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The waveform at the maximum efficiency point is that of a
damped sinusoid with the switch being closed as the sinusoid passes
through zero at the end of one complete cycle. For the maximum
output power condition the switch is allowed to remain open longer
and is closed when the output voltage is larger thus causing an in;
crease in switching power loss. This relationship between the wave-
forms for maximum efficiency and maximum power is typical for all
the duty factors that have been investigated.

An analysis of the harmonic power content of each of the three
waveforms is presented in Fig. 3.15. Operation at the maximum ef-
ficiency point provides a 4 to 5 dB reduction of harmonic power in
comparison to operation at the maximum power point. The larger
waveform discontinuities that exist for the maximum power conditions
are responsible for the increased harmonic power at the higher fre-
quencies.

Typical waveforms for a large duty factor (7/T =0.3) are
shown in Fig. 3.16. In this case only one driving period produces a
maximum in output power, but there are two distinct driving periods
-th_at produce peaks in the conversion efficiency. Unlike the small duty
factor case, neither of the peak efficiency operating points can be so
quickly discounted. However, further considerations will show that
the condition yielding the full cycle sinusoid is preferable to the con-
dition for the hé.lf cycle sinusoid. The net result is essentially the

same for large duty factors as for small duty factors. That is,
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maximum efficiency results if the switch is closed as the output volt-
age passes through zero after one complete sinusoidal cycle, and
maximum output power results if the switch is closed at a slightly
later time.

It is interesting to see what effect the switch duty factor has
in determining the center frequency for peak output power and the half
power bandwidth of the idealized output circuit. This information is
available in Fig. 3.11 and is plotted in Fig. 3.17. Both the center
frequency fo. and the bandwidth BW{) decrease almost linearly
with increaseps in switch duty factor; but their ratio, Qf) = fOA /BWf)
remains fairly constant at a value of 5.8 + 0.6 over the entiref duty
factor range.

The peak output power, f) , and the maximum efficiency ob-
tainable, ?1, both depend on the switching duty factor. This varia-
tionin p and ?7 is illustrated in Fig. 3.18. Recall that the curve
for f) occurs for a different set of tuning conditions than those for
?) , and thus it is not possible to satisfy the conditions of both curves
simultaneously. The driving periods of the switch for obtaining maxi-
mum power Tf) and for obtaining maximum efficiency T;} are related
to the switch duty factor as shown in Fig. 3.19.

Our study shows that we can tune the output circuit to obtain
maximum efficiency or maximum output power with a given supply

voltage, load resistance, and output capacitance; but we cannot tune

for both conditions. Which condition is preferable? Suppose the
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design problem is to develop the output tuning network of a single fre-
quency, common emitter, class D transistor amplifier such that
fundamental output power will be as large as possible with a given
transistor operating with a duty factor of 0.30. Operating at the peak
of the output power response, we get (from Figs. 3.11, 3.13, and

3.16)

T~ = 1.45 sec
p

P. = 1.75watts
p

~ = 0.72

T)p

Vf) = 10.25 volts

At the shorter period efficiency peak

T~ = 1.05 sec
M1

P~ = 0.0781 watt
M4

nl = 0.942

Vo = 2.34 volts
N4

anu at the longer period efficiency peak

T~ = 1.40 sec

J
)
]

1.58 watts
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Y

Ny = 0.716
Vo = 9.37 volts .
)

If we assume that the power dissipated by the switch, PD, is the same

as the total nonuseful dissipated power, 1 then

PD. = (1- na) Pa
P ( TIp ) p
= (0.856 watts
PD. = 0.00484 watts
4
PD. = 0.616 watts
Mo

In order to compare the three operating points in terms of output power
limits due to device dissipation constraints, we can increase the power
supply voltage at the ?71 and ?7 9 conditions until

PD- ' = PD+ ' = PD-
4 N, P

The resulting output powers scale to

PD-
P;’ = ——p—PD. . Pﬁ = 1.38 watts ,
1 n4 1

In terms of device dissipation considerations this is a rather pessi-

mistic assumption for it asserts that all harmonic energy is dissipated
by the switch rather than the load. Nonetheless this assumption is rea-
sonable for high Q loads and provides a useful standard for compari-
son of the tuning conditions.
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P7.7 . L 137.7 = 2.20 watts ,

which should be compared to
P. = 1.75 watts
p

Thus for the same device power dissipation, operation at the longef
period of the two periods for peak efficiency will allow larger output
power than either of the other operating points considered. Of course,
this comparison has been made under the assumption that the peak
voltages do not exceed the device breakdown limits at any of the op-
erating points.

An alternate form of output power scaling is required in order
to compare the three operating points on the basis of output power
limits within the constraint of equal peak voltage amplitudes. In this
case the supply voltage can be varied at the T]l and 772 operating
points such that the scaled peak output voltages V?; " and Va "

1 L)
satisfy

V- \ 2
p- " = [ P~ = 1.49 watts
U Ve n
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v\
P. " = [=2 ) pP. = 1.88 watts
Mg Va M,

Mg

Again operation at the longer peak efficiency period yields the most
output power under the limiting device constraints.

The power output comparison procedure explained above has
been conducted for each of the switch duty factors, and the results are
shown in Fig. 3.20. The comparison in this figure is only for the
power scaling of the peak efficiency points with the longer periods and
the peak output power points of the longer periods since these are the
useful points erm the double-peaked responses. Interms of device
dissipation limitations, it is always preferable to operate at the peak
efficiency point. In terms of device breakdown voltage limitations, it
appears that the choice of tuning condition depends on the switch duty
factor. In a design effort to squeeze the maximum output power from
a given device, it seems necessary to supplement the usual laboratory
adjustment techniques with information gained from computer analysis
and constrained optimization of the circuit design.

It should be observed that tuning for conditions other than
maximum output powér with a fixed supply voltage is not free from
danger of causing device damage. For example, consider tuning to
the maximum efficiency condition and increasing the supply voltage
until the device power dissipation limit is reached. If the input driv-

ing frequency were to decrease slightly, the output power would
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increase, the efficiency would decrease, and the device power dissi-
pation limit would then be exceeded. Thus, in this sense, it does not
seem to be good engineering practice to design only for conditions of
maximum efficiency at the operating frequency.

3.2.4 Effect of Circuit Capacitance. To understand the effect

of the capacitance value on circuit performance, consider the effect

of doubling the circuit capacitance while halving the inductance to
maintain a constant natural frequency. The load resistance for ob-
taining maximum output power will now be just one half of its original
value. If the load resistance is halved, then the entire network imped-
ance will be reduced by a factor of two. Thus for .the same supply
voltage, the output power will double and the circuit efficiency will
remain the same as in the original circuit.

3.2.5 Effect of Supply Voltage. Since the idealized circuit

representation is linear, increases in supply voltage will produce lin-
ear increases in the amplitudes of all the circuit voltages and currents.
The output power will increase as the square of the supply voltage,

and the efficiency will remain unchanged. Because of these simple
relationships. the supply voltage parameter need not be considered
furthef until more general nonlinear circuit representations are en-

countered.
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3.3 Ideal Switch with Nonlinear Capacitance

The ideal switch circuit of Fig. 3.1 can be made more repre-
sentative of the output circuit of a class C transistor amplifier if the
capacitor value is assigned a nonlinear dependence on its terminal
voltage. The expression chosen for the depletion layer or barrier

capacitance of a junction diode is (see Section 2. 5)

= —— + C (3.8)

where
A v+ VZ
A(v) = Supremum /¢ »
ALIM
and
C is a capacitance constant dependent on the junction area

and the semiconductor doping concentrations

VZ is the junction barrier potential dependent on the semi-
conductor material used

Y is an exponential constant that typically lies in the range

of 0.2 to 0.5 depending on the junction impurity profile

CF is a fixed capacitance resulting from overlay and bonding
capacities
ALIM is a limiting value of the voltage dependent argument

chosen to limit the maximum depletion capacitance and

to prevent the capacitance from attaining negative values



109
The capacitor current for this capacitance representation is given by

i © = Clvt)] x & vit) (3.9)

For convenience in entering data into the analysis program an equiva-
lent capacitance is defined as the capacitance present when the output

voltage is V
cc

>

CEQVCC 2 C = + C (3.10)

pepY)

For the following analyses the value of the fixed capac.itance was

arbitrarily selected to be ten percent of the equivalent capacitance,

CF = 0.1 x CEQVCC

and the limiting value of the argument was chosen as

ALIM = 0.01 volt

The remaining parameter values for defining the nonlinear circuit
cépé;citance'; CEQVCC, VZ, and y are entered as data in the analy-
sis program so that their significance in the circuit behavior can be
investigated.

In previous analyses of the linear idealized circuit, values of
R=10, L=0.159, and C =0.159 produced a maximum in funda-

mental output power when the switching period T was 1.17. To
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establish a nominal value for CEQVCC in this nonlinear case, the
behavior of output power with CEQVCC was observed under condi-
tions similar to those in the linear circuit (Fig. 3.21). A value of
CEQVCC = 0.159 is seen to produce a fundamental output power peak
near T = 1.17, and this value of CEQVCC was taken as the naminal
capacitance value in the nonlinear case in order to enhance the simi-
larity with the linear case.

Typical waveforms and capacitance variations for this nonlin-
ear circuit near resonance are shown in Fig. 3.22. Here the total
circuit capacitance is seen to vary by a ratio of 5 to 1 during one
cycle of the periodic output. Even with this large capacitance varia-
tion, the dependence of output power, efficiency, and harmonic con-
tent on switching period, load resistance, and duty cycle (Figs. 3.23,
3.24, 3.25, 3.26, 3.27) are found to be almost identical to the behav-
iors observed in the linear case. The circuit performance is also
surprisingly independent of the values taken for the parameters VZ
and y. In Figs. 3.28 and 3.29 we observe that a 10 to 1 variation
in VZ or y produces only about 20 percent variation in fundamental
output power and about 10 percent variation in output circuit efficiency.
The effects of switching duty factor on the frequency response of out-
put power and conversion efficiency with the nonlinear capacitance
case are illustrated in Figs. 3.30 and 3.31.

The effects of variation of the DC supply voltage, Vcc’ are

illustrated in Figs. 3.32 and 3.33. For these analyses an equivalent
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capacitance (Eq. 3.10) of 0.159 farad was chosen at a reference sup-
ply voltage of 1.0 volt. Increasing the supply voltage from this ref-
erence value reduces the "'effective' circuit capacitance and increases
the resonant frequency of the output circuit. As a result of this output
tuning effect the output power can be found to increase more rapidly

or more slowly than the square of the supply voltage. The variation
in output power for this example (Fig. 3.32) indicates that the circuit
is tuned slightly below the power resonance frequency when the supply
voltage is 1.0 volt because the output power increases faster than the
square of Vcc in the region of VCc from 1.0 to 8.0 volts. With sup-
ply voltages greater than 8.0 volts the circuit seems to be tuned to a
frequency higher than the excitation frequency, for in this region, the
output power increases less rapidly than VCCz . This departure from
square law variation in output power will be observed again in Section
6.5 where there are again regions of supply voltage in which the out-
put power is not linearly related to Vccz .

The results of the analyses involving the voltage- sensitive
depletion capacitance indicate that the circuit performance does not
differ greatly from that obtained with the fixed capacitance analyses.
The principle effect, for a circuit Q of approximately ten, is a reduc-

tion of the peak to peak output voltage with an attendant drop in the

maximum values attained for power output and efficiency.
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3.4 Series RL Tuning

The maximum efficiency, power output, and bandwidth obtain-
able with a specified transistor as a class C amplifier are dependent
on the passive networks chosen for tuning at the amplifier input and
output. These passive networks for tuning and matching the transis-
tor output characteristics to the load are usually special forms of the
classical LC ladder networks illustrated in Fig. 3.34. In addition
to influencing the frequency behavior of the amplifier, these tuning
networks also affect the large signal linear "equivalent' admittances
(Section 1.2) of the transistor.

In this section, the effects of the output network configuration
have been investigated by analyzing amplifier behavior with the tuning
network of Fig. 3.34b. The actual circuit representation used for the
analysis is shown in Fig. 3.35. In practical applications, dc-current
flow through the load resistor is hormally prevented by shunting the
load with a large value inductor or by applying the supply voltage,
Vcc , to another point in the circuit through a large value inductor.
The iterative digital computation procedure used for this analysis
allows us to dispense with the extra complexity introduced by such
biasing inductors. To do this we introduce a variable battery in con-
junction with the load resistor. This variable battery voltage is then
adjusted automatically to compensate for the dc voltage drop and dc
power loss in the load.

Typical voltage and current waveforms for the circuit for output
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circuit Q's of ten and one are presented in Figs. 3.36 and 3.37,
respectively. For the high Q case, the waveforms are essentially
identical to those obtained in previous analyses with the parallel RLC
output circuit of Fig. 3.1. The apparent advantage of the series RL
configuration is that the shape of the load voltage is the same as the
inductor current without the dc component. This current waveshape
more closely approximates a sinusoid than does the capacitor voltage,
and as a result, less harmonic power is dissipated with this series
RL connection tl;an with the parallel RLC connection. For low Q

operation the waveforms for the two connections are not as similar,
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duty factor to 0.1 and then varying the load resistance over a wide
range of values. When the circuit Q is high (Q > 5), the fundamen-
tal output power varies almost linearly with R. However, when the
Q islow (Q < 1), the output power is seeﬁ to vary inversely with
load resistance. This behavior is quite different from the behavior
observed for the parallel circuit. With the parallel output circuit the
output power was found to vary inversely to the load resistance in all
Q ranges.

For the stated switching conditions, a maximum efficiency of
97 percent was obtained for series load resistances between 0.02 and
0.05 ohms. This is analogous to an efficiency of 98 percent that oc-
curred for the parallel tuning when the load conductance was between
0.02 and 0.05 mhos.

From the numerical analyses we conclude that for a circuit Q
of ten, the shift from parallel RLC output tuning to series RL tuning
has little effect on circuit performance. However, for the low Q of
unity, the series tuning circuit yields larger bandwidth, higher effi-

ciency, and less harmonic content.

3.5 Harmonic Tuning

Before leaving the amplifier studies with ideal switch transistor
representations, it is interesting to use this model to determine the
potential utility of harmonic frequency tuning in a power amplifier out-

put circuit to increase fundamental output power, gain and efficiency.
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The output powers and efficiencies of class C amplifiers can often be
increased by judicious treatment of the harmonic voltages and cur-
rents that exist in the output circuitry (Refs. H10, H11). The circuit
representation of Fig. 3.41 was analyzed to provide an estimate of the
utility of harmonic tuning. In this network, the series resonant trap
can be adjusted to prevent the appearance of any one harmonic voltage
component across the load. Reactive shorting of a harmonic compo-‘
nent forces its energy into the fundamental and other harmonic com-
ponents of the output voltage waveform.

A differential equation description of the network (state equa-

tions) during the time the switch is open is expressed by

— = — - — 1 -1 r 1 r 1 -
c, 0 0 O v -=— -1 0 -1 v =

1 C1 RL C1 RL

0 L, 0 O i 1 0 0 O i -1

1 Ll = Ll + ’[V J
0 0 0 0 1 0 c¢
0 O C2 vC vC
2 2
0O 0 O L2 1L2 1 0-1 0 le 0
| ] L - . i I 4 L
(3.11)

and during the time the switch is closed by
— - — — — — T — -

C 0 0 O v _1 00 00O \' 0

1 C1 C

1
0L 0 0 i 00 00 i 1
1 . Ll = . Ll + -[ V 1
] : cc
0 o0 Cz 0 vCz 00 01 Ve 0
2
0 0 0 L i 00-10 i 0
L
] 21 |t | 1 L] L (3.12)
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The element values for the analysis for this circuit are indicated in
Fig. 3.41. The effects of harmonic tuning on the output power, effi-
ciency and frequency response (Figs. 3.42 and 3.43) were determined
by numerical integration of Eqs. 3.11 and 3.12 until the steady state
operation of the circuit was reached. The Fourier coefficients of the
load voltage waveforms (Fig. 3.44) were then determined numerically
to evaluate the fundamental components of the output power spectra.
The plotted results demonstrate that this form of harmonic tuning

can increase output power and efficiency, but the circuit behavior
becomes much more sensitive to the excitation frequency as illustra-
ted by the abrupt variations of output power and efficiency in Figs.
3.42 and 3.43 at a switching period of 1.6.

It may seem that for effective harmonic tuning the nonlinear
capacitance element, C1 , 1S necessary to provide a parametric con-
version of harmonic power to the lower fundamental frequency. This
necessity of a nonlinear reactive element was investigated by replac-

ing the nonlinear C_ by a fixed capacitor (C 1" 1.005 F, fixed).

1
The results of this linear circuit analysis are also shown in Figs.
3.42 and 3.43, and they indicate that the nonlinear reactive element
is not required in order to bbserve the effects of increased output
power and efficiency. For example, we will find (Chapter 6) from
analyses with the same circuit conditions and fixed switch capacitance

but without harmonic tuning (Fig. 6.3), the maximum fundamental out-

put power is 1.16 watts with an efficiency of 54 percent and a fractional
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power bandwidth of 45 percent (Figs. 6.12a and 6.13a). Addition of
harmonic tuning increases the maximum output power to 2.01 watts
and the efficiency to 62 percent but reduces the fractional power band-
width to 22. 4 percent.

Frequency scaling of the nonlinear harmonic tuning circuit by
a factor of 5x 105 and impedance scaling by 0.958 x 104 leads to
the experimental circuit of Fig. 3.45 with an equivalent center fre-
quency of 500 kHz. Waveforms from this experimental circuit (Fig.
3.46) are presented for conditions equivalent to those for the computed
waveforms (Fig. 3.44). For further comparison, the experimental re-
sults were also presented in Figs. 3.42 and 3.43. The moderately
good agreement between the experimental measurements and the com-
puted results verifies the adequacy of the ideal switch representation

for analysis of this low frequency, overdriven circuit.
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T/TO = .8
Vertical: 20 v/cm

Horizontal: 2 us/cm

T/TO = 1.
Vertical: 10 v/em

Horizontal: 2 us/cm

T/TO = 1.3
Vertical: 20 v/cm

Horizontal: 2 us/cm

Fig. 3.46. Experimental collector-emitter voltage waveforms
with harmonic tuning



CHAPTER 4

CLASS C AMPLIFIER ANALYSIS WITH INTRINSIC

TRANSISTOR MODEL

4.1 Introduction

The engineering value of the transistor models developed in the
modeling chapter (Chapter 2) lies in their ability to predict the per-
formance of high frequency power amplifiers. In this chapter the
intrinsic transistor model (Section 2.4.3) is used to analyze two class
C amplifiers. The first circuit is a low frequency amplifier with
pulsed input excitation which causes the transistor to function very
much like the controlled switch used in Chapter 3. The results com-
puted numerically for this amplifier are verified with a low frequency
(5 kHz) experimental amplifier. The second amplifier is studied under
conditions of sinusoidal excitation at a frequency of 100 MHz. Com-
parisons between computed and experimental results for the 100 MHz
amplifier indicate the need for extending the intrinsic transistor

model to achieve improved simulation.

4.2 Computed Behavior of Low Frequency Amplifier

The amplifier circuit of Fig. 4.1 was chosen for initial analy-
ses with the intrinsic voltage controlled transistor model. It is about
the simplest possible class C transistor amplifier, since no tuning

is employed in the base circuit and simple parallel tuning is employed

131
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Fig. 4.1. Amplifier circuit with voltage- controlled model
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for the collector. In addition to its simplicity, this configuration has
been analyzed‘by others using analytic methods (Refs. H5, S2, S3,
W1) and represents a realistic form of the ideal switch circuits
analyzed numerically in Chapter 3. The transistor parameters were
chosen to be representative of VHF transistors, but not specifically
the 2N3866 because characterization of the 2N3866 had not been com-

pleted at the time of this analysis.

A state equation description for the amplifier circuit can be

expressed as

~ 1 . - - . - -
"CF'CR "CR 0 VE,B' R—S' 0 0 VEVBY
. _ 1
CR CR+C 0 VC'E' - 0 '—ﬁ "1 VCyEy
L0 0 L iL I 0 1 O- 1L |
I T [ 1 ]
ozF-l OLR-I —ﬁg 0
1
+ |-op 1 ip] + 0 ' Vg (4.1)
0 0 i 0 -1 A"/
i | R L 1 cc
with
Q -AV Nt
in == I:S (e E'B" 1) (4.2)
F F
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 Qps [ MvgigtVeg)
i = = e -1 (4.3)
2R
-“AV
B E'B'
Cp = AQpge * Cepep VE'BY) (4.4)
- (v +V )
B E'B' T Vo'E!
Cr = @Qgg® *CopepVE'B” VorE! (4.5)

The state variables chosen for this analysis are the emitter-base volt-
age, the output capacitor voltage, and the inductor current.

4.2.1 Numerical Difficulties With Voltage-Control Model.

Several different numerical methods were tried for integrating Eqgs.
4.1. The basic difficulty encountered by all of the integration schemes
was one of obtaining a suitable compromise between integration accur-
acy or stability and computation time. In this problem, the computa-
tion interval is relatively long; but at two times within the interval the
state variables undergo rapid transitions which produce abrupt changes
of the parameters dependent upon exponential functions. To preserve
numerical stability during these rapid transitions, the integration

step size of the independent variable must be reduced to a small value
(Refs. C3, C2, G1). If this small step size is maintained constant

for the entire integration interval, the computation becomes long and
expensive. Therefore a requirement for a practical integration meth-

od is the capability of automatically adjusting the integration step size



135

as the computation progresses.

Selection or development of such an integration algorithm is
not a trivial matter. When the calculation of the system derivatives
is extensive, implicit integration routines seem to offer a minimum
error-time product (Refs. R3, F2, G2). Two implicit numerical
integration algorithms used with moderate success in this study are
the Hamming predictor-corrector routine provided in the IBM Scien-
tific Subroutine Package and a variable order integration scheme
developed by Gear (Ref. G2). Stability and accuracy problems have
been encountered with both algorithms when extreme network values
were chosen, but these algorithms have been found to be adequate for
realistic circuit descriptions.

In addition to the numerical problems associated with the inte-
gration of the state equations, there is some difficulty in determining
" and i ', from the state variables and

B COL °

their derivatives. For example, there are two obvious ways to com-

the terminal currents, i

pute the collector current from the state variables ( VC.E,) and

VEvBl )
One approach is to use Kirchhoff's

their derivatives (‘.’E'B" ‘.’C'E') .

current law to express iC OL' as a function of the currents within the

transistor

o . i .
icor' = %pip- g+ OUgp * Vog) CR 3

!

coL ¢an be expressed in terms of currents in the

alternatively i
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passive external circuitry

. 1 .
= -l -jg Vog - Ve - CV

lcoL C'E'

As long as the collector-base junction is reverse biased, the
collector current is small in comparison to the relatively large cur-
rents in the high-Q collector tuning circuitry. As a result, the
numerical errors accumulated in the computations of the external
currents become quite significant in the subtractions employed in the
second method. In this situation it has been found better to use the
model equations directly to compute the collector current.

The other computational extreme is encountered when the
transistor is saturated. At this time the collector current is of the
same order of magnitude as the currents in the external circuitry, and
the subtraction process poses no difficulty. However, in this forward
bias situation, the collector current is very sensitive to the junction
potentials (due to the sensitivity of the exponential functions in iF s
iR’ and C F for positive exponents), and small errors in junction
potential can produce very large errors in the computation of the col-
ieétor current. Thus, the collector current should be computed from
the ekternal circuit constraints whenever the collector-base junction
is forward biased.

4.2.2 Results of Computer Analysis With Voltage-Control

Model. For the computer analysis of the circuit of Fig. 4.1, transistor
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parameters were chosen to represent a device with a 2 GHz gain-
bandwidth product, fT , operating at a frequency of 1 GHz. The actual
values indicated in the circuit resulted after the frequency was scaled
down by 109 and the impedance level was reduced by a factor of 10.
With this scaling, the values used in the output circuit (L, R, and C)
are the same as those used in previous analyses with the ideal switch
representations for the transistor. Typical waveforms of the periodic
response of the amplifier are given in Fig. 4.2. The output voltage
waveform Vé'E' is very similar in shape to the output waveforms
computed using ideal switch representations of the transistor's output
characteristics (Chapter 3). Because of this similarity the analyses
with variations in load resistance, supply voltage, driving frequency,
etc., were not repeated for this amplifier.

E'B' and iB' are what one

would normally expect from such a circuit configuration; however, the

The waveforms observed for v

1

double-peaked behavior of the collector current, iC oL ° Vas not anti-
cipated and is not generally predicted by most class C analyses. In
most analyses, the collector current is assumed to be rectangular or
sdme smeared reproduction of the injected pulse of base current
(Refs. S2, S3, W1). However, this analysis shows that the transistor
saturates and the base current exerts no direct control on the collec-

tor current. With a moderately high-Q collector load, the reactive

currents can cause the collector current to reduce sharply or even
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reverse direction during the time that the transistor is in saturation.

4.3 Experimental Verification of Computer Analysis

The double-peaked collector current waveform has been ob-
served experimentally with the low-frequency amplifier configuration
shown in Fig. 4.3. Typical waveforms observed with this experimen-
tal circuit (Fig. 4.4) are much like those predicted by the computer
analysis. The transistor used in the experimental circuit had a gain-
bandwidth product that was much greater than twice the resonant fre-
quency of the output circﬁit. To help adjust for this difference between
the experimental circuit and the circuit used for the computer analysis,
capacitances CCB and CEB were added in shunt with the transistor
junctions. This is equivalent to increasing the depletion capacitance
disproportionately with respect to the diffusion capacitance, but it
does reduce the switching speed of the transistor and increase the
switching transients observed in the base current waveform.

The main conclusion drawn from this experimental amplifier
was that the complex collector current waveshape predicted by the
numerical analysis with the intrinsic model (Fig. 4.2d) is reasonable.

This level of verification is certainly not conclusive but does increase

our confidence in the analysis methods employed.

4.4 Experimental 100 MHz Class C Amplifier

As stated before, the adequacy of a transistor circuit model
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0V g (10 V/cm)

0V vgp (5 V/cm)

0V vVop (5 V/cm)

0 mA ib (5 mA/cm)

0OmA i (50 mA/cm)

COL

Horizontal Scale: 50 usec/cm (Typical)

Fig. 4.4. Behavior of low-frequency amplifier
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and associated computer analysis programs to predict high-frequency
large-signal circuit behavior can be tested best by comparisons to
experimentally observed amplifier behavior. The 100 MHz ampli-
fier of Fig. 4.5 was constructed and measured to provide such a
comparison base to be used with the simulation using the intrinsic
transistor model (Fig. 2.12). The input circuit was not tuned or
matched to the 2N3866 characteristics because, for this analysis,
the main interest lay in the behavior of the collector circuit. Thus,
the interactions and complexities introduced by base circuit tuning
were not desired. | The effects to be studied with this amplifier are
those of collector supply voltage, load resistance, and input driving
frequency. The nominal values used for this study are Vc c = 10V,

R, =225Q, f,= 100 MHz as indicated in Fig. 4.5.

L
4.4.1 Effect of Collector Supply Voltage;_ From circuit analy-

ses with ideal switch simulations (Chapter 3) we found that output
power increases approximately as the square of the supply voltage,
provided that the other circuit parameters remain fixed. At first
glance, it may appear that this result is in contradiction to most
analyses of class C amplifiers (Refs. S4, T1, R1) which predict
linear increases in output power with supply voltage. This linear var-
iation is predicted by low-frequency nonsaturated analysis of the col-

lector circuit. viz (from Fig. 4.6)

2
_ (Vee = Veesat)
ouT ZRL

P
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Icmax = B L max (fixed by input drive)

A"
cc cesat

L i Icmax
For Maximum POUT
p _ Vee - Veesat) P lomax - ? Lomax v
ouT 2 2 cc

Such analysis assumes that the load resistance, R, , is increased

L

correspondingly with increases in Vcc . However, if RL is not re-
adjusted with changes in Vcc » we can expect the output power to vary

as (1/2R v, cz when the amplifier is driven into saturation and

L) )
to remain relatively constant, G - Pin’ when Vcc becomes large
enough to prevent saturation. This expected behavior was observed
for the experimental amplifier (Fig. 4.7) except for very large Vcc .
For these large supply voltages the output circuit apparently becomes
detuned, causing the gain to decrease slightly as Vcc is increased.
Figure 4.8 shows the corresponding variations in efficiency with sup-

ply voltage variations.

4.4.2 Effects of Load Resistance and Period of Driving Source.

The variations in output power and output circuit efficiency resulting
from changes in load resistance are shown in Figs. 4.9 and 4.10.
Figures 4.11 and 4.12 illustrate the frequency dependence of the
amplifier. Thesé results have no special significance in terms of

desirable amplifier performance, but they do provide the required
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standard for comparison with the results predicted by computer-aided

analyses.

4.5 Computer Analysis of 100 MHz Class C Amplifier

The parameters obtained for the intrinsic model of the 2N3866
transistor were combined with a computer-analysis program to study
the behavior of a class C amplifier with the same component values
as used in the preceding experimental amplifier. The circuit equiva-
lent to the experimental amplifier appears in Fig. 4.13. For numeri-
cal convenience the frequency has been scaled down by a factor of
108 and the current levels have been scaled up by 103 . The transis-
tor parameters for this simulation were chosen from Sections 2. 3,
2.5.1.4, and 2.5.3.1. The depletion capacitances were assigne;i
fixed values for the numerical analysis. The values chosen were
selected from the capacitance characteristics (Figs. 2.16 and 2.17)

at the average junction potentials, i.e.,

Cepep = CEpepVe'’| = 6-5pf
VE,B.=vE,B,=VSDC=2v
Ccpep = Ccpeplerp)| = 2-80f
Vorg' “Veorg! =VCC+VSDC =12v

The computed behavior of the amplifier is included with the experi-

mental behavior in Figs. 4.7 through 4.12.
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4.6 Comparisons and Conclusions

The intrinsic voltage controlled transistor model has been used
in this chapter to study two tuned power amplifiers. The model was
found to provide good simulation of a low frequency, puised input
amplifier in which the transistor action is similar to an ideal switch.
Complex base and collector circuit voltage and current waveforms
were properly simulated by the model and analysis method as veri-
fied by measurements of an equivalent experimental amplifier.

A second amplifier employed a 2N3866 transistor at a frequency
of 100 MHz. Comparison of the computed and experimental frequency
response of the amplifier (Fig. 4.11) indicates that thé maximum com-
puted gain was approximately 30 percent greater than the experimen-
tally measured gain. The maximum computed efficiency exceeded the
experimental efficiency by only 8 percent, but the computed efficiency
peak occurred at a higher frequency than determined experimentally
(Fig. 4.12).

The measured gain of the 100 MHz amplifier increased approxi-
mately as VCCZ for VCC < 15 volts, but leveled off for larger values
of supply voltage (Fig. 4.7). Although slightly larger in value, the
compute gain behaved similarly to the measured gain for the lower
supply voltages. However, the computed gain continued to increase
as VC C2 for large supply voltages, implying that thé model used for

the simulation was driven into saturation even at the high current levels
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associated wich the large supply voltages. The compute efficiency
remains relatively constant for VCC - 6 volls, but because the
transistor in the experimental amplifier does not behave as a satura-
ted switch at the larger supply voltages, the measured efficiency -
reduces as VCC increases (Fig. 4.8).

The characteristics of the computed and measured gain vari-
ation with load resistance are approximately the same for RL > 1008
(Fig. 4.9). For smaller load resistances, the experimental gain is
apparently reduced by transistor losses not simulated by the intrinsic
model. In addition, the computed and measured efficiencies (Fig.
4.10) do not agree well at all. Improved description of the device
losses seems necessary if the effects of load resistance are to be
modeled properly.

We conclude that the intrinsic voltage controlled transistor
model is adequate for many low frequency amplifier simulations that
are limited to small ranges in circuit conditions, however, an im-
proved model is desirable for better simulation of high frequency
amplifiers subjected to large variations in circuit conditions. One
;night conjecture that the most essential additions to the model would
be a collector resistance to account for losses with small load resist-
ances and base and emitter impedances to limit the base drive current
and prevent device saturation during conditions such as large collec-

tor supply voltage. Such additions are provided by the extended
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transistor model (Section 2.5), and their effects are considered in
the next chapter (Chapter 5). Further computations involving the

intrinsic transistor model are presented in Chapter 6 for comparison

with the other models.



CHAPTER 5

CLASS C AMPLIFIER ANALYSIS WITH EXTENDED

TRANSISTOR MODEL

5.1 Introduction

The intrinsic transistor model was expanded in Chapter 2 to
provide a more complete description of transistor behavior in high-
frequency, large-signal applications. In this chapter the resulting
extended transistor model is utilized to simulate numerically a VHF
power amplifier. The amplifier simulated in this case employs simple
tuning of both input and output. As in the study of the intrinsic model,
experimental results are compared to the results of the digital compu-
tations.

The importance of each of the elements in the extended model
has yet to be established. The question of the relative significance of
each element of the model in predicting the overall behavior of a class
C amplifier arises in the attempt to describe a transistor's high-
fi'equency large-signal characteristics with a nonlinear dynamic cir-
cuit model. Using the VHF amplifier simulation, the sensitivities of
several performance factors to variations in transistor model parame-
ters and external circuit parameters have been computed to estimate

the significance of each parameter. The sensitivities are presented

153
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in this chapter and are useful for indicating the precision to which
each circuit and model parameter value needs to be determined in

order to accurately compute RF power amplifier behavior.

5.2 Experimental Amplifier

The experimental amplifier and measurement circuitry (Fig.
5.1) is very similar to that of Fig. 4.5. This amplifier is more repre-
sentative of practical tuned power amplifiers in that the base input cir-
cuit is tuned as well as the collector output circuit. As with the
previous amplifier analyses, our interest lies in determining the
computational utility of the model to predict experimentally measured
behavior. The experimental parameters chosen for a wide range of
variation were the source driving frequency, the load resistance, and
the collector supply voltage. The nominal values of these variable

parameters were: fo = 100. MHz, R, = 225. ohms, and VCc = 10.

L
volts, respectively. The experimentally observed performance of this

amplifier is given in Figs. 5.2 through 5.14.

5.3 Amplifier Analysis with Extended Transistor Model

An equivalent circuit representation for the amplifier with the
extended transistor model is shown in Fig. 5.15. For this equivalent

circuit, the element values have been scaled to reduce the frequency

by 108 and to increase the current by 103 . A dynamic description of

the resulting seventh order nonlinear system is given by the following
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Incident Base Voltage
(-15.5Db) 0.5v/cm

,Total Base Voltage
Vertical: 5 \?fcm
Horizontal: 2ns /cm

Incident Base Voltage (-15.5Db)

/: 0.5v/cm

Collector Voltage
/ Vertical: 10 v/cm

Horizontal: 2 ns/cm

100 MHz
00 MHz

Load Power Spectrum
Vertical: 10 dB/cm
Horizontal: 100 MHz/ cm

Fig. 5.2. Waveforms for 100-MHz experimental amplifier
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Fig.

5.15. Scaled equivalent amplifier representation

with extended transistor model
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state equations:

where

>
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with the necessary side conditions

Qs A Vpig
S € -1
F'F
. Qg ("‘ Ve'B! >
1R = . e -1
“R'R
O Qps 1
A o.T
F'F
1- (Vgig/Vy)
and
Yoo =c¢
E - “Epirr* CEDEP *

*As described in Chapter 2.

(5.2)

(5.3)

(5.4)

(5.5)
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= C +C (5.6)

C CDIFF DEP

The technique employed for finding the forced steady-state solution
was the same as had been used successfully in earlier analyses of the
various class C amplifier simulations. The actual algorithm used
for solution of this system of equations is illustrated and discussed in
Appendix C. The steps involved in the numerical solution can be sum-
marized as:

(1) Guess the initial values of the seven state variables.

(2) Solve the system of equations for one period of the input
forcing signal with a double precision predictor-corrector numerical
integration routine.

(3) Compare the final values of the state variables to the initial
values.

(a) If the final values are sufficiently near the initial values,
the steady-state solution has been found, and the next
portion of the analysis can be conducted.

(b) If the final and initial values are not sufficiently near,
set the initial values to be equal to the final values and
repeat parts (2) and (3).

(4) Integrate the steady-state waveforms to determine average
base current, average collector current, collector power dissipation,

etc.
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(5) Perform a numerical Fourier analysis of the solution
waveforms, and compute the power gain, output power, efficiency,
etc.

5.3.1 Effects of Signal Source Amplitude. The computed

effects of input source amplitude on amplifier behavior are indicated
in Figs. 5.16, 5.17 and 5.18. These calculated results show that a
source amplitude of 8 volts peak produces average base and collec-
tor current values (-17. ma and 85 ma, respectively) close to the
values measured experimentally (-20 ma and 110 ma). The source
amplitude determined from the experimental measurements at 100 MHz
with the directional coupler and a peak reading voltmeter in the input
circuit was 18. 3 volts peak. However, observations with a sampling
type oscilloscope (Fig. 5.2) indicated appreciable distortion was
present in the incident signal from the input source and that the peak
amplitude of the fundamental component was approximately 8.0 volts.
The problems created by the distortion and uncertainty of input
signal amplitude can be alleviated by choosing a computational source
amplitude that provides agreement between the experimental and com-
puted device terminal currents and by comparing the output load powers

rather than the power gains. 1 Such an approach was used for the

1Of course, the power gains can be obtained from the output load
powers and the input source amplitudes, e.g.,
PLoad
(VSA)2/8 R

but will have limited meaning for comparisons with this 100 MHz
amplifier.

Transducer Power Gain =
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analyses with the extended transistor model.

5.3.2 Computed Performance. The computed waveforms and

load power spectrum of the 100 MHz amplifier operating with the ref-
erence circuit conditions of Fig. 5.15 are shown in Figs. 5.19 and
5.20. The waveforms of collector-emitter and emitter-base voltage1
exhibit the same peak amplitudes and shapes, within experimental
measurement accuracy, as observed with the experimental amplifier
(Fig. 5.2). One advantage of the computer simulation lies in the abil-
ity to predict waveshapes such as the terminal currents and the junc-
tion voltages that cannot conveniently be measured experimentally
(e.-g., experimental attempts to observe the current waveshapes at
VHF frequencies usually disturb the amplifier circuit to such an ex-
tent that the results are unreliable.) The complexity of the base and
collector current waveforms illustrates the falacy of assuming simple
analytic pulse forms to predict high frequency amplifier performance.
Assumptions of sinusoidal emitter-base junction potential are also
unrealistic in such large signal analyses.

For comparison with the experimentally observed amplifier
behavior, the computed effects of input signal frequency over a two

~ octave bandwidth are also given in Figs. 5.3 through 5.6. Effects of

load resistance and collector supply voltage are illustrated in Figs. 5.7

1Note that experimentally the base-emitter voltage was observed and
computationally the emitter-base voltage is shown. This polarity re-
versal should be remembered when making the emitter-base wave-
form comparisons.
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Fig. 5.20. Computed output power spectrum
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through 5.14. These computed results appear to be in moderate agree-
ment with those of the experimental amplifier except for load resist-
ances larger than 300 ohms. In the load resistance region of 200 to
300 ohms, the computed collector current is observed to have two pos-
sible modes, with the mode of operation being determined by initial
conditions. The waveshapes resulting from each of the two modes
appear generally the same with the exception that operation in mode 2
causes the transistor to remain in saturation longer than it does in
mode 1. The operating paths of the collector circuit for both modes
are plotted in Fig. 5.21. From this plot we observe that the peak sig-
nal amplitudes are greater for mode 2, but the paths of the limit cycles
for both modes are similar. The limit cycles of the junction potentials
(Fig. 5.22) provide additional information about the differences be-
tween the two modes of operation. In mode 2 the transistor is driven
into the inv.erse region for approximately 10 percent of the cycle. This
does not occur in mode 1 where, as with most class C amplifiers, the
collector potential does swing negative with respect to the base poten-
tial when the emitter-base junction is reverse biased. The possibility
of operation in the inverse region increases with large collector volt-
abe émplitudes that result with very large load resistances.

Mode hopping was not observed experimentally in the range of
load resistance investigated. However, such behavior is not unusual

for tuned power amplifiers, and mode changes with frequency, source
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amplitude, and supply voltage have been observed in similar ampli-
fiers utilizing the 2N3866 at VHF frequencies. For example, the class
A1 amplifier circuit of Fig. 5.23 was developed as part of a wideband
amplifier study. 1 The swept frequency response of the amplifier (Fig.
5.24) over a frequency range of 70 to 400 MHz was found to be depen-
dent on the input signal power. The three response curves of Fig. 5.24
correspond to input powers of 4.23, 2.12, and 0.841 milliwatts.
Relatively smooth response characteristics resulted for small input
powers; but the response was found to "break up' at the higher signal
levels, particularly for frequencies below 200 MHz. |

A sampling oscilloscope was used to monitor the output voltage
waveforms of the amplifier at fixed operating frequencies. The output
waveforms of Fig. 5.25 were observed at a signal frequency of 190
MHz and illustrate the jump in operating mode that can result from
changes in signal amplitude. As the signal amplitude is increased,
the output signal remains nearly sinusoidal up to the level shown in the
top trace which is 8.8 volts peak to peak. A slight further increase of
the input amplitude causes the output waveform to jump to the one
shown in the lower trace. In this new operating mode, substantial
harmonic content is evident in the output waveform. This same hop-
ping of mode produced the irregularities mentioned for the swept fre-

quency response (Fig. 5.24).

1This study was conducted by A. B. Macnee and Dennis Packard at
The University of Michigan Cooley Electronics Laboratory.
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Fig. 5.23. Experimental class Al wideband amplifier circuit

The nonlinear mode hopping behavior is representative of the
effects that can be investigated conveniently with computer simulations
but not with analytical techniques. Various transistor parameters (de-
pletion capacities, charge storage time constants, static current gain,
emitter lead inductance, etc.) can be altered in the simulation, and
their effects on circuit stability and performance can be evaluated.

In this manner the simulation can be used to determine which device
parameters are critical in.the operation of a given circuit and thereby

suggest optimum devices for such application.



| | | | | ] | ]
70 100 150 200 250 | 350 |
300 400

Freq. in MHz

Fig. 5.24. Swept frequency response of experimental amplifiers;
available input powers are 4. 23, 2.12, and 0. 841 mW

Fig. 5.25. Output waveform change associated with "'mode jump' at
190 MHz. Vertical scale 3 V per division; horizontal
scale 2 ns per division
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5.4 Ampliflicr Sensitivities

In addition to guiding selection of transistor types, we can
utilize the extended model representation of a tuned power amplifier
to estimate how critical each circuit and device parameter is to the
overall behavior of the amplifier. If we determine that some device
parameter has a strong influence on computed performance, then the
value of that parameter must be determined precisely to achieve ac-
curate simulations. Less critical values need not be measured as
precisely or in some simulations may be removed from the model.

The simulation circuit of the 100 MHz amplifier is representa-
tive of many power amplifier configurations. Thus, the sensitivity of
this circuit behavior to the various transistor parameters should be
representative of many applications. The sensitivity of a circuit be-
havior function to a change in a circuit parameter can be described

briefly as

of _ af/t A/t _ [£(p') - £(p)] /(p)

p ep/p  Ap/p (p' - p)/p (5-7)

where

f is a function of several parameters of which p is one
p is the parameter under investigation

p' = p+ Ap

Ap is a small variation in p
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In general, we wish to make as small a perturbation, Ap, in the
parameter value, p, as possible. However, in numerical analyses,
too small a perturbation may cause such small variations in the func-
tions under consideration that the variations are lost in computational
noise. For the computer-aided sensitivity analyses with the extended
transistor model, parameter variations of 10 percent seem reasonable.
By making such variations from the standard values (shown in Fig.
5.15) for each of the model and circuit parameters, the sensitivities
of output power, efficiency, base current, and collector current have
been determined (Table 5.1).

From these tabulated results we find, for example, that a
10 percent error in modeling the forward current transport factor,
Op, can lead to an error of 48. 3 percent in the computation of the out-
put power of the amplifier. This sensitivity to a change in transistor
o, can be expressed alternatively in terms of the common emitter

F
static current gain of the transistor, BF’ by the manipulation

SPL - sPL . Dep/op - sPL . (1-a.) = 0.0594
Pp ap 9 Bp/Bg O F
where
o - _F
F 1- aF

Thus we find the sensitivity of output power to the directly measured
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Amplifier Functions

Parameters PL c I‘B Ic OL
VSA 3.88 0. 321 +2,02 3. 47
BSDC -2. 88 -0.125 +0. 0490 -2.72
Vcc 0. 874 -0. 433 -0, 316 0. 370
T -2, 67 0.135 -1.04 -2.78
RS -1, 52 -0. 392 -0.792 -1.17
LS 0. 600 -0.125 -0.00646 0.798
CS 0.0739 -0.117 -0.179 0.153
RL -0. 236 -0.721 +0. 291 0. 440
LL 1.50 0.715 -0. 437 0. 670
CL 1.91 0.234 +0.131 1.52
CCB -0.0821 -0.0874 -0.170 0.0371
CBE 0.00513 0.00330 | +0.0889 -0.0137
CCE 0.199 -0.0346 +0. 0407 0. 155
RCé -0. 455 -0. 228 -0.495 -0.190
RBB 2.74 0.759 +0. 899 1.70
REE -0. 00977 0. 3177 -0. 246 -0.0844
LEE -0.0506 0.178 -0.131 -0. 216
QFS 0.0724 -0. 164 -0.219 0. 204

Table 5.1. Sensitivities with extended transistor model analysis
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Amplifier Functions

Parameters PL e IB ICOL
Qgs -0.107 0.0521 | -0.330 | -0.157
o -0.506 | -0. 251 -0.230 | -0.250
o -0.0602 | 0.138 | -0.335 | -0.133
an 4,83 1.09 +5. 24 4, 24
ap -0. 456 -0.325 | -0.150 0. 224
X 1. 40 -0.181 ~0. 0589 1.53
V, 1.91 -0.131 -1.65 2,03
N, 0.0759 | -0.0595 | +0.0961 0.0801
Cse -0. 224 -0.294 | -0.126 0.114
| 0.0975 | -0.0525 | -0.00972 | 0,0675
Yo -0.00308 | 0.0464 | -0.471 0.0495
Cre -0.0350 | -0.194 | +0.00662 | 0.176
ACLIM -0.0317 | -0.0987 | -0.150 0.0693
Cik -0.247 - | 0.167 -0.440 | -0.400
Vg 0.187 -0.0444 | -0.152 0.196
Yg 0. 317 0.199 | +0.118 0.0573
Crg 0.118 | -0.0550 | +0.0555 0. 0820
AELIM 0.139 | -0.0526 | +0.0184 | 0.108

Table 5.1. (Cont.)
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model parameter, BF, to be much less than the sensitivity of aF ,
and in consideration of modeling accuracy requirements, the BF de-
pendence has the more direct significance. As a similar application
of the tabulated sensitivities, we observe that using a 2N3866 transis-

tor with an emitter-base avalanche potential, V 10 percent greater

A,
than the 6.2 volts used in this simulation could lead to a 20. 3 percent

increase in the average collector current of the amplifier circuit.

5.5 Conclusions

The computations utilizing the extended transistor model have
demonstrated the ability of the simulation to predict the behavior of
VHF power amplifiers. The simulation provides the versatility and
convenience of monitoring several functions that cannot be observed
readily with experimental techniques. In addition the simulation can
be used to predict how changes in transistor parameters will effect
the amplifier behavior. Further comparisons of the extended model
analyses to analyses with other model representations will be given in

the following chapter.



CHAPTER 6

COMPARISON OF AMPLIFIER REPRESENTATIONS

6.1 Introduction

The ideal switch and intrinsic transistor model representations
have been found to be useful for analysis and study of basic charac-
teristics of low frequency tuned power amplifiers. In the high fre-
quency analyses with the intrinsic transistor model, some of the
behavior predictions were found to differ significantly from results
obtained with a 100 MHz experimental amplifier. Consequently, the
intrinsic model was augmented to include major extrinsic effects, and
the resulting extended transistor model was used for calculations and
comparisons with another 100 MHz experimental amplifier.

In order to provide a better comparison between the various
models, all ‘of them are used in this chapter to predict the fundamen-
tal characteristics of a common amplifier. The amplifier chosen for
this comparison standard is the experimental 100 MHz amplifier
presented in Chapter 5 and shown again in Fig. 6.1. Small signal
m,easureme‘nts of the passive output network of the amplifier at a fre-
quency of 100 MHz led to the equivalent output circuit of Fig. 6.2.
Observation of the collector-emitter voltage waveform of the experi-
mental amplifier indicated that the transistor was in saturation

approximately 40.4 percent of the time which implies a switching duty

180
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factor of 0.404 for analyses with the ideal switch representations.
Scaling the amplifier center frequency by a factor of 108 and scaling
the network currents by 103 leads to the computational models illus-
trated in Figs. 6.3, 6.4, 6.5, and 6.6. The capacitance value chosen
for the fixed capacitance-ideal switch model, C, represents the sum
of the output tuning and stray capacitances of the amplifier and the net
collector-base capacitance of the 2N3866 transistor evaluated at the

average collector-base potential, V Vbb‘ Similarly, the capaci-

ce
tance parameters for the ideal switch-depletion capacitance represen-
tation were selected to match the collector-base depletion capacitance
characteristics of the 2N3866. The intrinsic and extrinsic transistor
model parameters were also chosen to match the 2N3866 characteris-
tics as discussed in Chapter 2.

Analyses with each of the amplifier representations were con-
ducted numerically as discussed in preceding chapters. The amplifier's
behavior characteristics chosen for investigation and comparison were
circuit waveforms, fundamental output power, collector efficiency,
and where applicable, average base and collector currents. The cir-
cuit parameters used as variables were source driving period, load
resistance, and collector supply voltage. The computed effects of
input source amplitude on the intrinsic and extrinsic transistor model
representations are also included but these effects were not verified

experimentally .
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LV cc (1ov)

L (73 nH) :é R(225 Q)

2N3866

C(1.2 Pf)

Fig. 6.2. Measured equivalent output circuit

Lv cc 10V)

L(. 0073 H) SR( 225)
T | l ) !
e .
l Ve T ca.o051)

- Fig. 6.3. Scaled equivalent output circuit for ideal switch analysis

R
(0. 225Q)

switch closed o ¢
switch open l
v Cv)
it 1°
T

A = Supremum X’L VZ}

LIM
VZz = 0.5
ALIM = 0,0625
y = 0.474
CJ = 2,548
CF = 0.17

Fig. 6.4. Scaled output circuit for analysis with ideal switch and
depletion layer capacitance
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Fig. 6.6. Scaled equivalent amplifier representation
with extended transistor model
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6.2 Waveform Comparisons

The output load voltage waveforms (Fig. 6.7) all have the gen-
eral shape of one period of a damped sinusoid. The most predominant
differences in the voltage waveforms are their amplitudes. The peak
to peak amplitudes are:

Experimental ... 35V

Ideal switch-fixed capacitance --- 75V

Ideal switch-depletion capacitance --- 65V

Intrinsic ... 59V

Extended --- 36V
In comparing the voltage waveforms for the ideal switch analyses we
see that one effect of the nonlinear depletion capacitance is to narrow
the waveform during the time that the capacitor voltage exceeds the
supply voltage and to widen and limit the waveform when the voltage
is small or negative. Such an effect is anticipated since the depletion
capacitance value varies inversely with the capacitor voltage. Of the
models considered the only form capable of producing a nearly linear
change in output voltage with collector current during saturation is
;the extended transistor model. We see the need for adding series
resisfance to the output terminals of the other models if the satura-
tion voltages are to be current dependent. The addition of such seriés
resistance not only improves the '"'fit'"" of the saturation characteris-

tics but also limits the rate of change of output inductor current
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during saturation. Thus adding series resistance reduces the amount
of energy added to the output circuit during saturation; as a result,
the output voltage amplitude is reduced. The waveforms of current
in the output tuning inductors (Fig. 6.8) are proportional to the inte-
gral of output voltage, and except for amplitude differences, these
waveforms are very similar to each other in appearance.

The emitter-base junction voltages resulting from analysis
with the intrinsic and extended transistor models, Vgigts are very
similar (Fig. 6.9), and as noted previously, cannot justifiably be
assumed sinusoidal. The emitter-base terminal voltage of the
extended model analysis (Fig. 6.9c) appears more nearly sinusoidal,
which is in agreement with the experimentally observed waveform
(Fig. 6.1).

The base current waveforms of the intrinsic and extended
model analyses are of the same shape and amplitude, but their aver-
age values differ (Fig. 6.10). [The apparent phase shift between the
intrinsic and extrinsic waveforms is produced by a shift in phase of
the input signal (Fig. 6.10c) and not from differing delays in the
models. This phase shift was added to improve convergence to a
~ stable limit cycle of the numerical analysis with the extended model
as described in Appendix C.] The collector currents also are of
similar shape (Fig. 6.11); however, the peak amplitude calculated

by intrinsic model analysis is almost twice that calculated with the
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