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A semiparametric two-stage estimation method is proposed for the estimation of sample selection models which are subject to Tobit-type selection rules. With randomization restrictions on the disturbances of the model, all the regression coefficients in the model are, in general, identifiable without exclusion restrictions. The proposed estimator is shown to be $\sqrt{n}$-consistent and asymptotically normal. Some Monte Carlo results, to demonstrate its finite sample performance, are provided.
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1. Introduction

Econometric models of discrete choice, limited dependent variables, and sample selection have found interesting applications in empirical studies. Models with parametric distributions, however, may be subject to distributional misspecifications, which might result in inconsistent estimates. Recent research efforts on the estimation of such models have focused on semiparametric methods, which relax parametric distribution assumptions. Semiparametric methods have been proposed for the estimation of sample selection models with discrete choice decision rules. Semiparametric estimation of sample selection models...
models subject to Tobit-type selection rules have not been explicitly considered in the literature.

Tobit-type sample selection models differ from sample selection models with discrete choice rules in that the decision equations in such models are Tobit equations instead of discrete choice equations. An example is a model of female labor supply in Heckman (1974) where the market wages can be observed only for the individuals whose hours of work are positive. Consider a model of two equations:

\[ y_1 = x_1 \alpha + u, \quad y_2 = x_2 \beta + v. \]  

(1.1)

where \( y_1 \) and \( y_2 \) can be observed only when \( y_1 > 0 \). This model provides much more information than the model with a discrete choice equation for \( y_1 \), in that the positive values of \( y_1 \) can be observed instead of just the sign of \( y_1 \). For the semiparametric model with a discrete choice equation for \( y_1 \), Chamberlain (1986) has shown that, under the assumption that \((u, v)\) is independent of regressors in the model, the identification of \( \beta \) requires exclusion restrictions on the regressors of the \( y_2 \) equation. Semiparametric methods for estimation of such a model have been suggested in Cosslett (1991), Robinson (1988), Powell (1987), Ichimura and Lee (1991), Newey (1988), and Lee (1990). For the model with a Tobit-type selection equation, observability of \( y_1 \) in a continuous range may provide enough restrictions for the identification of \( \beta \). This article proposes a simple semiparametric two-stage method for the estimation of \( \beta \). Given a consistent estimate of \( \alpha \), the bias of the observed outcome equation can be adjusted, and \( \beta \) can be estimated by a regression procedure. Our procedure differs from the two-stage estimation procedures in Heckman (1976), Cosslett (1991), Robinson (1988), and Powell (1987) in the way of constructing the bias adjustment term. Our adjustment term is designed for Tobit-type sample selection models. Under general regularity conditions, our two-stage estimator is \( \sqrt{n} \)-consistent and asymptotically normal.

The article is organized as follows. Section 2 describes the estimation procedure. Regularity conditions for our model are listed in this section. Consistency of the estimator is discussed in section 3. Asymptotic distribution of the estimator is described in section 4. Section 5 provides a consistent estimate of the covariance matrix of the estimator. Several Monte Carlo simulations are performed to investigate the finite sample performance of the proposed estimator. The simulation results are reported in section 6. Appendix 1 summarizes some relevant results for our analysis. Some proofs of asymptotic properties of the estimator are provided in appendix 2.

2. A two-stage semiparametric estimation procedure

The model considered has two equations. One of them is a Tobit-type selection equation. Let \( x \) be a \( k \)-dimensional vector of regressors in the model.
To be specific, $x$ does not include a constant term. The $x_1$ and $x_2$ are subvectors of $x$ of dimensions $k_1$ and $k_2$, respectively. The underlying latent equations in the model are

\[ y_1 = x_1 \alpha_0 + u \]  

and

\[ y_2 = x_2 \beta_0 + v, \]  

where $\alpha_0$ and $\beta_0$ are the true parameter column vectors of dimensions $k_1$ and $k_2$, respectively. Values of $y_1$ and $y_2$ are defined on the whole real line, but they can be observed only when $y_1 > 0$. Eq. (2.1) is a censored regression model if $\max \{0, y_1\}$ and the corresponding $x$ are observable. It will be a truncated regression model if only the positive values of $y_1$ and their corresponding $x$ are available. In this article, the disturbances $u$ and $v$ in (2.1) and (2.2) are assumed to be independent of $x$ in the model. If observations of $y_1$ are censored, $\alpha_0$ can be estimated by, for example, Powell's least absolute deviations method [Powell (1984)]. With a truncated sample, the method in Lee (1992) is applicable. Estimation of $\beta_0$ is the remaining issue. In this article, we generalize the semiparametric estimation method in Lee (1992) for the truncated regression model to the estimation of the above sample selection model.

Conditional on $y_2$ being observable and $x$, the regression function of $y_2$ is

\[ E(y_2 | y_1 > 0, x) = x_2 \beta_0 + E(v | u > - x_1 \alpha_0, x). \]  

The two-stage estimation method in Powell (1987) and the semiparametric nonlinear least squares method in Ichimura and Lee (1991) have used the 'index property' that $E(v | u > - x_1 \alpha_0, x)$ is a function of $x_1 \alpha_0$, i.e. $E(v | u > - x_1 \alpha_0, x) = E(v | u > - x_1 \alpha_0, x_1 \alpha_0)$, but not the 'independence property' that $u$ and $v$ are independent of $x$ in the latent structure. When $x_1 = x_2$ or $x_2$ is a subvector of $x_1$, the index property alone does not provide enough restrictions for identification of $\beta_0$ [see Chamberlain (1986), Powell (1987), and Ichimura and Lee (1991)]. For our model, let $f(v, u)$ be the joint density of $(v, u)$, let $f_u(\cdot)$ be the marginal density of $u$, and let $h(\cdot)$ be the density of $x_1 \alpha_0$. Then

\[ E(v | u > - x_1 \alpha_0, x) = \int_{-\infty}^\infty \int_{-\infty}^\infty v f(v, u) du dv. \]

\[ = \frac{\int_{-\infty}^\infty f_u(t) dt}{\int_{-\infty}^\infty f_u(t) dt}. \]  

For our model, since no moment restrictions are imposed on the disturbances, constant terms in the equations are absorbed into the disturbances.

Powell's approach assumes that $u$ conditional on $x$ has zero median, which is weaker than the independence assumption.
For the index formulation, the property that \( f(v, u) \) is not a function of \( x_i x_0 \) has not been imposed on estimation. Imposing this property of the model is the key for identification. At first sight of (2.4), one might attempt to estimate \( f(v, u) \) and \( f_0(u) \) with observable residuals \( v \) and \( u \) by some nonparametric density estimates. Unfortunately, the problem is not so straightforward with truncated (or censored) data, because the joint density of \( (v, u) \) given \( y_1 > 0 \) is \( f(v, u) \int_{-\infty}^{\infty} h(t) dt / D \), where \( D = \int_{-\infty}^{\infty} (\int_{-\infty}^{\infty} f_0(t) dt) h(z) dz \) is the probability of the event \( y_1 > 0 \), and the density of \( u \) given \( y_1 > 0 \) is \( f_0(u) \int_{-\infty}^{\infty} h(t) dt / D \). Estimation of any relevant function of this model should take into account the distribution of \( x_i x_0 \). Multiplying both the numerator and denominator of (2.4) by \( \int_{-\infty}^{\infty} h(z) dz \), (2.4) can be rewritten as

\[
E(v \mid u > -x_i x_0, x) = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} v f(v, u) h(z) du dz dv}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_0(t) h(z) dt dz}.
\]

With a random sample \( (y_{i1}, y_{i2}, x_i), y_{i1} > 0, i = 1, \ldots, n, \) consisting of independent observations drawn from a common population, (2.4') can be estimated nonparametrically. At \( x_i \), the proportion of sample observations of \( (x_i x_0, u) \), which satisfy the conditions \( x_i x_0 > x_i x_0 \) and \( u > -x_i x_0 \), will provide a consistent estimate of the probability (conditional on \( x_i \)) of the event \( u > -x_i x_0 \) and \( x_i x_0 > x_i x_0 \); i.e.,

\[
\frac{1}{n} \sum_{j=1}^{n} I(u_j > x_i x_0, x_i x_0 > x_i x_0) \to \int_{x_i x_0}^{\infty} \int_{x_i x_0}^{\infty} f_0(t) h(z) dt dz,
\]

by the strong law of large numbers. Similarly,

\[
\frac{1}{n} \sum_{j=1}^{n} v_j I(u_j > x_i x_0, x_i x_0 > x_i x_0) \to \int_{-\infty}^{x_i x_0} \int_{-\infty}^{x_i x_0} v f(v, u) h(z) du dz dv.
\]

The ratio of the latter sample average over the former sample average provides an estimate of (2.4') at \( x_i \). These sample averages are, however, not easy to work with due to their nonsmooth characteristic as functions of \( x_0 \). Instead of frequency estimators, we consider smooth kernel density estimators. The intuition behind these formulations is based on the observation that the density of \( (v_i, u_i) \) conditional on \( y_{i1} > 0 \) and \( x_i x_0 \) is the same as the density of any \( (v_j, u_j) \) conditional on \( x_i x_0, u_j > -x_i x_0 \) and \( x_i x_0 > x_i x_0 \). In particular, the conditions \( x_i x_0 > x_i x_0 \) and \( u > -x_i x_0 \) imply \( y_1 = x_i x_0 + u > 0 \).

\(^3\) See also Lee (1992) for the estimation of a truncated regression model and a geometric interpretation.
Before we proceed further, let us clarify some of the notations and conventions that will be adopted throughout this article. The random variables \( y_1, y_2, x, u, \) and \( v \) are referred to the random variables in the latent eqs. (2.1) and (2.2). Sample observations are always referred to truncated observations. \( r_j = (y_{1j}, y_{2j}, x_j) \) is a row vector of the \( j \)th sample observations; \( r_{ij} = (y_{1j}, x_{1j}) \) is a subvector of \( r_j \). All the expectations and probability functions are taken with respect to the distribution of the latent random variables before truncation. \( P(S) \) denotes the probability of an event \( S \) under the distribution of the latent random variables. As a convention, with a realization \( x_i \) appearing in any expectation or probability function, \( x_i \) will be regarded as a parameter. For example, \( P(x_1x_0 > x_{1j}x_0) \) refers to the probability of the set \( \{ x \mid x_1x_0 > x_{1j}x_0 \} \), and \( E(v\mid u > -x_{1j}x_0, x_1x_0 > x_{1j}x_0) \) is the conditional expectation of \( v \) conditional on the set \( \{(u, x) \mid u > -x_{1j}x_0, x_1x_0 > x_{1j}x_0\} \). \( I_S(\cdot) \) denotes the indicator of a set \( S \). \( \alpha \) and \( \beta \) are possible values of \( \alpha' \) and \( \beta' \) respectively. \( \Theta_1 \times \Theta_2 \) is the parameter space of \( (\alpha', \beta')' \). We define the variables \( u(x) = y_1 - x_1 \alpha \) and \( v(\beta) = y_2 - x_2 \beta \), and their realizations \( u_j(x) = y_{1j} - x_{1j} \alpha \) and \( v_j(\beta) = y_{2j} - x_{2j} \beta \). \( g(\cdot \mid x) \) denotes the density function of \( (u(x), x_1, x) \), and \( E(\cdot \mid \cdot, x) \) is a conditional expectation conditional on \( (u(x), x_1, x) \). The \( u_j = u_j(x_0) \), \( v_j = v_j(\beta_0) \), \( e_{1j} = y_{1j} - x_{1j} \alpha_0 - E(u\mid u > -x_{1j}x_0) \), and \( e_{2j} = y_{2j} - x_{2j} \beta_0 - E(v\mid u > -x_{1j}x_0) \) are regression residuals. More notations will be introduced in the due course.

Let \( K(\cdot) \) be a kernel function on \( \mathbb{R}^2 \) and \( a_n > 0 \) be a bandwidth parameter [Rao (1983)]. For any random variable \( s \), define

\[
C_n(s \mid x_1, \alpha) = \int_{x_{1j} + a_n}^{x_{1j}} \int_{x_{1j} - a_n}^{-x_{1j}} \frac{1}{(n-1)a_n^2} \sum_{j \neq i} \frac{n}{s_j K \left( \frac{u - u_j(x) z - x_{1j} \alpha}{a_n} \right)} du dz,
\]

where \( A_n > 0 \) is a trimming parameter, and

\[
E_n(s \mid x_1, \alpha) = \frac{C_n(s \mid x_1, \alpha)}{C_n(1 \mid x_1, \alpha)}.
\]

As shown in the subsequent sections under some regularity conditions and the design that \( a_n \) and \( A_n \) go to zero as \( n \) goes to infinity, \( E_n(v(\beta) \mid x_1, \alpha) \) provides a consistent estimate of \( E(v(\beta) \mid u(x) > -x_{1j}x_0, x_1x_0 > x_{1j}x_0) \). Given a consistent estimate \( \hat{\alpha} \) of \( x_0 \), our proposed estimation method is a semiparametric least squares procedure:

\[
\min_{\beta} \frac{1}{n} \sum_{i=1}^{n} I_x(x_1, (y_{2i}, x_2, \beta, E_n(v(\beta) \mid x_1, \hat{\alpha})^2),
\]
where the set $X$ is constructed by trimming the regressors in $x_1$. The necessity of trimming the regressors will be explained in a later paragraph. The estimator $\hat{\beta}$ from (2.7) has a closed form expression:

$$
\hat{\beta} = \left\{ \sum_{i=1}^{n} I_X(x_{1i}) \left[ x_{2i} - E_n(x_2 | x_{1i}, \tilde{z}) \right] \right\}^{-1} \times \sum_{i=1}^{n} I_X(x_{1i}) \left[ x_{2i} - E_n(x_2 | x_{1i}, \tilde{z}) \right] \left[ y_{2i} - E_n(y_2 | x_{1i}, \tilde{z}) \right].
$$

(2.8)

This two-stage procedure is similar in a certain way to the two-stage procedures in Robinson (1988) and Powell (1987). Define a weight function:

$$
W_n(x_{1i}, r_{1j}, \alpha) = \frac{1}{n} \sum_{l \neq i} \int_{x_{1i} + a_n - x_{1l}}^{x_{1i} + a_n - x_{1l}} \int_{x_{1i} + a_n - x_{1l}}^{x_{1i} + a_n - x_{1l}} K \left[ \frac{u - u_l(z)}{a_n}, \frac{z - x_{1i} x}{a_n} \right] du dz.
$$

(2.9)

The weighting functions in the two-stage procedures in Robinson (1988) and Powell (1987) are, however, quite different from ours. Our weighting function is specific to the sample selection model with a Tobit selection rule. Their weighting functions use index restrictions only. Our semiparametric estimation procedure can also be understood from an angle different from (2.7). At each $x_i$, (2.1) and (2.2) imply (2.3):

$$
E(y_i | y_i > 0, x_i) = x_{2i} \beta_0 + E(v | u > - x_{1i} \alpha_0, x_i).
$$

In addition, they imply also that

$$
E(v_{i} | y_i > 0, x_i) = x_{2i} \beta_0 + E(v | u > - x_{1i} \alpha_0, x_i).
$$

(2.11)
As \( E(v | u > - x_1z_0, x_1z_0 > x_1z_0) = E(v | u > - x_1z_0, x_1) \) is an unknown function, it can be eliminated by taking the difference of (2.3) and (2.11) which gives

\[
y_{2i} - E(y_2 | u > - x_1z_0, x_1z_0 > x_1z_0) = \left[ x_{2i} - E(x_2 | x_1z_0 > x_1z_0) \right] \beta_0 + \epsilon_{2i}. \tag{2.12}
\]

With \( E(y_2 | u > - x_1z_0, x_1z_0 > x_1z_0) \) and \( E(x_2 | x_1z_0 > x_1z_0) \) replaced, respectively, by the nonparametric estimates \( E_n(y_2 | x_1, \hat{\beta}) \) and \( E_n(x_2 | x_1, \hat{\beta}) \), a least squares procedure applied to (2.12) provides the estimate \( \hat{\beta} \) in (2.8). From this point of view, we see that the estimation procedure has explored the information in (2.12) in addition to (2.3).

The \( \hat{\beta} \) can be shown to be consistent and asymptotically normally distributed under some regularity conditions if \( \alpha_n \) and \( \Delta_n \) are chosen to converge to zero at certain rates as the sample size \( n \) increases.

To justify the statistical properties of our estimator, the following regularity conditions are assumed:

**Assumption 1**

1. The disturbances \( u \) and \( v \) in the latent equations are independent of \( x \).
2. The samples \( (y_{1i}, y_{2i}, x_i), i = 1, \ldots, n, \) where \( y_{1i} > 0 \) for all \( i \), are i.i.d.\(^4\)
3. The first four order moments of \( (y_{2i}, x_i) \) exist.
4. \( \hat{\beta} \) is a consistent estimate of \( \beta_0 \).
5. For each \( \alpha \in \Theta_1 \), where \( \Theta_1 \) is a compact neighborhood of \( \alpha_0 \), the index \( x_1z \) is a continuous random variable.
6. \( X \) is chosen to be a compact subset of the support \( S \) of \( x_1 \) such that \( \max_{x_1 \in X} x_1z_0 < \max_{x_1 \in X} x_1z_0 \).
7. For each \( x_1 \in X \), there exists, with positive probability, some \( x_1 \) in the set \( \{ x_1 | x_1z_0 > x_1z_0 \} \) such that \( P(y_1 > x_1z_0 - x_1z_0 | x) > 0 \).

**Assumption 2**

1. For each \( \alpha \in \Theta_1 \), the density function \( g(w | \alpha) \) of \( (y_1 - x_1z, x_1z) \); and the conditional expectations \( E(x | w, \alpha), E(y_2 | w, \alpha), E(y_2x_1 | w, \alpha), \) and \( E(x_1x_2 | w, \alpha) \) conditional on \( (y_1 - x_1z, x_1z) = w \) are twice differentiable in \( w \) on \( W = \{ w | w_1 + w_2 > 0 \) where \( w = (w_1, w_2) \}\).
2. \( g(w | \alpha), E(x_2 | w, \alpha) \) and \( E(y_2 | w, \alpha) \) are continuous in \( \alpha \in \Theta_1 \).

\(^4\)Our two-stage estimation method does not use information of the event \( y_1 < 0 \) once a consistent estimate of \( \alpha_0 \) is given. The sample can simply consist of truncated observations.
Assumption 3

There exist Lebesgue measurable functions $h_j(w)$, $j = 1, \ldots, 4$, with the following domination and integrability properties:

(1) Domination properties: Let $t = 1, x_2, y_2$. In some neighborhood $N_\delta(w)$ of $w$ in $W$ with radius $\delta > 0$ that does not depend on $w$,

(i) $\sup_{z \in \Theta_1} \sup_{w \in N_\delta(w)} \| E(t \mid s, z) g(s \mid z) \| \leq h_1(w)$,

(ii) $\sup_{z \in \Theta_1} \sup_{w \in N_\delta(w)} \left\| \frac{\partial^2}{\partial s \partial s'} [E(t \mid s, z) g(s \mid z)] \right\| \leq h_2(w)$,

(iii) $\sup_{(u, x_1) \in \Theta_1 \times X} \sup_{w \in N_\delta(w)} E(\| (x_{1i} - x_1) ' t \| ^2 \mid s, z) g(s \mid z) \leq h_3(w)$,

(iv) $\sup_{(u, x_1) \in \Theta_1 \times X} \sup_{w \in N_\delta(w)} \left\| \frac{\partial^2}{\partial s \partial s'} [E((x_{1i} - x_1) ' t \mid s, z) g(s \mid z)] \right\| \leq h_4(w)$,

(2) Integrability properties:

(i) $\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_j(u, z) du dz < \infty$ for $j = 1, 2$,

(ii) $\int_{-\infty}^{\infty} \sup_{z \in \Theta_1} h_j(u, z) dz < \infty$ and $\int_{-\infty}^{\infty} \sup_{u \in \Theta_1} h_j(u, z) du < \infty$

for $j = 3, 4$.

Assumption 4

(1) The kernel function $K(w)$ on $R^2$ is bounded and has a bounded support.
(2) $\int K(w) dw = 1$ and $\int w K(w) dw = 0$.
(3) The bandwidth sequence $\{a_n\}$, with $a_n > 0$, converges to zero at a rate such that $\lim_{n \to \infty} (na_n^2 / \ln n) = \infty$ and $\lim_{n \to \infty} na_n^4 = 0$.
(4) The $\{A_n\}$ is a positive sequence such that $\lim_{n \to \infty} A_n = 0$ but $\lim_{n \to \infty} (A_n / a_n) = \infty$.

Assumption 5 (Identification condition)

The matrix $E(I_x(x_1) [x_{2i} - E(x_2 \mid x_1 x_0 > x_1 x_0)] [x_{2i} - E(x_2 \mid x_1 x_0 > x_1 x_0)])$ is nonsingular.
The conditions in Assumption 1 are some basic regularity conditions for our model. The regressors in $x_{1j}$ are trimmed in Assumption 1(6) to guarantee that, for each $x_{1j} \in X$, $P(x_{1j} \geq x_{1j} \mid x_{1j})$ is strictly positive. Assumption 1(7) together with $X$ implies that $P(u > - x_{1j} x_0)$ is also strictly bounded away from zero on $X$. This assumption is always satisfied if $u$ is unbounded from above. Without trimming of $x_{1j}$, we have some technical difficulty to prove the uniform convergence of $E_a(v(\beta) \mid x_{1j}, x)$, which is a ratio of $C_n(v(\beta) \mid x, x)$ over $C_n(1 \mid x_{1j}, x)$ to a well-defined limit. This is so, because at some boundary points of $S$, say $x^*_1$, it is possible that the event $x_{1j} x > x^*_1 x$ will occur with zero probability. At those points, $1/C_n(1 \mid x_{1j}, x)$ will not converge. For the points close to the boundary, even their limits may exist, the limiting values might be very large. Assumptions 2–4 are used to guarantee convergence of the nonparametric functions in (2.5) and (2.6), and their derivatives to some proper limit functions. The conditions in Assumption 3 permit interchange of order for limiting operators and integration operators by the Lebesgue dominated convergence theorem (LDC). The rate of convergence of $a_n$ controls the rate of convergence of the nonparametric functions. The trimming parameter $\Delta_n$ is used to avoid complicated biases of the nonparametric functions along the boundary of $y_1 > 0$ so that some uniform rate of asymptotic biases can be established. To clarify this issue a little bit more, consider the point $(- x_{1j} x_0, x_{1j} x_0)$. In any neighborhood of this point, some values $(\tilde{u}, \tilde{x})$ of $(u, x_{1j} x_0)$ with $\tilde{u} < - x_{1j} x_0$ would not be observable because $\tilde{y}_1 = \tilde{x} + \tilde{u}$ could be negative. The kernel density estimate $(1/(n - 1) a^2_n) \times \sum_{j=1}^{n} K((- x_{1j} x_0 - u_j)/a_n, (x_{1j} x_0 - x_{1j} x_0)/a_n)$ would not necessarily converge to the density of $(u, x_{1j} x_0)$ at $(- x_{1j} x_0, x_{1j} x_0)$ when the kernel puts some positive weight on every point in its neighborhood. This difficulty might prevent the conditional expectation of $C_n(1 \mid x_{1j}, x_0)$ (with $\Delta_n = 0$), conditional on $x_{1j}$, to converge to $\int_{x_{1j} x_0}^\infty \int_{x_{1j} x_0}^\infty L(t_1) h(t_2) dt_1 dt_2$ with the rate of $O(a_n^2)$ as required in Proposition 2 of the appendix. The $\Delta_n$ is designed to overcome such irregularity. For our proposed estimation method, since the rate of convergence of $a_n$ is not too slow, $K(\cdot)$ can simply be a density function. The regularity conditions of our assumptions are sufficient to prove that our two-stage estimator is $\sqrt{n}$-consistent and is asymptotically equivalent to the sum of an asymptotic normal

4 Instead of trimming $x_{1j}$, an alternative suggestion in Powell (1987) can be applied to our model. Powell’s approach is to weight the squared residual at each point $x_j$ by $C_n^2(1 \mid x_j, \hat{z})$ so as to eliminate each denominator in the semiparametric least squares procedure. Following Powell’s approach, the semiparametric least squares procedure would be a semiparametric weighted least squares procedure. However, such a weighting has nothing to do with optimal estimation as in the classical Aitken’s estimator for linear regression models.

6 An alternative approach, that might be useful to overcome this difficulty, is to select a kernel function $K(t_1, t_2)$ with the property that it vanishes whenever $t_1 > 0$. Such a kernel for the density estimation of $(u, x_{1j} x_0)$ at $(- x_{1j} x_0, x_{1j} x_0)$ will put zero weight on any value $(\tilde{u}, \tilde{x})$ with $\tilde{u} < - x_{1j} x_0$. However, such a kernel could not be a proper density function under the zero mean condition in Assumption 4(2). Kernel functions with some negative values would be needed.
variable and a variable involving \( \hat{x} \). With a \( \sqrt{n} \)-consistent and asymptotic normal \( \hat{x} \), our two-stage estimator is asymptotically normal.

3. Consistency and identification

Asymptotic properties of \( \hat{\beta} \) depend on properties of the nonparametric functions in (2.5) and (2.6). Let \( t = 1, y_2, \) or \( x_2 \). By a change of variables,

\[
C_n(t \mid x_{11}, \alpha) = \frac{1}{n - 1} \sum_{j \neq i}^{n} \int_{x_{1j} + A_n - x_{1j} \alpha / \alpha_n}^{x_{1j} + A_n} \int_{(x_{1j} - x_{1j} \alpha / \alpha_n)}^{\infty} K(u, z) du \, dz. \tag{3.1}
\]

Since the second moments of \( y_2 \) and \( x_2 \) are finite and \( \int_{-\infty}^{\infty} |K(w)| \, dw < \infty \),

\[
\sup_{x_{11}, x_2} \text{var} \left( C_n(t \mid x_{11}, \alpha) \mid x_{11} \right) = O(1/n). \tag{3.2}
\]

For any random variable \( s \) and a constant \( \Delta \geq 0 \), denote

\[
C(s \mid x_{11}, \alpha, \Delta) = \int_{x_{11} + \Delta}^{\infty} \int_{-x_{11}}^{\infty} E(s \mid u, z, \alpha) g(u, z \mid \alpha) \, du \, dz. \tag{3.3}
\]

Under Assumptions 3 and 4, Proposition 2 of appendix 1 implies that

\[
\sup_{x_{11}, x_2} \left| E(C_n(t \mid x_{11}, \alpha) \mid x_{11}) - C(t \mid x_{11}, \alpha, \Delta_n) \right| = O(a_n^2). \tag{3.4}
\]

With the LDC theorem, Assumption 2(2) and Assumption 3 imply that \( C(t \mid x_{11}, \alpha, \Delta) \) with \( t = 1, y_2, \) or \( x_2 \) are uniformly continuous on \( X \times \theta_1 \times [0, 1] \). The uniform law of large numbers in Proposition 1 of appendix 1 can be applied to (3.1) with \( d = \tilde{d} = 0 \). Since \( \hat{x} \) is consistent, it follows that

\[
\limsup_{n \to \infty} \sup_{x_{11} \in X} \left| C_n(t \mid x_{11}, \hat{x}) - \int_{x_{11} + \tilde{d}}^{\infty} \int_{-x_{11}}^{\infty} E(t \mid u, z, \tilde{\alpha}) g(u, z \mid \tilde{\alpha}) \, du \, dz \right| = 0. \tag{3.5}
\]

On \( X \), Assumption 1(7) guarantees that the probability \( \int_{x_{11} + \tilde{d}}^{\infty} \int_{-x_{11}}^{\infty} g(u, z \mid \tilde{\alpha}) \times du \, dz \) is uniformly bounded away from zero. As \( u \) and \( v \) are independent of \( x \),

\[
E(v \mid u > - x_{11}, x_{11} \tilde{\sigma}_0 > x_{11}, \tilde{\sigma}_0) = E(v \mid u > - x_{11}, \tilde{\sigma}_0) \quad \text{and} \quad E(x_2 \mid u > - x_{11}, x_{11} \tilde{\sigma}_0, x_{11} \tilde{\sigma}_0 > x_{11}, \tilde{\sigma}_0) = E(x_2 \mid x_{11} \tilde{\sigma}_0 > x_{11}, \tilde{\sigma}_0) \text{ for all } x_{11}.
\]

Therefore

\[
\limsup_{n \to \infty} \sup_{x_{11} \in X} \left| E_u(y_2 \mid x_{11}, \tilde{\sigma}) - E(y_2 \mid u > - x_{11}, \tilde{\sigma}_0, x_{11} \tilde{\sigma}_0 > x_{11}, \tilde{\sigma}_0) \right| = 0. \tag{3.6}
\]
and
\[
\text{plim } \sup_{n \to \infty} \left| E_n(x_2 | x_{1i}, \hat{\alpha}) - E(x_2 | x_{1i} \alpha_0 > x_{1i}\alpha_0) \right| = 0. \tag{3.7}
\]

Since \(C_n(v(\beta)|x_{1i}, \alpha) = C_n(y_2|x_{1i}, \alpha) - C_n(x_2|x_{1i}, \alpha)\beta\), (3.6) and (3.7) imply that
\[
\text{plim } \sup_{n \to \infty} \left| E_n(v | x_{1i}, \hat{\alpha}) - E(v | u > - x_{1i}\alpha_0) \right| = 0. \tag{3.8}
\]

Eq. (2.8) implies that
\[
\hat{\beta} - \beta_0 = \left\{ \sum_{i=1}^{n} I(x_{1i}) [x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha})] [x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha})]' (v_i - E_n(v | x_{1i}, \hat{\alpha})) \right\}^{-1}
\times \sum_{i=1}^{n} I(x_{1i}) [x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha})]' (v_i - E_n(v | x_{1i}, \hat{\alpha})). \tag{3.9}
\]

Since the first two moments of \((y_2, x_2)\) are finite, (3.6)–(3.8) and Kolmogorov’s law of large numbers imply that
\[
\frac{1}{n} \sum_{i=1}^{n} I(x_{1i}) [x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha})] [x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha})]' (v_i - E_n(v | x_{1i}, \hat{\alpha})) \xrightarrow{p} A, \tag{3.10}
\]

where \(A = E[I(x_{1i}) [x_{2i} - E(x_2 | x_{1i} \alpha_0 > x_{1i}\alpha_0)] [x_{2i} - E(x_2 | x_{1i} \alpha_0 > x_{1i}\alpha_0)]'], \)

and
\[
\frac{1}{n} \sum_{i=1}^{n} I(x_{1i}) [x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha})]' (v_i - E_n(v | x_{1i}, \hat{\alpha}))
\xrightarrow{p} E[I(x_{1i}) [x_{2i} - E(x_2 | x_{1i} \alpha_0 > x_{1i}\alpha_0)]' e_{2i}] = 0. \tag{3.11}
\]

The consistency of \(\hat{\beta}\) follows from (3.9)–(3.11) and the identification condition in Assumption 5.

The identification condition requires that the components of the random vector \(x_{2i} - E(x_2 | x_{1i} \alpha_0 > x_{1i}\alpha_0)\), with \(x_{1i} \in X\), are not linearly dependent a.e. This identification condition is apparent as the estimation procedure is applied to the estimation of (2.12). For the special case that \(x_2\) is independent of \(x_1\), this condition will be reduced to the requirement that the variance matrix of \(x_2\) is nonsingular. For models with a single regressor and \(x_1 = x_2 = x\), the condition is simply \(E[I(x_{1i}) (x_i - E(x | xx_0 > x_i\alpha_0))^2] > 0\), which holds as \(x_i < E(x | x > x_i)\) and \(x_i > E(x | x < x_i)\) for all \(x_i \in X\). The identification of \(\beta\) is based on
information contained in both the bias-adjusted eqs. (2.3) and (2.11). Eq. (2.3) alone may not be enough for identification of \( \beta \) when \( x_1 = x_2 = x \). For example, if \( E(v|u) \) is a linear function of \( u \) and \( E(u|u > -x_x) \) is a linear function of \( x_x \), \( E(v|u > -x_x, x) \) will be a linear function of \( x_x \) and \( \beta \) in (2.3) will not be identifiable due to perfect multicollinearity.\(^7\) Eq. (2.11) provides additional identification restriction because even if \( E(v|u > -x_x) \) were linear in \( x_x \), \( E(x|x_x > x_x) \) would, in general, not be linear in \( x_x \).

4. Asymptotic distribution

The asymptotic distribution of \( \hat{\beta} \) can be derived from (3.9). Denote

\[
L_n(x, \beta_0) = \frac{1}{n} \sum_{i=1}^{n} I_X(x_{1i}) [x_{2i} - E_n(x_2|x_{1i}, x)]'(v_i - E_n(v|x_{1i}, x)).
\]

(4.1)

By a Taylor expansion,

\[
\sqrt{n} L_n(\hat{x}, \beta_0) = \sqrt{n} L_n(x_0, \beta_0) + \frac{\partial L_n(\hat{x}, \beta_0)}{\partial \alpha'} \sqrt{n}(\hat{x} - x_0),
\]

(4.2)

where \( \hat{x} \) lies between \( x \) and \( x_0 \). \( \frac{\partial L_n(\hat{x}, \beta_0)}{\partial \alpha'} \) depends on the derivatives of the nonparametric function in (3.5). As shown in appendix 2, with the rate of convergence for the bandwidth sequence \( \{a_n\} \) in Assumption 4(3), \( \partial C_n(t|x_1, \hat{x})/\partial x \), where \( t = 1, y_2, x_2 \), converges in probability uniformly in \( x_1 \in X \) to some well-defined limits, and

\[
\frac{\partial L_n(\hat{x}, \beta_0)}{\partial \alpha'} \rightarrow B,
\]

(4.3)

where

\[
B = E(I_X(x_{1i}) \tau(-x_{1i}x_0) [x_{2i} - E(x_2|x_{1i} > x_{1i}x_0)]')
\]

\[
\times [x_{1i} - E(x_{1i}|x_{1i} > x_{1i}x_0)],
\]

(4.4)

and \( \tau(t) = (\partial/\partial t) E(v|u > t, x_0) \). The asymptotic distribution of \( \sqrt{n} L_n(x_0, \beta_0) \) can be analyzed with Propositions 5, 6, and 7 in appendix 1. The details are in appendix 2.

\(^7\)When \( v \) is either a uniform variate or an exponential variate, \( E(u|u > -x_x) \) will be a linear function of \( x_x \). The uniform variate case is known in Olsen (1980) Professor Peter Schmidt has pointed out the exponential variate case to me.
It follows from appendix 2 that
\[
\sqrt{n} L_n(x_0, \beta_0) \overset{D}{=} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\Psi_{1i}(r_i) + \Psi_{1j}(r_i)), \tag{4.5}
\]
where \(\overset{D}{=}\) means that the statistics on both sides have the same limiting distribution,
\[
\Psi_{1i}(r_i) = I_X(x_{1i})(x_{2i} - E(x_2|x_1 > x_i > x_i > x_0))' \varepsilon_{2i}, \tag{4.6}
\]
and
\[
\Psi_{1j}(r_i) = - E \left( E[I_X(x_{1j})(x_{2j} - E(x_2|x_1 > x_i > x_i > x_0))'|x_{1j} > x_0] 
\times \frac{v_i - E(v|y > x_{1j} > x_0)}{B(x_{1j}, x_0, 0)} I(x_{1j} > x_i > x_0)
\times I(-x_{1j} > x_0 < u_i|x_{1j}, y_i) \right), \tag{4.7}
\]
\[
= - \int_{-u_i}^{x_{1j} > x_0} E[I_X(x_{1j})(x_{2j} - E(x_2|x_1 > x_i > x_i > x_0))'|x_{1j} > x_0 = z]
\times \frac{v_i - E(v|y > z)}{\int_{z} h(t) dt} h(z) dz.
\]

The asymptotic distribution of \(\sqrt{n} L_n(\hat{x}, \beta_0)\) depends on the joint distribution of \(\sqrt{n} L_n(x_0, \beta_0)\) and \(\sqrt{n}(\hat{x} - x_0)\). To complete the asymptotic distribution \(\hat{\beta}\), one needs to be specific about the distribution of \(\sqrt{n}(\hat{x} - x_0)\). As a specific example, consider the estimator \(\hat{x}\) in Lee (1992). Under the regularity conditions in that article, it was shown that
\[
\sqrt{n}(\hat{x} - x_0) = C^{-1} \frac{1}{\sqrt{n(n - 1)}}
\times \sum_{i=1}^{n} \sum_{j \neq i} I_X(x_{1i})(x_{1i} - E(x_1|x_1 > x_i > x_i > x_0 + \Delta_n))
\times \frac{\tau_1(x_{1i}, x_0)}{C(1|x_{1i}, x_0, \Delta_n)} \int_{-x_{1i} > x_0 + \Delta_n}^{\infty} \int_{-x_{1i} > x_0}^{\infty} (u_i - u) d_u d_z
\times \frac{1}{a_n^2} K \left( \frac{u - u_i}{a_n}, \frac{z - x_{1j} > x_0}{a_n} \right) du dz + o_p(1), \tag{4.8}
\]
\[ \tau_1(z) = \frac{\partial}{\partial z} \{ z + E(u|u > -z, \alpha_0) \} \]

\[ = 1 - \frac{f_0(t) - z}{\int_{-\infty}^{\infty} f_0(t) \, dt} (z + E(u|u > -z, \alpha_0)) \quad (4.9) \]

is the derivative of the regression function of \( y_1 \) conditional on \( x \) and \( y_1 > 0 \) with respect to \( x_1 \alpha_0 \), and

\[ C = E \{ I_\lambda(x_{1ii}) \tau_1^2(x_{1i}, \alpha_0) [x_{1i} - E(x_1|x_1 \alpha_0 > x_1 \alpha_0)] \}
\times [x_{1i} - E(x_1|x_1 \alpha_0 > x_1 \alpha_0)] \} \quad (4.10) \]

With this \( \hat{z} \), appendix 2 proves that \( \hat{\beta} \) is asymptotically normal:

\[ \sqrt{n}(\hat{\beta} - \beta_0) \xrightarrow{d} N(0, \Omega), \quad (4.11) \]

where

\[ \Omega = A^{-1} [I, BC^{-1}] \Sigma [I, BC^{-1}]' A^{-1}, \quad (4.12) \]

\( I \) is an identity matrix, \( A \) is the limit matrix in (3.10), \( B \) is the matrix in (4.4), \( C \) is defined in (4.10), and \( \Sigma = E(\Psi'(r_i) \Psi'(r_i)) \) with

\[ \Psi(r_i) = \]

\[ I_\lambda(x_{1i}) \left( (x_{2i} - E(x_2|x_1 \alpha_0 > x_1 \alpha_0))' e_{2i}, \right) \]

\[ (x_{1i} - E(x_1|x_1 \alpha_0 > x_1 \alpha_0))' \tau_1(x_{1i} \alpha_0) e_{1i} \]

\[ - \int_{-\infty}^{x_1 \alpha_0} \left( E[I_\lambda(x_{1i})(x_{1j} - E(x_1|x_1 \alpha_0 > x_1 \alpha_0))' | x_{1j} \alpha_0 = z](v_j - E(v|u > -z)) \right) \]

\[ \times \frac{h(z)}{\int_{-\infty}^{\infty} h(t) \, dt} \, dz. \quad (4.13) \]

There are some interesting similarities between the asymptotic distribution of our two-stage semiparametric estimator and the asymptotic distribution of a parametric two-stage estimator of this model. If the functional form of
\( E(v(\beta)|u(\alpha) > -x_1, x_1 > x_1, \alpha) \) were known, a parametric two-stage estimator \( \hat{\beta}_p \) could be derived from

\[
\min_{\beta} \frac{1}{n} \sum_{i=1}^{n} I(x_i)(y_{2i} - x_i, \beta - E[v(\beta)|u(\alpha) > -x_1, x_1 > x_1, \alpha])^2.
\]

(4.14)

For any random variable \( s \) and a constant \( \alpha \geq 0 \), denote \( E_{\alpha}(s|x_1, x_1, \alpha) = C(s|x_1, x_1, \alpha)/C(1|x_1, x_1, \alpha) \) and \( E_{\alpha}(s|x_1, x_1, \alpha) = E_{\alpha}(s|x_1, x_1, \alpha, 0) \) for simplicity. Since \( E(v(\beta)|u(\alpha) > -x_1, x_1 > x_1, \alpha) = E_{\alpha}(v(\beta)|x_1, x_1, \alpha) \),

\[
\hat{\beta}_p = \left\{ \sum_{i=1}^{n} I(x_{1i})(x_{2i} - E_{\alpha}(x_2|x_{1i}, \hat{\alpha}))'[x_{2i} - E_{\alpha}(x_2|x_{1i}, \hat{\alpha})] \right\}^{-1} 
\]

\[
\times \sum_{i=1}^{n} I(x_{1i})(x_{2i} - E_{\alpha}(x_2|x_{1i}, \hat{\alpha}))'(y_{2i} - E_{\alpha}(y_2|x_{1i}, \hat{\alpha})) \quad (4.15)
\]

implies

\[
\hat{\beta}_p - \beta_0 = \left\{ \sum_{i=1}^{n} I(x_{1i})(x_{2i} - E_{\alpha}(x_2|x_{1i}, \hat{\alpha}))'[x_{2i} - E_{\alpha}(x_2|x_{1i}, \hat{\alpha})] \right\}^{-1} 
\]

\[
\times \sum_{i=1}^{n} I(x_{1i})(x_{2i} - E_{\alpha}(x_2|x_{1i}, \hat{\alpha}))'(v_i - E_{\alpha}(v|x_{1i}, \hat{\alpha})). \quad (4.16)
\]

By a Taylor series expansion, (4.16) implies that

\[
\sqrt{n}(\hat{\beta}_p - \beta_0) = A^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} I(x_{1i})(x_{2i} - E(x_2|x_1, \alpha) > x_1, \alpha)]' \varepsilon_{2i} 
\]

\[
+ B\sqrt{n}(\hat{\alpha} - \alpha_0) \right\}, \quad (4.17)
\]

For the semiparametric estimator \( \hat{\beta} \),

\[
\sqrt{n}(\hat{\beta} - \beta_0) = A^{-1} \left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\Psi_1(r_i) + \Psi_2(r_i)) + B\sqrt{n}(\hat{\alpha} - \alpha_0) \right\}, \quad (4.18)
\]
from (3.9) and (4.1)-(4.5). Comparing (4.17) with (4.18), the difference is that an extra term, namely \((1/\sqrt{n}) \sum_{i=1}^{n} \Psi_i^{(2)}(r_i)\), appears in (4.18) for the semiparametric estimate. This extra term reflects the error introduced by replacing \(E(v(\beta)u(\alpha)) > -x_1\alpha, x_1, \alpha > x_1\alpha)\) with the nonparametric estimate \(E_n(v(\beta)|x_1, \alpha)\) in the second-stage estimation.

5. Covariance estimation

The covariance matrix of the limiting distribution of \(\sqrt{n}(\hat{\beta} - \beta_0)\) is \(\Omega\) in (4.12). From (3.10), \(A\) can be consistently estimated by

\[
\frac{1}{n} \sum_{i=1}^{n} I_X(x_{1i}) \left[ x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha}) \right]' \left[ x_{2i} - E_n(x_2 | x_{1i}, \hat{\alpha}) \right].
\] (5.1)

The \(B\) can be consistently estimated by \(\partial L_n(\hat{\alpha}, \hat{\beta}) / \partial \alpha'\). As suggested in Lee (1992), \(C\) in (4.10) can be estimated by

\[
\frac{1}{n} \sum_{i=1}^{n} I_X(x_{1i}) \left[ x_{1i} + \frac{\partial E_n(1(x_{1i}, \hat{\alpha}))}{\partial \alpha} \right]' \left[ x_{1i} + \frac{\partial E_n(1(x_{1i}, \hat{\alpha}))}{\partial \alpha'} \right].
\] (5.2)

where

\[
E_n(1(x_{1i}, \hat{\alpha})) = \sum_{j \neq i} \int_{X_1^j} \int_{X_2} uK \left( \frac{u - u_j(\hat{\alpha})}{a_n}, \frac{z - x_{1j}}{a_n} \right) du dz
\] (5.3)

is a nonparametric estimate of \(E(u | u > -x_1, \alpha_0)\). If \(\Psi(r_i)\) in (4.13) could be evaluated, an estimate of \(\Sigma\) would be the sample covariance matrix of \(\Sigma(r_i)\). As in appendix 2, \(\Psi(r_i)\) is the limit function of \(E(\Psi_n(r_i, r_j))r_i) + E(\Psi_n(r_i, r_j))r_i)\), where \(\Psi_n(r_i, r_j) = (\Psi'_{n,1}(r_i, r_j), \Psi'_{n,2}(r_i, r_j))'\) in (A.17) and (A.23). This motivates the following estimate of \(\Sigma\):

\[
\hat{\Sigma}_n(\hat{\alpha}, \hat{\beta}) = \frac{1}{n^{(3)}} \sum_{i=1}^{n} \sum_{j \neq i} \sum_{k \neq i, j} \left[ H_n(r_i, r_j, \hat{\alpha}, \hat{\beta}) + H_n(r_j, r_i, \hat{\alpha}, \hat{\beta}) \right]
\times \left[ H_n(r_i, r_k, \hat{\alpha}, \hat{\beta}) + H_n(r_k, r_i, \hat{\alpha}, \hat{\beta}) \right]',
\] (5.4)

where \(n^{(3)} = n(n - 1)(n - 2)\),

\[
H_n(r_i, r_j, \alpha, \beta) = (H'_{n,1}(r_i, r_j, \alpha, \beta), H'_{n,2}(r_i, r_j, \alpha, \beta))',
\] (5.5)
\[ H_{n,1}(r_i, r_j, z, \beta) = I_X(x_{1i})(x_{2i} - E_n(x_2 | x_{1i}, \tilde{z})) \left\{ v_i(\beta) - E_n(v(\beta) | x_{1i}, z) \right\} \\
\times J_1(r_i, r_j, z, \Delta_n) \frac{1}{C_n(1 | x_{1i}, z)} \]

\[ H_{n,2}(r_i, r_j, z, \beta) = I_X(x_{1i}) \left( x_{1i} + \frac{\partial E_n(x_{1i}, z)}{\partial z} \right) \frac{1}{C_n(1 | x_{1i}, z)} \times J_2(r_i, r_j, z, \Delta_n), \]

\[ J_1(r_i, r_j, z, \Delta_n) = \int_{\gamma_i \times \gamma_j \times \Delta_n} \frac{1}{a_n} K \left( \frac{u - u_j(z)}{a_n}, \frac{z - x_{1j}z}{a_n} \right) du \, dz, \]

\[ J_2(r_i, r_j, z, \Delta_n) = \int_{\gamma_i \times \gamma_j \times \Delta_n} \left( y_{1i} - x_{1i, z} - u \right) \frac{1}{a_n} \times K \left( \frac{u - u_j(z)}{a_n}, \frac{z - x_{1j}z}{a_n} \right) du \, dz. \]

Define

\[ \Sigma_n(z, \beta) = \frac{1}{n(3^n)} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \left[ H(r_i, r_j, z, \beta, a_n, \Delta_n) + H(r_j, r_i, z, \beta, a_n, \Delta_n) \right] \times \left[ H(r_i, r_k, z, \beta, a_n, \Delta_n) + H(r_k, r_i, z, \beta, a_n, \Delta_n) \right], \]

where

\[ H(r_i, r_j, z, \beta, a_n, \Delta_n) = (H_1(r_i, r_j, z, \beta, a_n, \Delta_n), H_2(r_i, r_j, z, \beta, a_n, \Delta_n))^t, \]

\[ H_1(r_i, r_j, z, \beta, a_n, \Delta_n) = I_X(x_{1i})(x_{2i} - E_n(x_2 | x_{1i}, z, \Delta_n)) \times \left\{ v_i(\beta) - E_n(v(\beta) | x_{1i}, z, \Delta_n) \right\} \\
\times J_1(r_i, r_j, z, \Delta_n) \frac{1}{C(1 | x_{1i}, z, \Delta_n)} J_1(r_i, r_j, z, \Delta_n)^t, \]

\[ H_2(r, r_j, z, \beta, a_n, \Delta_n) = \left( v_i(\beta) - E_n(v(\beta) | x_{1i}, z, \Delta_n) \right) \\
\times J_1(r_i, r_j, z, \Delta_n) \frac{1}{C(1 | x_{1i}, z, \Delta_n)} J_1(r_i, r_j, z, \Delta_n)^t, \]
and \(E(x_{1i}, \alpha)\) is the limit function of \(E_{n,1}(x_{1i}, \alpha)\). The consistency of \(\hat{\Sigma}_n(\alpha, \beta)\) will follow by showing that \(\hat{\Sigma}_n(\alpha, \beta)\) converges in probability to \(\Sigma\) and \(\hat{\Sigma}_n(\alpha, \beta) - \Sigma_n(\alpha, \beta)\) converges in probability to zero uniformly in \((\alpha, \beta)\) in a neighborhood of \((\alpha_0, \beta_0)\).

By a change of variables in the integral,

\[
J_1(r_i, r_j, \alpha, A_n) = \int_0^\infty \int_0^\infty K(u, z) \, du \, dz
\tag{5.14}
\]

and

\[
J_2(r_i, r_j, \alpha, A_n) = \int_0^\infty \int_0^\infty (u_i(\alpha) - u_j(\alpha) - a_n u) \times K(u, z) \, du \, dz.
\tag{5.15}
\]

The uniform law of large number for \(U\) statistics in Proposition 1 can be applied to \(\Sigma_n(\alpha, \beta)\) with \(\delta = 0\) and \(\delta = 4\). Under the assumption that the first eight moments of \(y_1, y_2,\) and \(x\) exist, as \(n\) goes to infinity,

\[
\Sigma_n(\alpha, \beta) - E(\Sigma_n(\alpha, \beta)) \xrightarrow{p} 0,
\]

uniformly in some compact neighborhood of \((\alpha_0, \beta_0)\). For any sequence \((\alpha_n, \beta_n)\) converging to \((\alpha_0, \beta_0)\), with similar arguments for the proofs of (A.19), (A.21), (A.24), and (A.25),

\[
\lim_{n \to \infty} E[H(r_i, r_j, \alpha_n, \beta_n, A_n) + H(r_i, r_j, \alpha_n, \beta_n, A_n)|r_i] = \Psi(r_i).
\]

Since \(\hat{\alpha}\) and \(\hat{\beta}\) are consistent, \(\Sigma_n(\hat{\alpha}, \hat{\beta}) \xrightarrow{p} \Sigma\). Uniform convergence of \(\Sigma_n(\alpha, \beta) - \Sigma_n(\alpha, \beta)\) to zero in probability as all the nonparametric functions in \(H_n(\cdot)\) have converged in probability uniformly in \((x_{1i}, \alpha, \beta)\) to their limit functions in \(H(\cdot)\).

6. Monte Carlo simulation

In this section, we report Monte Carlo results for the finite sample performance of our estimator.
Simulated data are generated from the following latent equations:

\[ y_1 = \alpha_1 s_1 + \alpha_2 s_2 + \sigma_1 \bar{u} \]  
\[ y_2 = \beta_1 s_1 + \beta_2 s_2 + \sigma_2 \bar{v}. \] 

The true parameter vectors are \((\alpha_1, \alpha_2) = (1, -1)\) and \((\beta_1, \beta_2) = (1, 1)\). The regressors \(s_1\) and \(s_2\) are randomly drawn from a normal \(N(0, 1)\) distribution and a uniform \(U(-2, 2)\) distribution, respectively. \(s_1\) and \(s_2\) are independent. Different experiments are constructed by varying distributions of \(\bar{u}\) and \(\bar{v}\). Data on \(\bar{u}\) are generated from three different distributions, namely, the standard normal distribution \(N(0, 1)\) (Normal); a mixed gamma and normal distribution (\(\text{Gamma} \times \text{Normal}\)): \(\sqrt{0.8} \text{Gamma}(0, 1) + \sqrt{0.2} N(0, 1)\); and a mixed negative gamma and normal distribution \((- \text{Gamma} \times \text{Normal})\): \(- \{\sqrt{0.8} \text{Gamma}(0, 1) + \sqrt{0.2} N(0, 1)\}\), where \(\text{Gamma}(0, 1)\) is a standardized gamma random variate with zero mean and unit variance of which the density function is \(f_\epsilon(\epsilon) = \frac{2}{\sqrt{\pi}} (\epsilon + 2)^{-3} \exp[-2(\epsilon + 2)]\), \(\epsilon > -2\), with its mode at \(-\frac{1}{2}\). The disturbance \(\bar{v}\) is generated from \(\bar{v} = \sqrt{0.25} \bar{u} + \sqrt{0.75} \eta\), where \(\eta\) is a \(N(0, 1)\) random variable independent of \(\bar{u}\). The distribution of \(\bar{v}\) is the convolution of the distributions of \(\sqrt{0.25} u\) and \(\sqrt{0.75} \eta\). The correlation coefficient of \(\bar{u}\) and \(\bar{v}\) is 0.5. The variances of \(\bar{u}\) and \(\bar{v}\) are both unity.

However, variances of equation disturbances can be controlled by selecting values for scale parameters. The scale parameters \(\sigma_1\) and \(\sigma_2\) are set to 1.5 which imply that the \(R^2\) values for both latent eqs. (6.1) and (6.2) are 0.5. For each simulated data point, the sample \((y_1, y_2, s_1, s_2)\) is kept only when \(y_1 > 0\). The sample sizes considered are 30, 50, 100, and 200. With these designs, as the latent variable \(y_1\) has zero mean, the sample observations of \(y_1\) are results of 50% truncation.

The bivariate kernel function used for our estimation is the product of two univariate biweight kernel density functions, i.e., \(K(t_1, t_2) = K_1(t_1)K_1(t_2)\), where

\[ K_1(t) = \begin{cases} \frac{1}{2}(1 - t^2)^2 & \text{for } |t| < 1, \\ 0 & \text{otherwise}. \end{cases} \] 

This density has a bounded support and is continuously differentiable. In addition to its smooth character, this kernel \(K\) is chosen for its computational efficiency.\(^8\)

---

\(^8\)The nonparametric function in (3.1) involves double integrals. When the bivariate kernel function is a product of two univariate kernel functions, the double integrals become the product of two univariate integrals. With \(K_1\) in (6.3), the univariate integral has a simple closed form expression which is a polynomial function. This bivariate kernel function is not the unique choice. Many other kernel functions will also be useful. It is known in the density estimation literature [see, e.g., Silverman (1986)] that different kernel functions have only some minor differences in terms of efficiency in density estimation.
Table 1.
Results of 300 replications with various sample sizes, bandwidth factor $c = 1$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>RMSE</td>
<td>Mean</td>
<td>SD</td>
<td>RMSE</td>
</tr>
<tr>
<td>30</td>
<td>0.843</td>
<td>0.746</td>
<td>0.761</td>
<td>0.834</td>
<td>0.576</td>
<td>0.599</td>
</tr>
<tr>
<td></td>
<td>0.938</td>
<td>0.586</td>
<td>0.588</td>
<td>1.037</td>
<td>0.539</td>
<td>0.539</td>
</tr>
<tr>
<td>50</td>
<td>0.919</td>
<td>0.422</td>
<td>0.429</td>
<td>0.906</td>
<td>0.516</td>
<td>0.524</td>
</tr>
<tr>
<td></td>
<td>0.986</td>
<td>0.427</td>
<td>0.427</td>
<td>0.996</td>
<td>0.451</td>
<td>0.450</td>
</tr>
<tr>
<td>100</td>
<td>0.992</td>
<td>0.269</td>
<td>0.268</td>
<td>0.948</td>
<td>0.294</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td>0.986</td>
<td>0.248</td>
<td>0.247</td>
<td>1.017</td>
<td>0.275</td>
<td>0.274</td>
</tr>
<tr>
<td>200</td>
<td>1.005</td>
<td>0.168</td>
<td>0.168</td>
<td>0.991</td>
<td>0.224</td>
<td>0.223</td>
</tr>
<tr>
<td></td>
<td>0.995</td>
<td>0.139</td>
<td>0.159</td>
<td>0.996</td>
<td>0.203</td>
<td>0.203</td>
</tr>
</tbody>
</table>

Any bandwidth sequence of the form

$$a_n = c/n^p,$$

(6.4)

with $\frac{1}{4} < p < \frac{1}{3}$ and $c$ being a constant factor independent of the sample size, will satisfy the rate requirement that $na_n \to \infty$ and $na_n^d \to 0$. For our experiments, $p = 0.3$ is set. However, we experiment with different values of $c$ to investigate the sensitivity of our estimator to the chosen bandwidth parameter. The parameter $d$ is set to 0.1. For our semiparametric estimation, the regressors are trimmed whenever $|x_1| > 1.9$ or $|x_2| > 1.8$ to satisfy Assumption 1, which implies that approximately 15% of the data will be trimmed.

For each case, 300 data sets with the same sample size are generated. All the summary statistics reported below for each case are based on 300 estimates. First-stage estimates of the truncated regression function are in Lee (1992). Both the first-stage and the second-stage semiparametric methods use the same kernel function and the same bandwidth $a_n$.

Table 1 reports simulation results of the two-stage semiparametric estimation of (6.2) with various sample sizes and distributions. The $c$ in (6.4) is 1. The true $\beta_1$ and $\beta_2$ are both 1. The summary statistics reported in the table are the mean value (Mean) the standard deviation (SD), and the root mean square error (RMSE). The biases of the estimates can be derived by comparing their mean values with the true parameters. There are some small sample biases. For the sample size 30, the largest bias is about 0.164. The biases tend to decrease as the

---

*In Lee (1992) for the estimation of $x$ in the truncated regression model, we have experimented with different values of $d$ in $a_n = da_n^d$ in a Monte Carlo study. The semiparametric estimates of $x$ are not sensitive to the values of $a_n$. For details, see table 1 in Lee (1992).

10The standard deviation is derived as the square root of the bias-adjusted sample variance. The variance component in RMSE is not bias-adjusted.
sample size increases. For the sample size 200, the largest bias is about 0.006. Variances decrease as the sample size increases. Comparing the variances and the root mean squared errors across different distributions, the estimation procedure performs best for the model with the mixed negative gamma-normal distribution followed by the model with the normal distribution. The negative gamma-normal distribution is skew to the left before truncation. On the other hand, the gamma-normal distribution is skew to the right. As the disturbances of the two equations in our model are positively correlated, the sample selection mechanism implies that the left tails of the disturbances are truncated. The better performance for the model with the negative gamma-normal distribution may be related to the fact that such a distribution has a thinner upper tail and a smaller variance after selection than the other two cases.

Table 2 reports simulation results derived with six different bandwidth factors. The \( c \) varies from 0.10 to 4.00. This range seems to be quite wide. The sample size is 100. The two-stage estimates do not seem to be very sensitive to the different bandwidths. The biases are small. The standard deviations and the RMSEs are similar in magnitude. In practice, one may report all these estimates or select one of them by some intuitive criteria. One possibility is to select the best-fitted model in terms of the residual sum of squares (RSS). Another possibility is to take average values of the estimates. The row marked ‘Min’ reports the performance of the estimates derived from the best-fitted criterion. The row marked ‘Ave’ reports the performance of the averaged estimates. These results are quite encouraging. The biases are reasonably small. The variances and RMSEs are even slightly less than most of the variances and RMSEs of the estimates based on fixed bandwidth factors. These two strategies seem good for our estimation procedure.

In table 3, we compare our semiparametric two-stage estimates with ordinary least square (OLS) estimates and some parametric estimates of (6.2). The OLS procedure ignores the sample selection bias and is inconsistent. For all the sample sizes and the distributions considered, the OLS estimates of \( \beta_1 \) are biased downward and the OLS estimates of \( \beta_2 \) are biased upward. On average, the biases are about 23%, 30%, and 20%, respectively, for the normal, gamma-normal, and negative gamma-normal models. The biases persist as the sample size increases. Comparing the OLS estimates with our semiparametric two-stage estimates, the OLS estimates have smaller SDs for all the cases. However, for sample sizes 100 and 200, the biases dominate the SDs, which results in larger RMSEs than the RMSEs of the semiparametric estimates.\(^{11}\)

\(^{11}\)The biases of the OLS estimates would be severer, as the sample selection bias becomes harsher, i.e., the correlation of \( u \) and \( z \) becomes larger. This can be seen from the Monte Carlo simulation results for the truncated regression model in Lee (1992), which corresponds essentially to the case that \( u \) and \( v \) are perfectly correlated. For the latter case, the semiparametric estimates (the first-stage estimates) can even have smaller RMSEs than the OLS estimates (see table 3 in Lee (1992)) for the sample size 50.
Table 2
Results with various bandwidth factors; sample size 100.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Normal</th>
<th>Gamma+Normal</th>
<th>- Gamma+Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>RMSE</td>
</tr>
<tr>
<td>0.10</td>
<td>0.973</td>
<td>0.282</td>
<td>0.282</td>
</tr>
<tr>
<td></td>
<td>0.990</td>
<td>0.231</td>
<td>0.230</td>
</tr>
<tr>
<td>0.25</td>
<td>0.989</td>
<td>0.268</td>
<td>0.267</td>
</tr>
<tr>
<td></td>
<td>0.975</td>
<td>0.285</td>
<td>0.285</td>
</tr>
<tr>
<td>0.50</td>
<td>0.997</td>
<td>0.271</td>
<td>0.270</td>
</tr>
<tr>
<td></td>
<td>0.971</td>
<td>0.273</td>
<td>0.273</td>
</tr>
<tr>
<td>1.00</td>
<td>0.992</td>
<td>0.269</td>
<td>0.268</td>
</tr>
<tr>
<td></td>
<td>0.986</td>
<td>0.248</td>
<td>0.247</td>
</tr>
<tr>
<td>2.00</td>
<td>0.994</td>
<td>0.253</td>
<td>0.252</td>
</tr>
<tr>
<td></td>
<td>0.985</td>
<td>0.254</td>
<td>0.253</td>
</tr>
<tr>
<td>4.00</td>
<td>1.023</td>
<td>0.266</td>
<td>0.266</td>
</tr>
<tr>
<td></td>
<td>0.959</td>
<td>0.267</td>
<td>0.269</td>
</tr>
<tr>
<td>Min</td>
<td>1.000</td>
<td>0.242</td>
<td>0.241</td>
</tr>
<tr>
<td></td>
<td>0.991</td>
<td>0.241</td>
<td>0.240</td>
</tr>
<tr>
<td>Ave</td>
<td>0.995</td>
<td>0.239</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>0.978</td>
<td>0.232</td>
<td>0.232</td>
</tr>
</tbody>
</table>
In table 3, we report also some parametric two-stage estimates based on a normal distribution formulation. The first-stage estimate of \( z \) in (6.1) is derived from the following nonlinear least squares procedure:

\[
\min_{\beta, \sigma_1} \sum_{i=1}^{n} \left( y_{1i} - s_i \alpha - \sigma_1 \frac{\phi(s_i \alpha / \sigma_1)}{\Phi(s_i \alpha / \sigma_1)} \right)^2,
\]

(6.5)

where \( \phi \) and \( \Phi \) are, respectively, the standard normal density and distribution functions. With the first-stage estimates \( \hat{\alpha} \) and \( \hat{\sigma}_1 \) from (6.5), the second-stage estimate of \( \beta \) is derived from

\[
\min_{\beta, \sigma_{12}} \sum_{i=1}^{n} \left( y_{2i} - s_i \beta - \sigma_{12} \frac{\phi(s_i \hat{\alpha} / \hat{\sigma}_1)}{\Phi(s_i \hat{\alpha} / \hat{\sigma}_1)} \right)^2.
\]

(6.6)

This parametric two-stage procedure is similar to Heckman's procedure [Heckman (1976)]. The parametric estimates of \( \beta \) are reported in table 3 with the legend 'PN-OLS'. The estimates reported with the legend 'PN-ROLS' differ from the estimates 'PN-OLS' in that the intercept term of (6.2) is known and restricted to be zero. For the normal distribution model, this parametric two-stage procedure provides consistent estimates. However, for the mixed gamma-normal and mixed negative gamma-normal distributions, this procedure is, in general, inconsistent. The PN OLS estimates do not perform well for our simulated models. The PN-ROLS estimates perform much better. The PN-OLS estimates apparently suffer from the problem of multicollinearity. By knowing the intercept term to be zero, this exclusion restriction reduces the severity of multicollinearity for the parametric two-stage estimation. The PN-ROLS estimates have smaller variances than the semiparametric estimates in all cases. There is some evidence that for the misspecified distributions, the parametric two-stage estimates are biased. The biases of the estimates of \( \beta_2 \) of the mixed distributions models are larger.

13Some of the first-stage parametric estimates of \( z \) are reported in Lee (1992).

14In table 3, we have reported only estimates of the regression coefficients. The estimates of the intercept term and the coefficient of the sample selection adjustment term are even worse. Their variances are three or four times larger than the variances of the regression coefficient estimates.

15The parametric two-stage method has not utilized the additional structure (2 12). It suffers from the multicollinearity issue mentioned in section 3.

The estimates of the coefficient of the sample selection bias adjustment term are also biased. While the true coefficient implied by our data-generating process is 0.75, the estimates of the mixed gamma-normal model and the mixed negative gamma-normal model are about 0.83 and 0.675, respectively.
Table 3
OLS, parametric normal two-stage, and semiparametric estimates.

<table>
<thead>
<tr>
<th>N</th>
<th>OLS Mean</th>
<th>SD</th>
<th>RMSE</th>
<th>PN-OLS Mean</th>
<th>SD</th>
<th>RMSE</th>
<th>PN-ROLS Mean</th>
<th>SD</th>
<th>RMSE</th>
<th>Semiparametric Mean</th>
<th>SD</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>$\beta_1$</td>
<td>0.791</td>
<td>0.317</td>
<td>0.379</td>
<td>1.050</td>
<td>1.238</td>
<td>1.237</td>
<td>1.001</td>
<td>0.328</td>
<td>0.327</td>
<td>0.843</td>
<td>0.746</td>
</tr>
<tr>
<td></td>
<td>$\beta_2$</td>
<td>1.207</td>
<td>0.261</td>
<td>0.352</td>
<td>0.991</td>
<td>1.342</td>
<td>1.340</td>
<td>1.009</td>
<td>0.277</td>
<td>0.277</td>
<td>0.938</td>
<td>0.588</td>
</tr>
<tr>
<td>50</td>
<td>$\beta_1$</td>
<td>0.787</td>
<td>0.250</td>
<td>0.327</td>
<td>0.970</td>
<td>0.826</td>
<td>0.825</td>
<td>1.006</td>
<td>0.262</td>
<td>0.262</td>
<td>0.919</td>
<td>0.422</td>
</tr>
<tr>
<td></td>
<td>$\beta_2$</td>
<td>1.212</td>
<td>0.195</td>
<td>0.310</td>
<td>1.049</td>
<td>0.839</td>
<td>0.838</td>
<td>1.005</td>
<td>0.214</td>
<td>0.214</td>
<td>0.986</td>
<td>0.427</td>
</tr>
<tr>
<td>100</td>
<td>$\beta_1$</td>
<td>0.788</td>
<td>0.163</td>
<td>0.267</td>
<td>1.033</td>
<td>0.488</td>
<td>0.487</td>
<td>1.014</td>
<td>0.183</td>
<td>0.183</td>
<td>0.992</td>
<td>0.269</td>
</tr>
<tr>
<td></td>
<td>$\beta_2$</td>
<td>1.242</td>
<td>0.137</td>
<td>0.278</td>
<td>0.984</td>
<td>0.456</td>
<td>0.454</td>
<td>1.001</td>
<td>0.149</td>
<td>0.148</td>
<td>0.986</td>
<td>0.248</td>
</tr>
<tr>
<td>200</td>
<td>$\beta_1$</td>
<td>0.779</td>
<td>0.111</td>
<td>0.247</td>
<td>1.002</td>
<td>0.337</td>
<td>0.336</td>
<td>1.009</td>
<td>0.121</td>
<td>0.121</td>
<td>1.005</td>
<td>0.168</td>
</tr>
<tr>
<td></td>
<td>$\beta_2$</td>
<td>1.251</td>
<td>0.098</td>
<td>0.269</td>
<td>1.017</td>
<td>0.377</td>
<td>0.376</td>
<td>1.007</td>
<td>0.102</td>
<td>0.102</td>
<td>0.995</td>
<td>0.159</td>
</tr>
</tbody>
</table>

|     | Normal Mean | 0.238 | 1.237 | 1.001 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 |
|     | Normal SD | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |
|     | Normal RMSE | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |

|     | Gamma\*Normal Mean | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 |

|     | Gamma\*Normal Mean | 0.238 | 1.237 | 1.001 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 |
|     | Gamma\*Normal SD | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |
|     | Gamma\*Normal RMSE | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |

|     | Gamma\*Normal Mean | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 |

|     | Gamma\*Normal Mean | 0.238 | 1.237 | 1.001 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 |
|     | Gamma\*Normal SD | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |
|     | Gamma\*Normal RMSE | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |

|     | Gamma\*Normal Mean | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 | 0.900 |

|     | Gamma\*Normal Mean | 0.238 | 1.237 | 1.001 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 | 0.238 |
|     | Gamma\*Normal SD | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |
|     | Gamma\*Normal RMSE | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 | 0.250 | 0.226 |
than the biases of the semiparametric estimates. For the sample size 200, the biases of the estimates of $\beta_1$ are also larger than the biases of the semiparametric estimates. These biases are, however, not very large; hence, in terms of RMSE, the parametric PN-ROLS estimates still perform better for all the cases considered.  

As we have pointed out before, sample selection models are index models. Since semiparametric methods based on index restrictions have broad applicability, it is worthwhile to compare our semiparametric estimates with semiparametric estimators derived with index restrictions. Identification in index models requires exclusion restrictions of explanatory variables on the outcome eq. (6.2). For comparison, simulated data are generated from a model with (6.2) replaced by

$$y^* = \beta_1 s_1 + \sigma_2 \hat{e}.$$  

(6.2')

The $\beta_1$ can be identified with the index formulation. A semiparametric two-stage estimator of $\beta_1$ based on the index restriction [see Powell (1987) and Ichimura and Lee (1991)] is

$$\hat{\beta}_1 = \left\{ \sum_{i=1}^{n} I_X(s_i) \left[ s_{1i} - \sum_{j \neq i}^{n} s_{1j} W_n^*(s_i, s_j, \hat{\theta}) \right] \right\}^{-1} \times \left[ s_{1i} - \sum_{j \neq i}^{n} s_{1j} W_n^*(s_i, s_j, \hat{\theta}) \right]$$

$$\times \sum_{i=1}^{n} I_X(s_i) \left[ y_{2i} - \sum_{j \neq i}^{n} y_{2j} W_n^*(s_i, s_j, \hat{\theta}) \right],$$

(6.7)

the weight function $W_n^*(s_i, s_j, \theta)$ is

$$W_n^*(s_i, s_j, \theta) = \frac{K_4^* \left( \frac{s_i \bar{z} - s_j \bar{z}}{b_n} \right)}{\sum_{i \neq i}^{n} K_4^* \left( \frac{s_i \bar{z} - s_j \bar{z}}{b_n} \right)};$$

(6.8)

16 We should point out that the PN-ROLS is not a practical approach in practice. In this Monte Carlo design, the true intercept term is zero, so there is no omitted variable problem. In a practical application, there are usually no good reasons to impose zero restriction on the intercept term. For the semiparametric estimation, the intercept term in (2.2) is absorbed in the disturbance $\epsilon$ and has implicitly been captured in the nonparametric estimates of the sample selection bias term. The introduction of the PN-ROLS is intended to demonstrate that the extremely poor performance of the PN-OLS is indeed due to multicollinearity but not due to programming errors.
and the kernel function $K^*_4(\cdot)$ is

$$K^*_4(t) = 2K^*(t) - \frac{1}{\sqrt{2}} K^*\left(\frac{t}{\sqrt{2}}\right),$$

with

$$K^*(t) = \begin{cases} \frac{3}{2}(1 - t^2)^3 & \text{for } |t| < 1, \\ 0 & \text{otherwise}, \end{cases}$$

and

$$b_n = c/n^{1/5}. \quad (6.11)$$

The function $K^*(t)$ is a proper density function, which is twice continuously differentiable with a bounded third-order derivative. The kernel function $K^*_4$ is a high-order kernel with its first three moments being zero. The way of constructing such a high-order kernel function from a density function is suggested in Bierens (1987). This kernel function and its bandwidth rate (6.11) satisfy the regularity conditions in Ichimura and Lee (1991). The simulations are based on the sample size 200. The estimates from (6.7) and our estimates (2.8) for the model (6.2') are presented in table 4. Various values of $c$ in (6.11) have been tried. The semiparametric estimates based on the index formulation are relatively sensitive to the bandwidth factors. The magnitudes of the estimates as well as their variances decrease as the values of $c$ in (6.11) increase from 1.0 to 20.0. The biases are the smallest around the factor value of 5.0 or 7.5. The corresponding RMSEs decrease but, eventually, increase as the bandwidth factor increases. Comparing these estimates with our semiparametric estimates from (2.8), the latter estimates have smaller biases and smaller RMSEs. Taking into account the independence property, our proposed semiparametric estimates seem likely to be more efficient than the estimates that have utilized only the index restriction.\(^{17}\)

Appendix 1

In this appendix, several propositions are collected here for convenient reference. The proofs of these propositions have been established in our previous works.

\(^{17}\)The asymptotic covariances of these two different two-stage estimators are, however, not analytically comparable. Both estimators are consistent but not efficient as only some limited information in the sample have been utilized.
<table>
<thead>
<tr>
<th>Factor</th>
<th>Normal</th>
<th>Mean</th>
<th>SD</th>
<th>RMSE</th>
<th>RSS</th>
<th>Normal</th>
<th>Mean</th>
<th>SD</th>
<th>RMSE</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 ( \beta_1 )</td>
<td>1.028</td>
<td>0.272</td>
<td>0.329</td>
<td>0.249</td>
<td>0.199</td>
<td>345.618</td>
<td>0.986</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
<tr>
<td>2.5 ( \beta_1 )</td>
<td>1.012</td>
<td>0.348</td>
<td>0.437</td>
<td>0.334</td>
<td>0.236</td>
<td>355.922</td>
<td>1.004</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
<tr>
<td>5.0 ( \beta_1 )</td>
<td>0.983</td>
<td>0.312</td>
<td>0.279</td>
<td>0.233</td>
<td>0.152</td>
<td>345.055</td>
<td>0.993</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
<tr>
<td>7.5 ( \beta_1 )</td>
<td>0.962</td>
<td>0.312</td>
<td>0.279</td>
<td>0.233</td>
<td>0.152</td>
<td>338.313</td>
<td>0.993</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
<tr>
<td>10.0 ( \beta_1 )</td>
<td>0.929</td>
<td>0.312</td>
<td>0.279</td>
<td>0.233</td>
<td>0.152</td>
<td>348.333</td>
<td>0.993</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
<tr>
<td>15.0 ( \beta_1 )</td>
<td>0.899</td>
<td>0.312</td>
<td>0.279</td>
<td>0.233</td>
<td>0.152</td>
<td>341.973</td>
<td>0.993</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
<tr>
<td>20.0 ( \beta_1 )</td>
<td>0.859</td>
<td>0.312</td>
<td>0.279</td>
<td>0.233</td>
<td>0.152</td>
<td>351.174</td>
<td>0.993</td>
<td>0.168</td>
<td>340.513</td>
<td>0.986</td>
</tr>
</tbody>
</table>

| Mm \( \beta_1 \) | 1.005 | 0.349 | 0.347 | 0.334 | 0.236 | 358.918 | 0.993 | 0.168 | 340.513 | 0.986 |

<table>
<thead>
<tr>
<th>Tobit selection model</th>
<th>Mean</th>
<th>SD</th>
<th>RMSE</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 ( \beta_1 )</td>
<td>1.001</td>
<td>0.168</td>
<td>340.513</td>
<td>0.966</td>
</tr>
</tbody>
</table>

### Table 4

Index model and semiparametric estimation; sample size 200.
Proposition 1 (Uniform Law of Large Numbers). Let \( \{ y_i \} \) be a sequence of i.i.d. random vectors and \( y_1, \ldots, y_n \) be \( n \) distinct observations. Suppose that the measurable function \( g(y_1, \ldots, y_n, a_n, x) \) can be represented in the form

\[
g(y_1, \ldots, y_n, a_n, x) = \frac{1}{a_n} \left[ \frac{h}{a_n} \left( \frac{s(y_1, \ldots, y_n, a_n, x)}{a_n} \right) \right],
\]

where \( a_n = O(1/n^p) \), \( p > 0 \), \( d \geq 0 \), \( x \in B \), and \( s(y_1, \ldots, y_n, a_n, x) \) is a finite-dimensional vector function, and the following conditions are satisfied:

1. \( B \) is a compact subset of a finite-dimensional Euclidean space.
2. The function \( t(y_1, \ldots, y_n) \) is bounded by a finite-order (say, order \( \delta \)) polynomial of \( y_1, \ldots, y_n \).
3. The first \( \delta \cdot r \) moments of \( y \) exist, where \( r \geq 2 \).
4. The function \( h(\cdot) \) is a bounded function.
5. \( E \left[ \frac{t^2(y_1, \ldots, y_n)}{a_n^2} \right] = O(a_n^{-2}) \) uniformly in \( x \in B \), where \( d = \delta \).
6. The functions \( h(y_1, \ldots, y_n, a_n, s) \) and \( s(y_1, \ldots, y_n, a_n, x) \) satisfy the bounded Lipschitzian condition of order 1 with respect to \( s \) and \( x \), uniformly in \( y_1, \ldots, y_n \).

If \( \lim_{n \to \infty} (n/\ln n) a_n^{2(1+\delta/p) - d} = \infty \), then \( (1/n^{(1)}) \sum_{n,t} \left\{ g(y_1, \ldots, y_n, a_n, x) - E(g(y_1, \ldots, y_n, a_n, x)) \right\} \xrightarrow{p} 0 \), uniformly in \( x \in B \), where \( n^{(1)} = n(n - 1) \cdots (n - l + 1) \), and the sum \( \sum_{n,t} \) is taken over all \( l \)-tuples of distinct integers not exceeding \( n \).

Furthermore, in addition to the above conditions, if

7. \( E(g(y_1, \ldots, y_n, a_n, x)) \) converges to a limit function \( g^*(x) \) uniformly in \( x \in B \),

then

\[
\frac{1}{n^{(1)}} \sum_{n,t} g(y_1, \ldots, y_n, a_n, x) - g^*(x) \xrightarrow{p} 0,
\]

uniformly in \( x \in B \).

Proof. This is a uniform law of large number with a kernel function, which generalizes a uniform law in Ichimura (1987) to cover unbounded random variables and \( U \)-statistics. The proof of this law can be found in Ichimura and Lee (1991).

Proposition 2. Let \( K(w) \) be a function with zero mean and a bounded support. Let \( g(w(x)) \) denote the density function of \( (u(x), x, a) \) with a support \( W = \{ w | w_1 + w_2 > 0 \} \), where \( w = (w_1, w_2) \).
Suppose that there exists a Lebesgue measurable function $h(v)$ such that

$$
\sup_{x} \sup_{v \in N_{\delta}(v)} \left| \frac{\partial^2}{\partial w \partial w'} [E(c(y, x)|u(x), x_1, \alpha = w)g(w|x)] \right| \leq h(v),
$$

for some neighborhood $N_{\delta}(v)$ of $v$ in $W$ with radius $\delta > 0$ ($\delta$ is independent of $v$), and

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(u, z) \, du \, dz < \infty,
$$

then

$$
\sup_{(x_1, x_2, x_1 + \Delta_n - x_1, z) \in \partial_{1, 2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E \left( c(y, x) \frac{1}{a_n} K \left( \frac{u - u(x)}{a_n}, \frac{z - x_1}{a_n} \right) \right) \, du \, dz
$$

$$
- \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(c(y, x)|u(x) = u, x_1 \alpha = z)g(u, z|x) \, du \, dz = O(a_n^2),
$$

where $\{\Delta_n\}$ is a sequence of positive numbers such that $\lim_{n \to \infty} \Delta_n = 0$ and $\lim_{n \to \infty} (\Delta_n/a_n) = \infty$.

**Proof.** This is lemma 1 in Lee (1992).

**Proposition 3.** Let $K(w)$ be a function with zero mean and a bounded support, and let $g(w|x)$ denote the density function of $(u(x), x_1, \alpha)$ as in Proposition 2. Suppose that there exists a Lebesgue measurable function $h(v)$ such that

$$
\sup_{x} \sup_{v \in N_{\delta}(v)} \left| \frac{\partial^2}{\partial w \partial w'} [E(c(y, x)|u(x), x_1, \alpha = w)g(w|x)] \right| \leq h(v),
$$

for some neighborhood $N_{\delta}(v)$ of $v$ in $W$ with radius $\delta > 0$ ($\delta$ is independent of $v$).

(i) If $\int_{-\infty}^{\infty} \sup_{x} h(u, z) \, du < \infty$, then

$$
\sup_{(x_1, x_2, x_1 + \Delta_n - x_1, z) \in \partial_{1, 2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E \left( c(y, x) \frac{1}{a_n^2} K \left( \frac{u - u(x)}{a_n}, \frac{x_1 - x_1 \alpha + \Delta_n - x_1 \alpha}{a_n} \right) \right) \, du \, dz
$$

$$
- \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(c(y, x)|u(x) = u, x_1 \alpha = x_1 \alpha + \Delta_n) \times g(u, x_1 \alpha + \Delta_n|x) \, du = O(a_n^2).$$
(ii) If $\int_{-\infty}^{\infty} \sup_{u} h(u, z) \, dz < \infty$, then
\[
\sup_{x_1, \ldots, x_n} \left| \int_{x_1, \ldots, x_n} E \left[ c(y, x) \frac{1}{a_n^2} K \left( -\frac{x_1 - u(z)}{a_n}, \frac{z - x_1}{a_n} \right) \right] \, dz \right.
- \left. \int_{x_1, \ldots, x_n} E[c(y, x)|u(z) = -x_1, x_1 = z] \times g(-x_1, x, x) \, dz \right| = O(a_n^2).
\]

Proof. This is lemma 2 in Lee (1992).

Proposition 4. Let $F(w)$ be a bounded function with a bounded support, and let $g(w|x)$ denote the density function of $(u(x), x_1 x)$ as in Proposition 2. Suppose that there exists a Lebesgue measurable function $h(v)$ such that
\[
\sup_{a, w \in N_{\delta}(v)} \sup_{x_1, \ldots, x_n} E \left[ |c(y, x)|(u(x), x_1 x) = w \right] g(w|x) \leq h(v),
\]
for some neighborhood $N_{\delta}(v)$ of $v$ in $W$ with radius $\delta > 0$ ($\delta$ is independent of $v$).

(i) If $\int_{-\infty}^{\infty} \sup_{u} h(u, z) \, dz < \infty$, then
\[
\sup_{x_1, \ldots, x_n} \left\{ \int_{x_1, \ldots, x_n} F \left[ -\frac{x_1 u(z)}{a_n}, z \right] \, dz \right\}^2 = O(a_n).
\]

(ii) If $\int_{-\infty}^{\infty} \sup_{u} h(u, z) \, du < \infty$, then
\[
\sup_{x_1, \ldots, x_n} \left\{ \int_{x_1, \ldots, x_n} F \left[ u, \frac{x_1 + x - x_1}{a_n} \right] \, du \right\}^2 = O(a_n).
\]

Proof. This proposition is lemma 3 in Lee (1992).

Proposition 5. Let $f_n(z_1, \ldots, z_{i-1}, z_{i+1}, \ldots, z_n; z_i)$ and $g_n(z_1, \ldots, z_{i-1}, z_{i+1}, \ldots, z_n; z_i)$ be two sequences of random functions of an i.i.d. sample $\{z_i\}$. $h(z_i)$, $f_n(z_i)$, and $g_n(z_i)$ are measurable functions of $z_i$. Suppose that:

1. $E|h(z)| < \infty$,
2. $\sup_{z_i}|E[f_n(z_1, \ldots, z_n; z_i)|z_i] - \bar{f}_n(z_i)| = O(a_n^2)$,
3. $\sup_{z_i}|E[g_n(z_1, \ldots, z_n; z_i)|z_i] - \bar{g}_n(z_i)| = O(a_n^2)$,
4. $\sup_{z_i} \text{var} (f_n(z_1, \ldots, z_n; z_i)|z_i) = O(1/a_n^2)$, and
5. $\sup_{z_i} \text{var} (g_n(z_1, \ldots, z_n; z_i)|z_i) = O(1/a_n^2)$.
If \( 2s_1 > r_2 \geq 0, 2s_2 > r_1 \geq 0 \), \( \lim_{n \to \infty} n a_n^{r_1 + r_2} = \infty \) and \( \lim_{n \to \infty} na_n^{2(s_1 + s_2)} = 0 \), then
\[
\lim_{n \to \infty} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} |h(z_i)| \cdot |f_n(z_1, \ldots, z_n; z_i) - \bar{f}_n(z_i)|
\]
\[
\cdot |g_n(z_1, \ldots, z_n; z_i) - \bar{g}_n(z_i)| = 0.
\]

**Proof.** This is lemma 6 in Lee (1992) with some slight generalization. The result follows from the Markov and Cauchy inequalities.

**Proposition 6.** Let \( \{z_i\} \) be a sequence of i.i.d. random variables and \( \Phi_n(z_1, z_2, a_n) \) be a sequence of measurable functions with a bandwidth sequence \( \{a_n\} \), where \( a_n > 0 \). Suppose that:

1. \( \mathbb{E}(\Phi_n(z_1, z_2, a_n)) = O(a_n^s) \) and \( \text{var}(\Phi_n(z_1, z_2, a_n)) = O(1/a_n^s) \),
2. there exist squared integrable functions \( h_j(z), j = 1, 2, \) such that
   \[
   |\mathbb{E}(\Phi_n(z_1, z_2, a_n)|z_1)| \leq h_1(z_1) \quad \text{and} \quad |\mathbb{E}(\Phi_n(z_2, z_1, a_n)|z_1)| \leq h_2(z_1),
   \]
3. \( \lim_{n \to \infty} \mathbb{E}(\Phi_n(z_1, z_2, a_n)|z_j) = 0, \text{ a.e., } j = 1, 2. \)

If \( \lim_{n \to \infty} \sqrt{n}a_n^s = 0 \) and \( \lim_{n \to \infty} na_n^s = \infty \), then
\[
\frac{1}{\sqrt{n(n - 1)}} \sum_{i=1}^{n} \sum_{j=1, j \neq 1}^{n} \Phi_n(z_i, z_j, a_n) \to 0.
\]

**Proof.** This is proposition 6 in Lee (1989).

**Proposition 7.** Let \( \{z_i\} \) be a sequence of i.i.d. random variables and \( \Phi_n(z_1, z_2, a_n) \) a sequence of measurable functions with a bandwidth sequence \( \{a_n\} \), where \( a_n > 0 \). Suppose that:

1. \( \mathbb{E}(\Phi_n(z_1, z_2, a_n)) = O(a_n^s) \) and \( \text{var}(\Phi_n(z_1, z_2, a_n)) = O(1/a_n^s) \),
2. \( \lim_{n \to \infty} \mathbb{E}(\Phi_n(z_1, z_2, a_n)|z_1) = f_1(z_1) \) and \( \lim_{n \to \infty} \mathbb{E}(\Phi_n(z_1, z_2, a_n)|z_2) = f_2(z_2) \), a.e., for some measurable functions \( f_1(z) \) and \( f_2(z) \), and
3. \( \lim_{n \to \infty} \mathbb{E} \left\{ [\mathbb{E}(\Phi_n(z_1, z_2, a_n)|z_1) + \mathbb{E}(\Phi_n(z_2, z_1, a_n)|z_1)] 
\times [\mathbb{E}(\Phi_n(z_1, z_2, a_n)|z_1) + \mathbb{E}(\Phi_n(z_2, z_1, a_n)|z_1)]' \right\} \]
\[
\times [f_1(z_1) + f_2(z_1)] [f_1(z_1) + f_2(z_1)]' \right\} \]
\[
= \Sigma,
\]

where \( \Sigma \) is a finite matrix.
If \( \lim_{n \to \infty} \sqrt{n} a_n^* = 0 \) and \( \lim_{n \to \infty} n a_n^* = \infty \), then

\[
(1/\sqrt{n(n-1)}) \sum_{i=1}^{n} \sum_{j \neq i} \Phi_n(\tau_i, \tau_j, a_n) \xrightarrow{D} \mathcal{N}(0, \Sigma).
\]

**Proof.** This is lemma 8 in Lee (1992).

**Appendix 2: Proofs of asymptotic distribution**

From (4.1),

\[
\frac{\partial L_n(\alpha, \beta)}{\partial \alpha'} = -\frac{1}{n} \sum_{i=1}^{n} I_X(x_{1i}) \frac{1}{C_n(1|x_{1i}, \alpha)} \left[ x_{2i} - E_n(x_2|x_{1i}, \alpha) \right] \\
\times \left[ \frac{\partial C_n(y_2|x_{1i}, \alpha)}{\partial \alpha'} - \beta' \frac{\partial C_n(x_2'|x_{1i}, \alpha)}{\partial \alpha'} - E_n(v(\beta)|x_{1i}, \alpha) \frac{\partial C_n(1|x_{1i}, \alpha)}{\partial \alpha'} \right]
\]

\[
-\frac{1}{n} \sum_{i=1}^{n} I_X(x_{1i}) (v_i(\beta) - E_n(v(\beta)|x_{1i}, \alpha)) \frac{1}{C_n(1|x_{1i}, \alpha)} \left[ \frac{\partial C_n(x_2'|x_{1i}, \alpha)}{\partial \alpha'} - E_n(x_2'|x_{1i}, \alpha) \frac{\partial C_n(1|x_{1i}, \alpha)}{\partial \alpha'} \right],
\]

(A.1)

where

\[
\frac{\partial C_n(r_2|x_{1i}, \alpha)}{\partial \alpha} = \frac{1}{n-1} \sum_{j \neq i} (x_{1i} - x_{1j})' r_{2j} \int_{(x_{1i} + \Delta_n - x_{1j})/a_n}^{\infty} \frac{1}{a_n} K\left(\frac{-x_{1i}a - u_j(\alpha)}{\Delta_n}, z\right) dz
\]

\[
- \frac{1}{n-1} \sum_{j \neq i} (x_{1i} - x_{1j})' r_{2j} \int_{(-x_{1i}a - u_j(\alpha))/a_n}^{\infty} \frac{1}{a_n} K\left(\frac{x_{1i}a + \Delta_n - x_{1j}a}{\Delta_n}, u\right) du
\]

\[
= \int_{x_{1i}a + \Delta_n}^{\infty} \frac{1}{n-1} \sum_{j \neq i} (x_{1i} - x_{1j})' r_{2j} \frac{1}{a_n^2} K\left(\frac{-x_{1i}a + u_j(\alpha)}{\Delta_n}, z - x_{1j}a\right) dz
\]

\[
- \int_{-x_{1i}a}^{-x_{1i}a + \Delta_n} \frac{1}{n-1} \sum_{j \neq i} (x_{1i} - x_{1j})' r_{2j} \frac{1}{a_n^2} K\left(\frac{u - u_j(\alpha)}{\Delta_n}, x_{1i}a + \Delta_n - x_{1j}a\right) du,
\]

(A.2)
with \( r_2 = 1, y_2, \) or \( x_2 \). Under properties (1.iii) and (2.ii) of Assumption 3, Proposition 4 implies that \( \text{var}((\partial C_n (r_2 | x_1, z) / \partial x) | x_1) \) has order \( O(1/n^a) \) uniformly in \( x_1 \in X \). Under Assumption 3, Proposition 3 implies that

\[
\sup_{(x, x_1) \in \Theta \times X} \left\| E \left( \frac{\partial C_n (r_2 | x_1, z)}{\partial x} \right| x_1 \right\| = O(a_n^2).
\]

The limit functions in (A.3) are uniformly continuous in \((x_1, x, A_n)\) on \(X \times \Theta \times [0, 1]\) by Assumptions 2 and 3. With \( d = 1, d = 1, \delta = 2, \) and \( r = 2 \), Proposition 1 implies that as \( \lim_{n \to \infty} (n/\ln n) a_n = \infty \),

\[
\frac{\partial C_n (r_2 | x_1, z)}{\partial x} \xrightarrow{p} \int_{x_1, z_0}^{\infty} E((x_{11} - x_1) r_2 | x_{11} z_0 = z) g(-x_1 z_0, z | z_0) \, dz \\
- E((x_{11} - x_1) r_2 | x_{11} z_0 = x_1 z_0) \\
\times \int_{-x_1, z_0}^{\infty} g(u, x_1 z_0 | z_0) \, du,
\]

uniformly in \( x_1 \in X \). With (3.5), (3.8), and (A.2.4),

\[
\left( \frac{\partial C_n (y_2 | x_1, z)}{\partial x'} - \beta_0' \frac{\partial C_n (y_2 | x_1, z)}{\partial x'} - E_n(v | x_1, z) \frac{\partial C_n (1 | x_1, z)}{\partial x'} \right) \\
\quad G(x_1, x_0),
\]

uniformly in \( x_1, x_0 \in X \), where

\[
G(x_1, x_0) = \left( \int_{x_1, x_0}^{\infty} \int_{x_1, x_0}^{\infty} g(u, z | x_0) \, du \, dz \right)^{-1} \\
\times \left\{ \int_{x_1, x_0}^{\infty} E(v(x_{11} - x_1) | x_1, x_0, z, x_0) g(-x_1 x_0, z | x_0) \, dz \\
- \int_{-x_1, x_0}^{\infty} E(v(x_{11} - x_1) | u, x_1, x_0, x_0) g(u, x_1 x_0 | x_0) \, du \right\}
\]
\[- E(v|u > - x_1\alpha_0) \int_{- x_1\alpha_0}^{\infty} (x_1 - E(x_1| x_1\alpha_0 = z)) \]
\[\times g(- x_1\alpha_0, z|z_0) \, dz \]
\[+ E(v|u > - x_1\alpha_0)(x_1 - E(x_1| x_1\alpha_0 = x_1\alpha_0)) \]
\[\times \int_{- x_1\alpha_0}^{\infty} g(u, x_1\alpha_0|z_0) \, du \]  
(A.6)

The density \( g(u, z|z_0) \) equals the product of the marginal density \( f_u(\cdot) \) of \( u \) and the marginal density \( h(z) \) of \( x_1\alpha_0 \), i.e.,

\[ g(u, z|z_0) = f_u(u)h(z). \]  
(A.7)

Using (A.7) and that \((u, v)\) is independent of \( x \) in the latent model, \( G(x_1, z_0) \) can be simplified to

\[ G(x_1, z_0) = [E(v|u = - x_1\alpha_0) - E(v|u > - x_1\alpha_0)] \]
\[\times \lambda(- x_1\alpha_0)[x_1 - E(x_1| x_1\alpha_0 > x_1\alpha_0)], \]  
(A.8)

where \( \lambda(z) = f_u(z)/\int_{z}^{\infty} f_u(t) \, dt \) is the hazard function of \( u \). The expectation of \( v \) conditional on \( u > z \), where \( z \) is a constant argument, is \( E(v|u > z) = \int_{z}^{\infty} \int_{- \infty}^{\infty} vf(v, u) \, dv \, du / \int_{z}^{\infty} f_u(t) \, dt \). It follows that

\[ \frac{\partial E(v|u > z)}{\partial z} = - \int_{- \infty}^{\infty} vf(v, z) \, dv \]
\[ - \int_{z}^{\infty} f_u(t) \, dt \]
\[+ E(v|u > z)\lambda(z) \]
\[= - [E(v|u = z) - E(v|u > z)]\lambda(z). \]

Therefore,

\[ G(x_1, z_0) = - \tau(- x_1\alpha_0)[x_1 - E(x_1| x_1\alpha_0 > x_1\alpha_0)], \]  
(A.9)
where \( \tau(z) \) denotes \( \partial E(v|u > z)/\partial z \). With the uniform convergence of the non-parametric functions and their derivatives, the first term on the right-hand side of (A.1) will converge in probability to \( E(I_{x}(x_{i1})[x_{2i} - E(x_{2}|x_{1i}, x_{0} > x_{1i}, x_{0})]) \times \tau(-x_{1i}, x_{0})[x_{1i} - E(x_{1}|x_{1i}, x_{0} > x_{1i}, x_{0})] \) and the second term will converge in probability to a zero limit. This establishes (4.3).

The asymptotic distribution of \( \sqrt{n}L_{n}(x_{0}, \beta_{0}) \) can be analyzed as follows. Define

\[
L_{n,i}(x_{0}, \beta_{0}) = I_{x}(x_{i1})[x_{2i} - E_{n}(x_{2}|x_{1i}, x_{0})]'(v_{i} - E_{n}(v|x_{1i}, x_{0})). \tag{A.10}
\]

By a Taylor series expansion up to the second order, \( I_{n,i}(x_{0}, \beta_{0}) = S_{n}(y_{2i}, x_{i}, x_{0}, \beta_{0}) + R_{n}(y_{2i}, x_{i}, x_{0}, \beta_{0}) \), where

\[
S_{n}(y_{2i}, x_{i}, x_{0}, \beta_{0})
\]

\[
= I_{x}(x_{i1})\left\{ (x_{2i} - E_{x}(x_{2}|x_{1i}, x_{0}, \Delta_{n}))(v_{i} - E_{x}(v|x_{1i}, x_{0}, \Delta_{n}))
\right.
\]

\[
+ \left[ \frac{C(x_{2}^{'}|x_{1i}, x_{0}, \Delta_{n})}{C^{2}(1|x_{1i}, x_{0}, \Delta_{n})} (v_{i} - E_{x}(v|x_{1i}, x_{0}, \Delta_{n})) \right]
\]

\[
+ (x_{2i} - E_{x}(x_{2}|x_{1i}, x_{0}, \Delta_{n})))'(\frac{C(v|x_{1i}, x_{0}, \Delta_{n})}{C^{2}(1|x_{1i}, x_{0}, \Delta_{n})})
\]

\[
\times (C_{n}(1|x_{1i}, \bar{x}) - C(1|x_{1i}, x_{0}, \Delta_{n}))
\]

\[
- (x_{2i} - E_{x}(x_{2}|x_{1i}, x_{0}, \Delta_{n}))'(\frac{1}{C(1|x_{1i}, x_{0}, \Delta_{n})})
\]

\[
\times (C_{n}(v|x_{1i}, x_{0}) - C(v|x_{1i}, x_{0}, \Delta_{n}))
\]

\[
- (v_{i} - E_{x}(v|x_{1i}, x_{0}, \Delta_{n}))'(\frac{1}{C(1|x_{1i}, x_{0}, \Delta_{n})})
\]

\[
\times (C_{n}(x_{2}|x_{1i}, x_{0}) - C(x_{2}|x_{1i}, x_{0}, \Delta_{n}))', \tag{A.11}
\]
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and

\[ R_n(y_{2i}, x_i, \alpha_0, \beta_0) \]

\[ = I_x(x_{1i}) \left\{ \frac{C_n(v|x_{1i})}{C_n^2(1|x_{1i})} \left( \frac{C_n(v|x_{1i})}{C_n(1|x_{1i})} - \frac{C_n(v|x_{1i})}{C_n(1|x_{1i})} \right) \quad \right\} 
\]

\[ \times (C_n(1|x_{1i}, \alpha_0) - C(1|x_{1i}, \alpha_0, \Delta_n)) \]

\[ \times (C_n(x_2|x_{1i}, \alpha_0) - C(x_2|x_{1i}, \alpha_0, \Delta_n))', \]

with \( \tilde{C}_n(s|x_{1i}) \) lying between \( C_n(s|x_{1i}, \alpha_0, \Delta_n) \) and \( C(s|x_{1i}, \alpha_0, \Delta_n) \) with \( s = 1, x_2, v \). If follows that

\[ \sqrt{n} L_n(\alpha_0, \beta_0) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} S_n(y_{2i}, x_i, \alpha_0, \beta_0) + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} R_n(y_{2i}, x_i, \alpha_0, \beta_0). \]

(A.12)

The remainder \( (1/\sqrt{n}) \sum_{i=1}^{n} R_n(y_{2i}, x_i, \alpha_0, \beta_0) \) converges in probability to zero. Consider, for example, the last component in the remainder:

\[ \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} I_x(x_{1i}) \frac{1}{C_n^2(1|x_{1i})} (C_n(v|x_{1i}, \alpha_0) - C(v|x_{1i}, \alpha_0, \Delta_n)) \times (C_n(x_2|x_{1i}, \alpha_0) - C(x_2|x_{1i}, \alpha_0, \Delta_n))' \right\| \]

\[ \leq O_p(1) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} I_x(x_{1i}) |C_n(v|x_{1i}, \alpha_0) - C(v|x_{1i}, \alpha_0, \Delta_n)| \times \| C_n(x_2|x_{1i}, \alpha_0) - C(x_2|x_{1i}, \alpha_0, \Delta_n) \|. \]

(A.13)
With the order of bias in (3.4) and the order of variance in (3.2), Proposition 5 implies that as \( \lim_{n \to \infty} n a_n = 0 \) \((A.13)\) converges in probability to zero. Similarly, the other components in the remainder converge to zero in probability. Some of the terms in \((1/\sqrt{n}) \sum_{i=1}^{n} S_n(y_{2i}, x_i, x_0, \beta_0)\) will also converge to zero in probability. Since \( v \) is independent of \( x \) in the latent model, \( E_{x}(v|x_1, x_0, \Delta_n) = E(v|u > -x_1, x_0)\). It follows that

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} I_X(x_{1i}) \frac{C(x_2|x_{1i}, x_0, \Delta_n)}{C^2(1|x_{1i}, x_0, \Delta_n)} \left( v_i - E_{x}(v|x_1, x_0, \Delta_n) \right) 
\times \left( C_n(1|x_{1i}, x_0) - C(1|x_{1i}, x_0, \Delta_n) \right)
= - \frac{1}{\sqrt{n(n-1)}} \sum_{i=1}^{n} \sum_{j \neq i} \Phi_{n,1}(r_i, r_j),
\]

(A.14)

and

\[
\Phi_{n,1}(r_i, r_j) = I_X(x_{1i}) \frac{C(x_2|x_{1i}, x_0, \Delta_n)}{C^2(1|x_{1i}, x_0, \Delta_n)} \epsilon_{2i} \times \left( K(u, z) \int_{(x_1, x_0) + \Delta_n} - \int_{(x_1, x_0) - \Delta_n} K(u, z) du dz \right),
\]

(A.15)

The variance of \( \Phi_{n,1}(r_i, r_j) \) has order \( O(1) \). Since \( E(\Phi_{n,1}(r_i, r_j)|x_i, r_j) = 0 \), \( E(\Phi_{n,1}(r_i, r_j)) = 0 \). The conditions in Proposition 6 are satisfied for \( \Phi_{n,1}(\cdot) \). It follows from Proposition 6 that (A.14) converges to zero in probability. Similarly, Proposition 6 implies that \((1/\sqrt{n}) \sum_{i=1}^{n} I_X(x_{1i}) (1/C(1|x_{1i}, x_0, \Delta_n)) \times (C_n(x_2|x_{1i}, x_0) - C(x_2|x_{1i}, x_0, \Delta_n)) \epsilon_{2i} \rightarrow 0\). Hence, (A.12) is reduced to

\[
\sqrt{n} L_n(x_0, \beta_0)
= \frac{1}{\sqrt{n}} \sum_{i=1}^{n} I_X(x_{1i}) (x_{2i} - E(x_2|x_{1i}, x_0 > x_{1i}, x_0 + \Delta_n))'
\times \left\{ \epsilon_{2i} + \frac{1}{C(1|x_{1i}, x_0, \Delta_n)} \left[ E(v|u > x_{1i}, x_0) C_n(1|x_{1i}, x_0) \right. \right.
\left. - C_n(v|x_{1i}, x_0) \right] + o_p(1)
\right\}
\]
The asymptotic distribution of (A.16) can be derived by the central limit theorem for U-statistics in Proposition 7. Denote

\[
\Psi_{n,1}(r, r_j) = I_X(x_{1i})(x_{2i} - E(x_2|x_1 x_0 > x_1 x_0 + D_n))' \times \left\{ E_{2i} - \frac{E(v|v > - x_1 x_0)}{C(1|x_1, x_0, D_n)} \right\} \times \int_{x_1 x_0 + D_n - x_1 x_0}^{x_1 x_0} \int_{x_1 x_0}^{x_{1i}} \frac{1}{a_n^2} K \left( \frac{u - u_j}{a_n}, \frac{z - x_1 x_0}{a_n} \right) du \, dz. \tag{A.17}
\]

Eq. (3.4) implies that

\[
E(v) = E(v|v > - x_1 x_0) C(1|x_1, x_0, D_n) = O(a_n^2). \tag{A.18}
\]

It follows from (3.4) and (A.18) that \(E(\Psi_{n,1}(r, r_j)) = O(a_n^2)\), and

\[
\lim_{n \to \infty} E(\Psi_{n,1}(r, r_j)|r_i) = \Psi_1^{(1)}(r_i), \tag{A.19}
\]

where \(\Psi_1^{(1)}(r_i)\) is defined in (4.6). On the other hand,

\[
E_2 \left( \Psi_{n,1}(r, r_j)|r_i \right) = \left\{ I_X(x_{1j})(x_{2j} - E(x_2|x_1 x_0 > x_1 x_0 + D_n))' \times \frac{E(v|v > - x_1 x_0)}{C(1|x_{1j}, x_0, D_n)} \right\} \times \int_{x_1 x_0 + D_n - x_1 x_0}^{x_1 x_0} \int_{x_1 x_0 - u_j/a_n}^{x_{1i} - u_j/a_n} K(u, z) du \, dz|r_i \right\}. \tag{A.20}
\]
The function \( \int_{(x_{1j}z_0 + \delta_n - x_{1j}z_0)/a_n}^{\infty} \int_{(x_{1j}z_0 - \delta_n - x_{1j}z_0)/a_n}^{\infty} K(u, z) \, du \, dz \) converges to 1 if \( x_{1j}z_0 < x_{1j}z_0 \) and \( -x_{1j}z_0 < u_i \), to \( \int_{-\infty}^{\infty} \int_0^{\infty} K(u, z) \, du \, dz \) if \( x_{1j}z_0 < x_{1j}z_0 \) and \( u_i = -x_{1j}z_0 \), and to 0 otherwise. The event \( u_i = -x_{1j}z_0 \) occurs with zero probability. By the LDC theorem,

\[
\lim_{n \to \infty} E(\Psi_{n, 1}(r_i, r_i)|r_i) = \Psi_{i}^{(2)}(r_i),
\]

where \( \Psi_{i}^{(2)}(r_i) \) is defined in (4.7). The limiting distribution of \( \sqrt{n}L_n(x_0, \beta_0) \) follows from Proposition 7. This establishes (4.5).

With \( \hat{\alpha} \) in (4.8), it follows from (4.2) and (A.16) that

\[
\sqrt{n}L_n(\hat{\alpha}, \beta_0) = \left[ I, \frac{\partial L_n(\hat{\alpha}, \beta_0)}{\partial \alpha'} \right] C^{-1} \frac{1}{\sqrt{n(n - 1)}} \sum_{j=1}^{n} \sum_{i=1}^{n} \Psi_n(r_i, r_j) + o_p(1),
\]

(A.22)

where \( \Psi_n(r_i, r_j) = (\Psi'_{n, 1}(r_i, r_j), \Psi'_{n, 2}(r_i, r_j))' \), and

\[
\Psi_{n, 2}(r_i, r_j) = I_X(x_{1i})(x_{1i} - E(x_i|x_{1i} > x_{1i}z_0 + \Delta_n))' \tau_1(x_{1i}z_0) \times \int_{x_{1i}z_0 + \delta_n - x_{1i}z_0}^{\infty} \int_{x_{1i}z_0 - \delta_n - x_{1i}z_0}^{\infty} (u_i - u) \frac{1}{a_n} K\left( \frac{u - u_j - z - x_{1j}z_0}{a_n} \right) \, du \, dz.
\]

(A.23)

The CLT in Proposition 7 can be applied to derive the asymptotic distribution of (A.22). For \( \Psi_{n, 2}(r_i, r_j) \), it has been shown in Lee (1992) that \( E(\Psi_{n, 2}(r_i, r_j)) = O(a_n^2) \), \( \text{var}(\Psi_{n, 2}(r_i, r_j)) = O(1) \),

\[
\lim_{n \to \infty} E(\Psi_{n, 2}(r_i, r_j)|r_i) = I_X(x_{1i})(x_{1i} - E(x_i|x_{1i} > x_{1i}z_0))' \tau_1(x_{1i}z_0) i_{1i}.
\]

(A.24)

and

\[
\lim_{n \to \infty} E(\Psi_{n, 2}(r_j, r_i)|r_i)
\]

\[
= - \int_{u_i}^{x_{1j}z_0} E\left[ I_X(x_{1j}) (x_{1j} - E(x_i|x_{1i} > x_{1j}z_0))' | x_{1j}z_0 = z \right] \times \frac{u_i - E(u|u > -z)}{\int_{-\infty}^{\infty} h(t) \, dt} h(z) \, dz.
\]

(A.25)
Proposition 7 implies that as \( \lim_{n \to \infty} na_n^4 = 0 \),

\[
\frac{1}{\sqrt{n(n-1)}} \sum_{i=1}^{n} \sum_{j \neq i}^{n} \Psi_n(r_i, r_j) \overset{D}{\to} N(0, \Sigma),
\]

where \( \Sigma = E(\Psi(r_i)\Psi'(r_i)) \) defined in (4.13). These establish the asymptotic distribution of the two-stage estimator \( \hat{\beta} \) in (4.11).
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