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For many years now, there has been a productive tension between the 
disciplines of educational measurement and literacy education. Some of 
the recent developments in assessment-especially the move toward per- 
formance-based and portfolio assessments-received their first extensive 
trials in the context of writing assessment. Initially, educators’ concerns 
about the quality of information provided by multiple-choice or “indirect” 
measures of writing ability and about the consequences of using such 
assessments for teaching and learning led to the call for more direct writing 
assessments involving actual samples of writing. Extensive research has 
been conducted on how to develop and score standardized writing tasks to 
provide reliable, vaIid, and fair estimates of students’ writing abilities (e.g., 
Breland, Camp, Jones, Morris, & Rock, 1987; Huot, 1990; Ruth & Murphy, 
1988). As of 1991,36 states were using tests that included writing samples 
and nine others had them under development (Office of Technology As- 
sessment [OTA], 1992). Participation in the design, scoring, and use of 
these assessments provided opportunity for professional dialogue among 
teachers (e.g., OTA, 1992). Renewed concerns about the quality of infor- 
mation and consequences from these standardized writing assessments- 
typically first drafts completed in brief amounts of time-taken together 
with new understandings about the cognitive and social aspects of learning, 
led to the cat1 for more compIex and authentic writing assessments. Such 
assessments should provide students with the opportunity to explore more 
of their own purposes, to rethink and revise their work over extended 
periods of time, drawing on existing resources and responses from readers, 
and to reflect on the process and quality of their writing (e.g., Camp, 1992a; 
Wolf, Bixby, Glenn, & Gardner, 1991). Pilot testing of extended perform- 
ance and/or portfolio assessments is well underway in a few states (see 
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OTA, 1992 for brief descriptions and references). Teachers participating in 
the development, scoring, and use of these assessments are again benefit- 
ing from the collegial dialogues around student writing which have led to 
re-examination of the goals, activities, and standards for learning (e.g., 
Camp, 1992b; Koretz, Stecher, & Diebert, 1992). Measurement researchers 
are exploring ways to develop large scale extended performance and port- 
folio assessments that both encourage authentic work and that can be used 
with reliability, validity, and fairness to inform consequential decisions 
about individuals and programs (e.g., Koretz, McCaffrey, Klein, Bell, & 
Stecher, 1992; Linn, Baker, & Dunbar, 1991; Wiley & Haertel, in press). It is 
here, however, that the tension between the disciplines of educational 
measurement and literacy education is at risk of becoming less productive. 
Experience suggests that in order to achieve the standards of validity 
necessary for high stakes purposes-for informing consequential decisions 
about individuals and programs-assessments need to be standardized to 
some degree. Standardization refers to the extent to which tasks, working 
conditions, and scoring criteria are similar for all students. Emerging views 
of literacy, however, suggest the need for less standardized forms of assess- 
ment to support and document purposeful, collaborative work by students 
and teachers. This results in the tension between competing validity criteria 
that simultaneously advocate standardization and purposeful, collabora- 
tive activity. Proposed solutions often reflect compromises between com- 
peting criteria rather than the kind of fundamental rethinking that might 
push both fields forward. It is the set of problems and possibilities con- 
tained in this tension that I want to explore in this paper. 

THE GENESIS OF THE TENSION 

Increasingly, writing and other forms of literacy are coming to be viewed 
more as purposeful, meaningful activities than as abilities. John Willinksy 
(1990), in his discussion of the “new literacy,” offers an analogy between 
literacy and bicycle riding. 

The point is not to develop the ability to ride, which leads to sessions of 
practicing and demonstrating the skill.. . . If bikes are worth riding then the 
learning should begin with the intent of taking you places.. . What is impor- 
tant about riding are the places to which you ride and the pleasures gained 
along the way. In the process of this riding with a purpose, the skill naturally 
improves. (p. 8) 

Similarly, Maxine Greene raises the concern that evaluation which fore- 
grounds testable skills may well prevent students “from taking responsibil- 
ity for their own questions, their own learning to learn” (p. 11). When 
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reading and writing are viewed as purposeful activities, it becomes crucial 
to provide students with some opportunity to negotiate their own purposes 
and practices beyond simply demonstrating their competence in school 
(Newmann, 1990). And, it becomes necessary to provide teachers with the 
opportunity to mediate the delicate balance between structure and free- 
dom in facilitating and evaluating their students’ learning (Darling-Ham- 
mond & Snyder, 1992). 

Recent developments in the philosophy of vapidity fend theoreticat 
support to this direction. Most validity theorists (e.g., Cronbach, 1988,1989; 
Messick, 1989, 1992) have argued for expanding the concept of validity 
beyond its traditional focus on the soundness of inferences about students’ 
capabilities (construct validity) to include explicit consideration of the 
intended and unintended consequences of using an assessment (conse- 
quential validity~.l Increasing evidence about the impact of assessment on 
teaching and learning suggests the importance of assessing the full range of 
capabilities and interests we want to nurture in our students. Validity 
researchers in performance assessment have stressed the importance of 
b~~~~ci~g traditional validity concerns about rehabifity, comparability, and 
generalizability with additional criteria such as “authenticity” (Newmann, 
1990), “directness” (Frederiksen & Coffins, 1989)* or “cognitive complex- 
ity” (Linn, Baker, & Dunbar, 19911, as long as “acceptable levels are 
achieved for particular purposes of assessment” (Linn, Baker, d Dunbar, 
1991, p. 11). 

Less standardized forms of assessment, such as performance assessments, 
however, have presented serious problems for reliabiIity. Reliability refers 
to consistency, quantitatively defined, among measures which are intended 
as interchangeable-consistency among independent evaluations or read- 
ings of a performance, consistency among performances in response to 
independent tasks,and so on (AERA, APA,NCME, 1985;FeIdt & Brennan, 
1989). In current validity theory,reiiab~l~ty is necessary to support inferences 
from part&tar samples of work evaluated by particular readers to the 
broader capabilities the assessments are intended to tap. Empirical studies 
of reliability or generalizability with performance assessments are quite 
consistent in their conclusions that (a) reader reliability, defined as consis- 
tency of evaluation across readers on a given task, can reach acceptable 
levels when carefully trained readers evaluate responses to one task at a 
time, but that (b) adequate task or “score”reliability, defined as consistency 
in performances across tasks intended to address the same capabilities, is far 
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more difficult to achieve (e.g., Breland et al., 1987; Dunbar, Koretz, & 
Hoover, 1991; Shavelson, Baxter, & Gao, 1993). In the case of portfolios, 
where the tasks may vary substantially from student to student and where 
multiple tasks may be evaluated simultaneously, inter-reader reliability may 
drop below acceptable levels for consequential decisions about individuals 
or programs (Koretz, McCaffrey, Klein, Bell, & Stecher, 1992; Nystrand, 
Cohen, & Dowling,1993). Recommendations for enhancing reliability, with- 
out increasing the number of tasks or readers beyond cost-efficient levels, 
have typically involved increasing the degree of standardization in one or 
more aspects of assessment. This sets up a tension between two very real and 
appropriate concerns-between assessments that promote and document a 
purposeful and collaborative view of literate activity and assessments that 
reflect adequate levels of construct validity (and reliability) for high stakes 
decisions about individuals and programs. 

A seemingly simple solution to this tension between standardization 
and purposeful activity is to suggest that less standardized assessments be 
used at the classroom level for monitoring student progress and that the 
more standardized forms of assessment be used for high stakes purposes 
such as individual placement, selection, and certification and/or program 
evaluation and accountability. This suggestion has been made both by 
psychometricians (e.g., Mehrens, 1992) and literacy educators (e.g.,Tavalin, 
1993) who have felt the constraints of meeting competing criteria. How- 
ever, given the well-documented power that externally imposed assess- 
ments have on teaching and learning, this solution is problematic-it is at 
best optimistic to think that the assessments “that count” will not over- 
power the alternatives in the lives of teachers and students. 

PAST EXPERIENCE WITH CONSEQUENCES OF 
HIGH STAKES TESTING2 

Consider what we have learned from over a decade of experience with 
high stakes, primarily multiple choice assessment. A growing body of evi- 
dence indicates that when assessments are visible and have consequences 
for individuals or programs, they alter educational practice, sending an 
unequivocal message to teachers and students about what is important to 
teach and learn (Madaus, 1988; National Commission on Testing and Pub- 
lic Policy, 1990; Resnick & Resnick, 1992). In a review of literature on the 
impact of classroom evaluation on students, Crooks (19SS) concluded as- 
sessment not only affects students’ judgments about what is important to 
learn, but also their motivation, perceptions of competence, approaches to 

*This section is adapted from Moss and Herter (1993) 
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personal study, and development of enduring learning strategies. Similar 
conclusions have been drawn about the impact of district and state man- 
dated assessment on the judgment, perceptions, and instructional strategies 
of teachers. The salience of this influence seems to be directly related to the 
importance of the consequences of testing to students and teachers and to 
the administrative and supervisory practices of a school or district. In a 
paper prepared for the National Commission on Testing and Public Policy, 
Resnick and Resnick concluded that “when the stakes are high-when 
schools’ ratings and budgets or teachers’ salaries depend on test scores- 
efforts to improve performance on a particular assessment seem to drive 
out most other educational concerns” and “to progressively restrict cur- 
ricular attention to the objectives that are tested and even the particular 
item forms that will appear on the test.” (1992, p. 58). 

For example, in case studies of two public schools, Mary Lee Smith 
(1991) observed that high stakes tests not only narrowed the curriculum in 
subjects tested but also led to the neglect of untested subjects. Moreover, 
she noted that these effects were not just seasonal, but had long term 
consequences for curriculum development. In one school, teachers pushed 
to eliminate the hands on science curriculum and the writing process 
curriculum because they did not coordinate with the district’s testing pro- 
gram. Research by Peter Johnston and colleagues (Johnson, Weiss, & Af- 
flerbach, 1990), suggests that there are more subtle effects on teachers’ 
perceptions of their students. They interviewed over 50 English/Language 
Arts teachers from 5 different districts that ranged in degree of promi- 
nence placed on externally imposed tests. Among other questions, teachers 
were asked to describe their students’ literacy development. Based upon 
their responses, Johnston and his colleagues concluded that when tests 
were emphasized by the district, teachers tended to describe their students’ 
achievements in terms of tests, competitive attainments, and test-like lan- 
guage, whereas when literature was emphasized in the classroom, teachers 
tended to describe students in terms of the books they had chosen to read, 
their written reflections on those books, and their individualized progress 
through literature. 

Evidence suggests that the narrowing of the curriculum associated with 
high stakes standardized assessment may be falling disproportionately on 
certain groups of students for whom concerns about equality of education 
have been most salient. Consider, for instance, what we know about the 
impact of assessment on low income, urban students. Neil1 and Medina 
(1989) found that standardized testing was more prevalent in large urban 
school systems and the National Assessment for Educational Progress 
reported that students attending schools in and around large cities, where a 
high proportion of residents are on welfare or not regularly employed, 
scored lower on achievement tests than students from other types of 



114 PA. Moss 

American communities (U.S. Department of Education, 1988,1989). Her- 
man and colleagues (Herman & Golan, 1993; Dorr-Bremme & Herman, 
1986), using teachers’ and principals’ self-reports, found that in low income 
communities, teachers felt a greater need to spend time preparing students 
for tests and principals felt that tests counted far more in decisions such as 
planning curriculum, making class assignments, allocating funds, and re- 
porting to district officials and the community. To the extent that testing 
undergirds decisions about educational placement, studies on the effects of 
tracking reviewed by Oakes, Gamoran, and Page (1992) also support con- 
cerns about the differential impact of testing on low income, urban stu- 
dents. They report that tracks for low ability and non-college bound 
students have higher proportions of low-income students; that qualitative 
differences exist in the educational experiences provided students in dif- 
ferent tracks, with lower track students progressing more slowly through 
the curriculum, having less experience with inquiry skills, problem solving, 
and autonomy in their work, and losing more educational time to class- 
room management; that the achievement gap between students in higher 
and lower tracks increases over years of schooling; and that track place- 
ment can have a long lasting impact on the life chances of students after 
high school. Taken together with our knowledge about the impact of high 
stakes testing on the curriculum, these observations raise substantial con- 
cerns about differential access to knowledge for low-income urban stu- 
dents and for other groups of concern. 

Although high stakes testing programs frequently result in improved 
test scores, such improvement does not necessarily imply a rise in the 
quality of education or a better educated student population (Darling- 
Hammond & Snyder, 1992; Haertel, 1989; National Commission on Testing 
and Public Policy, 1990; Shepard, 1992). At best, test scores can reflect only 
a small subset of valued education goals. Historically (and appropriately) 
tests have been considered indicators of educational achievement, and 
their validity has rested on their relation with more direct measures of the 
capabilities they are intended to predict. When educators focus their atten- 
tion on improving test scores, they not only narrow the curriculum; they 
undermine the validity of the tests as indicators of a broader range of 
achievements (Shepard, 1992). 

Further, evidence suggests that test-driven reforms may undermine at- 
tempts at genuine educational reform by diverting attention from funda- 
mental educational problems. Ellwein, Glass, and Smith (1988) conducted 
extended case studies of five competency testing programs at the state and 
district level. They concluded that competency tests and standards served 
more as symbolic and political gestures rather than as instrumental re- 
forms-focusing attention on the tests themselves rather than on their 
impact, utility, or value. Similarly, Corbett and Wilson (1991), who studied 
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competency testing programs in two states, focusing on six districts per 
state, found that the pressure to do well on tests did not encourage funda- 
mental consideration of the structures, processes, or purposes of education; 
rather it caused “knee-jerk” reactions designed to improve test scores 
quickly-actions which many of the educators involved considered 
counter-productive. 

ALTERNATIVE MODELS FOR HIGH STAKES ASSESSMENT 

Some policymakers have attributed the problems encountered with high 
stakes testing to the “low-level” outcomes typically assessed and the lack 
of coordination between assessments and curriculum. In this view, the 
solution to the problems encountered rests in designing assessments that 
are closely integrated with curriculum standards and that encompass a 
wider range of valued educational goals. As Linn (1993) notes, these as- 
sumptions are reflected in a number of recent reform proposals (see also, 
Baker, 1989). Such assessments, it is hoped, will not only permit valid 
inferences about the quality of education but serve as instruments of 
reform by raising standards for all students. 

Given our past experience with high stakes assessment and the current 
state of our knowledge about the construct validity of performance assess- 
ments, this anticipation is optimistic at best-the assumptions about the 
quality of information and the consequences of the assessment must be 
carefully evaluated. Dunbar, Koretz, and Hoover (1991) note that “the 
nation stands poised on the brink of yet another wave of test-based reform, 
and again we appear prepared to undertake it without sufficient quality 
control” (p. 302). As research into the consequences of high stakes assess- 
ment suggests, choices made in designing assessment systems not only 
impact the nature of teaching and learning (in both intended and unin- 
tended ways) but also the nature of the discourse about the purposes and 
processes of education. Some have begun to raise questions about whether 
assessments should be used to influence teaching and learning in the 
instrumental ways proposed in much of the current rhetoric (e.g., Bryk & 
Hermanson, 1993; Darling-Hammond & Snyder, 1992). 

Here I sketch two alternative models of assessment that reflect very 
different understandings of the role assessment can play in informing 
stakeholders and promoting educational reform. Each provides informa- 
tion about individual students to be used in decisions about readiness for 
graduation and information about the educational system to be used for 
public accountability. Although the particular models are hypothetical, the 
features are typical of those to be found in actual assessment practice or 
development. Collectively, the features represent ambitious programs of 
assessment. I intend both as examples of assessment practice that thought- 
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ful people find sound. The comparisons which I want to highlight are not 
between good and bad assessment practice, but rather between different 
views of the ways in which assessment can work to promote both quality 
and equality in education. Features of the first model are probably more 
widely represented in current assessment practice, although I must ac- 
knowledge a strong preference for the second model and will argue that 
point in my comparative comments. The comparison should help to high- 
light the assumptions and values underlying each model and, I hope, to 
promote thoughtful discussion of alternatives. 

School A in State A 
In schools in one state, all students are required to take and pass a state- 
wide writing proficiency test (along with other subject area tests} in order 
to receive a state-endorsed high school diploma. The test consists of two 
writing tasks and a multiple choice test of standard written English conven- 
tions. The writing tasks encourage analytical thinking by presenting stu- 
dents with an issue and background information reflecting multiple 
perspectives to use in reaching and justifying a decision. Each task is 
administered over two class periods, thus providing some opportunity for 
planning and revision. The written essays are each scored independently 
and anonymously by two readers who have been carefully trained to use a 
holistic scoring guide developed by the state. The four scores (two readers 
for each of two prompts) are combined with the multiple choice score to 
form an overall composite score. The pass/fail decision is based upon a 
comparison of the composite score to a cut score that has been previousiy 
set by a representative committee of teachers and other stakeholders. The 
score, pass/fail decision, and information about how to interpret the score 
(i.e., what kind of performance is typical of students receiving that score), 
is shared with students, teachers, and parents. Students who did not pass the 
test have multiple opportunities to retake it following additional instruc- 
tion and practice. 

The test was developed in extensive consultation with teachers, parents, 
policy makers, and other stakeholders. Careful analysis of the existing 
curriculum, publication of relevant instructional materials, and widespread 
inservice opportunities for all teachers suggest that all students have had 
opportunity to learn the capabilities assessed. Extensive pilot testing and 
ongoing data collecting show that evidence of construct validity, including 
reliability, is consistent with sound professional practice for both individual 
and system level purposes. 

To provide system level information for public accountability and policy 
decisions, the individual scores are aggregated and reported publicly for 
the state as a whole and for each school and district. Schools with unaccept- 
able passing rates for three years in a row are referred to the state’s school 
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improvement program for consultation and assistance. To provide evi- 
dence relevant to equity concerns, aggregate information is reported sepa- 
rately for groups distinguished by gender, race and ethnicity, school 
location, and socioeconomic status of the community. In addition to these 
and other measures of student achievement, the state requires presenta- 
tion of indicators about the school context, including resources and learn- 
ing opportunities, and additional outcome information, such as drop-out 
and attendance rates, for policy makers to use in interpreting results. (See 
examples of the features reflected in State A described in Baker, 1989; 
Haertel, 1989; OTA, 1992, and Linn, 1993). 

School B in State B 
In the other state, schools and/or districts are required to develop their own 
plans for certifying students for graduation and documenting the validity 
of those decisions. Faculty in some schools have chosen a process that looks 
something like a dissertation exam. Students prepare a portfolio of their 
work consisting of a reflection on their development and accomplishments 
in light of their personal learning goals, work exhibits that demonstrate 
their capabilities with respect to school and state curriculum standards, and 
letters of recommendation from those who know the students’ work well in 
and out of school. Plans for preparing the portfolio begin early in high 
school and preparation of the work constitutes one important part of the 
curriculum. At least one project, for instance, is expected to show evidence 
of purposeful, knowledge based, disciplined inquiry. Students complete 
these projects over extended periods of time, drawing on existing re- 
sources, gathering new evidence, sharing work in progress with teachers 
and peers for critique, and preparing a final exhibit of their work. The 
portfolio is shared with a committee consisting of the students’ teachers, a 
teacher who has not worked closely with the student, another student, and 
a member of the community. The committee meets to discuss the work with 
the student and then to debate its merits in light of school and state 
curriculum standards. The committee chair prepares a summary of the 
discussion to document the rationale for the initial decision about the 
students’ readiness for graduation, and, where the initial decision is nega- 
tive, offers suggestions for additional work. The decision, rationale, and 
suggestions are shared with the students and their parents. Students have 
multiple opportunities to rework and resubmit their portfolios to the com- 
mittee for review. All portfolios and accompanying decisions are audited 
and confirmed by a school administrator and an affirmative action officer. 
Students who disagree with the decisions have the right to appeal. Peri- 
odically, committees at the district and state levels audit samples of portfo- 
lios, decisions, and rationales to assure that the school-level committees are 
using appropriate procedures and standards. (See, for instance, examples 
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described in Berlak et al., 1992; Darling-Hammond & Snyder, 1992; Per- 
rone, 1991). To provide school-level information for public accountability, a 
pilot project is underway that draws on qualitative research methods to 
develop a category scheme for characterizing the nature, substance, and 
quality of the work contained in the portfolios. The plan is to randomly 
sample a small percentage of portfolios and to use the category scheme 
developed to present a school level portrait, accompanied by samples of 
students’ work. (See similar examples in Applebee, 1981,1984; Moss, Gere, 
Clark, & Muchmore, 1993; NAEP, 1990). 

To provide information at the state level, a series of both brief and 
extended performance assessments are administered to students in grades 
five, eight, and eleven. The state uses matrix sampling-any one student 
takes only a few of the tasks (one extended task and a few briefer tasks), 
but a wide variety of tasks are administered to varying samples of students, 
providing a rich and varied portrait of educational achievement in the 
state. Results are released at the state and district level, but not at the 
school or individual level. As with State A, information to inform questions 
of equity is provided separately for groups distinguished by gender, race 
and ethnicity, school location, and socioeconomic status of community. 
Again, as with state A, the state also provides information on a rich variety 
of indicators of the learning context and resources to use in interpreting 
results. (see, e.g., any of the recent NAEP Report Cards, 1990.) 

Learning from the Comparison 
A comparison of these examples highlights a number of issues that should 
be considered in the design of any high stakes assessment system-issues 
related to the nature and quality of the information, the way in which it is 
used, and the impact of the system on teaching, learning, and discourse 
about educational reform. Both schools-within-states are using assess- 
ments to serve two purposes: to provide system-level information for pub- 
lic accountability and to provide individual-level information about 
students’ progress toward state and school curriculum standards to inform 
decisions about readiness for graduation. A major difference between the 
two examples involves the level of coordination between assessments at 
the system and individual levels. In State A/School A, a single assessment is 
being used to serve both individual- and system-level purposes. This results 
in census testing where all students in the state are given the same or 
comparable assessments. Authority for determining the nature of the as- 
sessment serving both individual- and system-level purposes is located 
centrally at the state level. Although state assessment developers were 
inclusive and democratic in selecting the committee to design and review 
the assessments, once developed, they are centrally controiled. In State 
B/School B, the assessments for serving individual and system levels pur- 
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poses are distinct. For the system-level purposes, matrix sampling is used 
and only a relatively small proportion of students are tested. At the individ- 
ual level, authority for determining the nature of the assessments rests with 
the faculty (and students) in the school, although the faculty is accountable 
to the district and state, indirectly, through periodic audits of their assess- 
ment procedures. Only authority for determining the system level assess- 
ment is centrally located. Although all students in the state are expected to 
document their readiness for graduation through assessments designed by 
the school, only samples of students respond to the state designed assess- 
ment. Existing evidence about the consequences of high stakes testing 
allows us to anticipate a number of implications for the students and 
teachers and other stakeholders in these states. 

At the srufe level, the assessments are similar in many respects-both are 
standardized performance assessments. The major differences concern 
who takes the test-all students versus a sample-and at what level of 
disaggregation the results are reported-for students, schools, and districts 
versus for districts only. State A, which tests every student preparing for 
graduation, offers information about a considerably narrower array of 
educational outcomes than State B. Given a fixed budget, there is a strong 
inverse relationship between the number of students that can be tested and 
the complexity, breadth and depth,of the information that can be provided. 
In the context of public accountability or program evaluation, it is not 
necessary to assess every student to obtain valid estimates of performance 
for the system. Assessing every individual limits the scope and depth of 
outcomes that can be assessed which in turn limits the information avail- 
able. A far broader range of educational outcomes, including work that 
reflects extended discourse, can be feasibly tested if careful sampling is 
conducted. 

The stakes associated with performance on the state assessment in State 
A/School A are considerably higher than those for State B/School B. Even 
if certification for graduation and consignment to the school improvement 
program were not directly tied to performance, whenever scores are re- 
leased at the level of schools and individual students, there is considerable 
pressure to improve performance on the test. Teachers and students in 
low-scoring schools are likely to spend a large amount of their instructional 
time preparing for this test. While this may have a positive impact in 
schools where teachers have not previously encouraged the activities re- 
quired by the test, it may divert attention from additional, equally impor- 
tant, but less easily measured, outcomes. Moreover, to the extent that 
instruction focuses on the form and content of the assessments, the tests 
become less valid as indicators of the broader capabilities they are in- 
tended to tap, thus undermining the inferences we can draw about the 
overall quality of education. 
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One drawback for School B/State B is the lack of school-level informa- 
tion from the state-wide assessment. Although School B is developing a 
strategy for providing a school-wide portrait, there is no comparative 
information for public accountability. Moreover, because scores are not 
released at the school (or student) level, there is some concern that stu- 
dents and teachers will not be motivated to do their best work and that the 
results will underestimate students’ capabilities. The choice not to release 
scores below the district level involves trade-offs among competing con- 
cerns. To provide valid estimates of school-level achievement, the number 
of students sampled would need to be larger-thus reducing the breadth 
and depth of outcomes that could be feasibly assessed at the state level 
(within a fixed budget). Further, to provide information at the school level 
would have raised the stakes of the state level assessment, making it far 
more likely that it would narrow teaching and learning to focus on the form 
and content of the tests in ways that policy makers in State B did not 
intend. For those relying on assessments to directly alter educational prac- 
tice, this may be a drawback, but, as I’ll elaborate below, policy makers and 
educators in State B are relying on a far less instrumental model of educa- 
tional reform. 

Both states appropriately provide an array of additional indicators 
about students’ background and the school context to use in interpreting 
the results. Such information is crucial in guarding against misleading 
conclusions. For instance, changes in assessment scores from year to year 
may simply reflect changes in the student population (dropouts or trans- 
fers, for instance) rather than changes in the capabilities of students. Differ- 
ences in assessment scores across ethnic groups may reflect differences in 
socioeconomic status and resources of the communities in which they live. 
Differences in assessment scores from school to school may reflect differ- 
ences in learning opportunities such as the qualification of teachers or the 
number of advanced course offerings. As Darling-Hammond 8c Ascher 
(1991) note, “comparisons of test scores that ignore these factors hold little 
promise of directing policy makers’ attention to the real sources of the 
problem, so that it can be rectified (p. 16).” [See articles on the design of 
indicator systems by Bryk & Hermanson (1993), Darling-Hammond & 
Ascher (1991), and Oakes (1989).] 

At the individual level, both schools are using assessment information to 
monitor students’ progress toward state and/or school standards and to 
inform decisions about readiness for graduation. At this level, the assess- 
ment systems are radically different, however. In both cases, it is appropri- 
ate to raise questions about the soundness of the inferences about 
students’ capabilities (construct validity) as well as about the consequences 
of using the assessment procedures (consequential validity). Elsewhere, I 
have addressed the construct validity issues associated with these two 



Problems and Possibilities 121 

different approaches to assessment (Moss, 1994; Moss, et al., 1992): in State 
A construct validity is evaluated through traditional psychometric proce- 
dures; in State B, construct validity can be evaluated using procedures that 
grow out of interpretive research traditions. [See also Johnston (1989, 
1992) and Hipps (1992) for discussions of the validity issues based on 
interpretive research methods.] Here, the comparisons I raise focus on the 
consequences of using the two different procedures, considering the mod- 
els of teaching and learning and the means of fostering educational reform 
implicit in each approach. 

A comparison of the two approaches in terms of the model of intellec- 
tual work that they present for students and teachers highlights the tension 
between the efficiency, reliability, and comparability permitted by stand- 
ardization and the collaborative, purposeful work enabled when authority 
is shared by teachers and students. In school A, all students must take the 
same state administered test, carefully designed so that all have had the 
opportunity to learn the necessary capabilities; whereas in school B, each 
student develops projects, in consultation with faculty, that both suit their 
own interests and show evidence of having met school and state standards. 
This represents a different perspective on fairness and on the authority 
allocated to students in making assessment decisions-in one case allowing 
students to choose the products that best represent their strengths and 
interests, and in the other case, presenting all students with the same task 
after ensuring, to the extent possible, that they have had the opportunity to 
learn the necessary skills and knowledge. 

In school A, the assessments are scored anonymously by readers from 
outside the school working independently from detailed scoring guides; the 
decision about readiness for graduation is then made, algorithmically, by 
aggregating scores across readers and performances and comparing the 
aggregated score to a previously determined pass/fail cut score. In school B, 
the assessments are evaluated by teachers who know the students’ work 
well, in dialogue with one another and with those who know the student 
less well, debating the merits of the performance in terms of school and 
state curriculum standards. Teachers in School A, along with students and 
their parents, become consumers of the interpretations constructed by 
others. Teachers in School B, in critical dialogue with one another, and with 
students and parents, construct, critique, and revise interpretations about 
students’ capabilities based on available evidence. Again, the approaches 
reflect a different view of fairness to students and of authority allocated to 
teachers-one based on anonymity and multiple independent readings; the 
other based on in-depth knowledge and critical dialogue. [See Moss (1994) 
for a more extended discussion of this issue.] 

As with the state-level assessments, there are trade-offs-possibilities 
provided in one model that are not possible in the other. One obvious 



drawback for School B/State B is that students, teachers, and parents do 
not receive information that allows normative comparisons with other 
students in the state. However, to provide such information would again 
increase the power of the assessment to focus the curriculum toward the 
form and content of the test-an outcome that policy makers in State B are 
seeking to avoid. 

Perhaps the most controversial feature of State A’s system is the direct 
connection between assessment results and decisions about readiness for 
graduation. From one perspective, this can be viewed as a means of ensur- 
ing that all students are being held accountable to the same standards- 
thus enhancing both equity and excellence. However, as Haertel (1989) 
notes in his paper for the National Commission on Testing and Public 
Policy, “simplistic policies, where action is triggered by scores above or 
below a cutting point on a single test... are contrary to the consensus of 
professional practice in testing.” (p. 32). Although students, appropriately, 
have multiple opportunities to take the test, they are provided with one 
means through which they must demonstrate their competence. Moreover, 
as schools provide remedial instruction to prepare students who failed for 
a second (or third) try, the focus of their education is likely to become 
considerably more narrow than that of their higher scoring peers, thus 
decreasing equity in terms of access to knowledge. Some may argue that 
the skills assessed should be a major focus for instruction because they are 
prerequisite to more complex learning opportunities-however, these are 
risky assumptions, often naively made, that require careful empirical sup- 
port. Past experience with similar assumptions about so-called basic skills 
have been seriously challenged by empirical evidence (e.g., Resnick & 
Resnick, 1992), and it is crucial that any such assumption be carefully 
evaluated. 

Moreover, as Darling-Hammond and colleagues (Darling-Hammond, 
1989; Darling-Hammond & Ascher, 1991; Darling-Hammond & Snyder, 
1992) argue, it is important to consider whether such judgments are better 
made locally, grounded in the contextualized and professional judgments 
of teachers, or at a distance, grounded in the policies and regulations of 
states or districts. Darling-Hammond and colleagues suggest that matters 
of equity, such as the allocation of resources and guarantees of equal 
access, where competing interests exist, should be regulated through bu- 
reaucratic mechanisms to protect the needs of all concerned. Issues of 
productivity, however, such as improving student and school achievement, 
may be best handled through professional judgment, because needs vary 
and decisions are best made by those most knowledgeable about the 
students and the school context. As they note, decisions about students’ 
needs are often far too complex to be prescribed from afar, and teachers’ 
work should be structured to ensure that they are abfe to make responsible, 
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knowledge-based decisions. And, as I’ve argued elsewhere, the validity and 
fairness of such decisions can be evaluated through critical, evidence-based 
dialogue, audit, and appeal-similar to the way decisions are made and 
warranted in the law. 

Ultimately, the assessment policy of these two states reflects two dif- 
ferent visions of how educational reform is best fostered. State A has 
instituted a policy that, whether intended or not, promotes change by 
attempting to control teaching and learning through strong incentives 
associated with externally imposed assessments. State B has instituted a 
policy that provides system level information at the state and district 
level while permitting autonomy at the school level-an autonomy that 
can encourage purposefui and collaborative activity by teachers and stu- 
dents. Bryk and Hermanson (1993) offer a useful distinction between 
two different views of the ways in which indicators enter and influence 
the discourse and practice of educationaf reform: an “instrumental use” 
model and an “enlightenment” model. In “the instrumental use” model, 
the goals are: to develop a comprehensive set of outcome measures; to 
examine the relationship between these outcomes and indicators of 
school resources and processes; and, based upon that generalized knowl- 
edge, to control schools through allocation of resources, rewards and 
sanctions, and regulation so as to maximize performance on the out- 
comes. As they note, the instrumental use model characterizes much of 
the current rhetoric about the potential of indicators to improve schools. 
In criticizing this conceptualization, they argue first that there are many 
valued outcomes for which available measures do not exist. As our past 
experience suggests, any model which attempts to maximize measurable 
outcomes is likely to result in a variety of unintended, possibly unde- 
sirable, effects, including the undermining of progress in areas not ad- 
dressed. More fundamentally, the instrumental use model, with its 
reliance on generalizations about the relationship between processes and 
outcomes, underrepresents the complexity of schools. While “external 
policy-making and administrative action shape schools’ structure and 
function” (p. 453), the “behavior, attitudes, and beliefs of actors inside 
the school-professional staff, parents, and students-influence its op- 
erations” (p. 453). “Schools are places where personal meaning and hu- 
man intentionality matter.” (p. 457) An “enlightenment model” of 
information use reflects a view of schools where interaction among in- 
dividuals is fundamental and reform requires “changing the values and 
tacit understandings that ground these interactions” (p. 4.53). From this 
perspective, the goal of an indicator system is not to manipulate such 
interactions through external controls, but rather to “enrich and encour- 
age sustained conversation about education, its institutions, and its proc- 
esses in order ultimately to improve them” (p. 467). 
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CONCLUSION 

Recognizing that not all valued educational outcomes can be measured 
with standardized assessments and that evaluation impacts teaching and 
learning, we need to consider how to design assessment systems that docu- 
ment and promote a wider range of valued educational goals. While we are 
becoming increasingly knowledgeable about how to design and evaluate 
standardized forms of performance assessment, we are considerably less 
knowledgeable about how to design and evaluate nonstandardized assess- 
ments and about how to incorporate them into our on-going assessment 
practices. To these ends, measurement professionals need to look beyond 
the boundaries of psychometrics to support the validity of nonstandard- 
ized forms of assessment, where appropriate, that honor the purposes of 
students and the contextualized judgments of teachers. Teachers need to 
assume more responsibility for accounting for their own practice through 
collaborative inquiry and ongoing peer review, so that their voices are not 
overshadowed by externally imposed assessments; and administrators 
need to provide them with the time and resources to do so. Parents, along 
with other members of the community and the journalists who inform 
them, need to question whether reliance on easily consumed summary 
statistics is counter-productive and to consider other means of becoming 
informed about the quality of education students are receiving. The point 
is not to overturn the use of standardized assessments (performance based 
or multiple choice), but to consider carefully the role that they should serve 
in conjunction with other forms of assessments. 

As the existing evidence indicates, assessment systems provide more 
than indicators of students’ achievements: they provide potent and value- 
laden models of the purposes and processes of school, of the appropriate 
roles for teachers, students and other stakeholders in the discourse of 
teaching and learning, and of the means through which educational reform 
is best fostered. Often in the past, policy makers have been too quick to 
implement assessment systems without adequate attention to the potential 
and actual consequences of their actions. There are no simple resolutions 
to the tensions I’ve raised. Those who implement assessment policy need to 
carefully evaluate both the quality of the information and the intended and 
unintended consequences of using assessments. Before any assessment is 
operationalized, policy makers should become informed about the existing 
research on the consequences of various assessment choices, compare 
alternative approaches to assessment in light of the differential conse- 
quences they might foster, and explicitly evaluate the vision of education 
implied in those consequences. After the system is implemented, policy- 
makers should hold themselves accountable through ongoing monitoring 
of the consequences of their actions. Good intentions may not materialize, 
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or worse, may result in untenable outcomes, such as when remedial instruc- 
tion for lower scoring students results in differential access to knowledge. 
Nothing should be taken for granted. As Bryk and Hermanson (1993) note, 
“more information is not always better.... The ultimate long-term test of 
this system is not whether we are better informed but whether we act more 
prudently. In the shorter term, the best ‘test’ may be found in the answer to 
the question “Is our public discourse enriched (or impoverished) by this 
new information?“’ (p. 476). 
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