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ABSTRACT

A theory is outlined for determining the initiation of fracture and initial fracture propagation in elastic brittle materials having non-linear Mohr fracture envelopes. This theory is applied to a specific boundary value problem, i.e. a truncated quarter plane with arbitrary traction distribution on the truncated boundary and varying confining pressure. This problem simulates the chipping phase of the penetration of a wedge shaped tool into an elastic brittle material. Numerical results are obtained for two rock materials, Blair dolomite and quartzite.

Results indicate that for increasing confining pressure, a limit condition is reached for both fracture initiation location and force. This limit location is closer to the boundary than the fracture initiation points at lower confining pressures, indicating smaller chips. It is also found that initial fracture propagation is less clearly defined at higher confining pressures. Both of these results have been observed experimentally.
NOMENCLATURE

$C_A$  
asymptotic value of Mohr envelope

$C(\sigma_m)$  
$\tau$ - intercept of a linear envelope tangent to the Mohr envelope at the point where the mean stress is $\sigma_m$

$K(\sigma_1^T, \sigma_2^T; \mu(\sigma_m), C(\sigma_m))$  
fracture function

$K_{\text{min}}$  
defines point of fracture initiation

$L$  
length of the truncated boundary; characteristic length for the problem

$m$  
traction "form" parameter

$P$  
total vertical line load on the truncated quarter plane (half the wedge force)

$p$  
scalar reference pressure

$t_n, t_s$  
normal, shear traction on truncated face

$\alpha_i$  
coefficients in polynomial fit for $\tau = \tau(\sigma_m)$

$\beta_i$  
coefficients in polynomial fit for $\sigma = \sigma(\sigma_m)$

$\gamma_1$  
angle between x axis and normal to first principal plane

$\theta$  
half wedge angle

$\xi$  
length coordinate along the slanted face

$\mu_f$  
external coefficient of friction (between wedge and material)

$\mu(\sigma_m)$  
slope of linear envelope tangent to the Mohr envelope at the point where the mean stress is $\sigma_m$

$\sigma_{1,2}$  
principal, dimensionless principal stresses $(\sigma_1 > \sigma_2)$ due to wedge loading

$\sigma_{1,2}^T$  
total principal stresses $(\sigma_1^T > \sigma_2^T)$

$\sigma$  
normal stress on a plane
\[ \sigma_H = \frac{-T_1 + T_2}{2} \]

hydrostatic stress

\[ \sigma_m = \frac{\sigma_1 + \sigma_2}{2} \]

mean stress

\[ \tau \]

shear stress on a plane

\[ \phi_f \]

external friction angle \( (\mu_f = \tan \phi_f) \)

\[ \phi(\sigma_m) \]

\[ \mu(\sigma_m) = \tan(\phi(\sigma_m)) \]

angles between x-axis and normals to Mohr planes
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I. INTRODUCTION

In a previous paper [1], fracture initiation and subsequent growth were analyzed for elastic brittle materials which obeyed a linear (Coulomb-Mohr) fracture envelope. Due to the linearity of the fracture criterion it was possible to do a dimensionless parametric analysis valid for all materials having such a linear envelope. There are, however, many materials for which a linear fracture envelope is not a good representation. This non-linear as in other non-linear problems, precludes a single dimensionless solution. Here it is necessary that the specific fracture envelope be known.

In the present paper a general analysis is developed for fracture initiation in non-linear brittle materials and is applied to two such materials, Blair dolomite and quartzite. As in reference [1], the idealized boundary value problem studied is the truncated quarter-plane with a variable traction applied on the truncated face, see Figure (1). Fracture initiation in such a region represents the first stage of chip formation and is important in a number of practical situations, e.g. drilling of hard rock. Of interest, also, and included in the analysis, is the effect of hydrostatic pressure on fracture initiation. This problem is of interest in drilling in the presence of large overburden pressures.

In Section II, both a discussion of the physical significance and a quantitative description of the non-linear (Mohr) fracture envelope are presented. An iterative technique for handling non-linear fracture envelopes
based on a series of linear envelopes is developed in Section III. This first requires the solution of the elastic stress field based on an integral equation procedure and is discussed in detail in [2,1]. This technique is then applied to the two materials mentioned above and results obtained for varying hydrostatic pressure and truncation angle. These results are presented and discussed in Section IV.

II. FRACTURE CRITERION

A. Discussion of the Fracture Criterion

Mohr fracture envelopes have been used extensively in the study of the fracture of brittle materials [3]. In general, these envelopes are developed phenomenologically, i.e. the Mohr's circles to which the envelope is tangent are defined by "strength failure" of cylindrical test specimens under axial load and varying confining pressure. Thus, a criterion developed in this way does not define fracture initiation in the Griffith sense. It will be shown, however, that it is not fracture initiation in the Griffith sense, but rather crack coalescence that defines the onset of fracture in the present theory.

In Figure (2) are plotted lateral, volumetric, and axial strain versus axial stress for quartzite under zero confining pressure [4]. Of particular significance in explaining the microscopic behavior is the volumetric strain curve. This is interpreted as follows. Axial stresses in the vicinity of point A are sufficient to initiate growth at a number of
critically oriented Griffith cracks. It should be noted that the stress field is assumed globally uniform\(^1\) (uniaxial) and the Griffith flaws are randomly distributed and are located, for example, at grain boundaries [6]. As the stress increases these cracks continue to grow. Such growth is indicated by a deviation from linearity of volumetric strain, i.e. dilatancy, see Figure (2). This dilatancy is an increase in porosity which is a reflection of internal damage resulting from crack growth. Further increase in stress begins to produce coalescence of these cracks. For stresses beyond point B crack coalescence is extensive throughout the region as evidenced by large increases in dilatancy. This widespread damage is preliminary to the coalescence which forms the final fracture surface resulting in strength failure of the specimen. Thus, the Griffith theory gives the stress level at which preferentially oriented cracks begin to grow while the final Mohr envelope indicates when such cracks have sufficiently coalesced to cause final strength failure. In the present boundary value problem (non-uniform global stress field) of interest is the beginning of the fracture forming the resultant chip. Thus fracture initiation in the present theory is characterized by crack coalescence as differentiated from initiation in the Griffith sense and is most closely represented by the material strength failure (Mohr fracture envelope).

\(^1\) Most compression tests, in fact, produce non-uniform "global" stress states. The test specimens introduced by Brace [5] closely approximate a uniform stress state as evidenced by the uniform damage distribution in the specimen.
B. Analytical Description of Mohr Envelopes

The Mohr envelopes can be represented in the following form:

$$\left| \bar{\tau} \right| = \mu \sigma \bar{m} = C(\sigma \bar{m})$$ \hspace{1cm} (1)

where $\bar{\tau}$, $\bar{\sigma}$ are the dimensional shear and normal stresses on some plane; $\mu(\sigma \bar{m})$, $C(\sigma \bar{m})$ are the slope and shear intercept of a linear envelope tangent to the Mohr envelope at the point whose mean stress is $\bar{\sigma}$, see Figure (3). From Figure (3) the "material constants" $\mu(\sigma \bar{m})$, $C(\sigma \bar{m})$ are given by:

$$\mu(\sigma \bar{m}) = \frac{\sigma(\sigma \bar{m}) - \bar{\sigma}}{\bar{\tau}(\sigma \bar{m})}$$

$$C(\sigma \bar{m}) = \bar{\tau}(\sigma \bar{m}) + \mu(\sigma \bar{m}) \bar{\sigma}(\sigma \bar{m})$$ \hspace{1cm} (2)

The Mohr envelopes represent given input data and are further expressible parametrically in terms of the following polynomials:

$$\bar{\tau} = \tau(\sigma \bar{m}) = \sum_{i=0}^{r} \alpha_i \sigma_i \bar{m}$$

$$\bar{\sigma} = \sigma(\sigma \bar{m}) = \sum_{i=0}^{r} \beta_i \sigma_i \bar{m}$$ \hspace{1cm} (3)

The two materials considered are Blair dolomite and quartzite. The Mohr envelope data for these two rocks were obtained by Brace [5] using the special compression specimens mentioned previously which insure a fairly uniform axial stress distribution. With the envelopes given, the constants in equation (3) can be found using a least squares fit. Details of this fitting including the computer program [7] are found in Appendix A.
A fracture mechanics analysis involves several steps. It is first necessary to determine the stress field due to the external loadings. This stress is then compared with a fracture criterion to determine the location and stress level at which fracture initiates. The next stage is fracture growth which in the present problem would terminate in the formation of a chip [1]. The main interest in the present paper is in the initiation of fracture. However, comments regarding initial fracture propagation are also made.

The criterion which governs here is the Mohr criterion given by equation (1). If the planes which maximize the left hand side of equation (1) are found and the resulting stresses on these planes expressed in terms of principal stresses, equation (1) takes the form,

\[ \frac{\mu \bar{\sigma}_m}{2} \left( \bar{\sigma}_1 + \bar{\sigma}_2 \right) + \sqrt{1 + \frac{\mu^2}{2} \bar{\sigma}_m \left( \bar{\sigma}_1 - \bar{\sigma}_2 \right)} = C(\bar{\sigma}_m) \]  

(4)

\( \bar{\sigma}_1, \bar{\sigma}_2 \) are the principal stresses with \( \bar{\sigma}_1 > \bar{\sigma}_2 \), reckoned algebraically.

The superscript T indicates total stress due to both loading on the truncated face, see Figure (1), and hydrostatic pressure. There are two angles for which equation (4) is valid,

\[ \psi_{1,2} = \gamma_1 + \left( \frac{\pi}{4} - \frac{\phi_m}{2} \right); \tan \phi_m = \mu(\bar{\sigma}_m) \]  

(5)

where \( \gamma_1 \) is the angle between the normal to the first principal plane and the x axis. It is important to note that the interpretation of the angles \( \psi_{1,2} \)
in terms of fracture direction is unclear at present. The authors do not believe, as is commonly interpreted, that these angles define the fracture directions, per se. The Mohr planes defined by these angles are shown on Figure (4), and clearly, are not consistent with known "chipping" behavior. The interpretation of reference [1], namely that these planes represent directions of critically oriented Griffith cracks, is also not totally consistent here since the Mohr criterion assumes that cracks have already coalesced. However, it can be shown (but is omitted here) that these directions are close to those predicted by the Griffith theory.

If the total stress is divided into its component parts;

\[ \frac{-T}{\sigma_1} = \frac{-H}{\sigma_1} + \frac{-H}{\sigma} \]

\[ \frac{-T}{\sigma_2} = \frac{-H}{\sigma_2} + \frac{-H}{\sigma} \]

(6)

and substituted into equation (4), the following is obtained;

\[ \frac{\mu(\overline{\sigma}_m)}{2} \left( \frac{\overline{\sigma}_1 + \overline{\sigma}_2}{2} \right) + \sqrt{1 + \frac{\mu^2}{2} \left( \frac{\overline{\sigma}_m}{\overline{\sigma}_1} - \overline{\sigma}_2 \right)} = C(\overline{\sigma}_m) - \mu(\overline{\sigma}_m)\overline{H} \]

(7)

Nondimensionalizing \( \overline{\sigma}_1, \overline{\sigma}_2 \) with respect to \( P/L \) (see Figure (1)), i.e.

\( \sigma_1 = \overline{\sigma}_1 L/P, \sigma_2 = \overline{\sigma}_2 L/P \), equation (7) becomes;

\[ P/L \left[ \frac{\mu(\overline{\sigma}_m)}{2} \left( \sigma_1 + \sigma_2 \right) + \sqrt{1 + \frac{\mu^2}{2} \left( \overline{\sigma}_m \right)} \right] \left( \sigma_1 - \sigma_2 \right) = C(\overline{\sigma}_m) - \mu(\overline{\sigma}_m)\overline{H} \]

(8)
A "fracture function" is now defined;

\[
K\left(\sigma_1, \sigma_2; \mu(\sigma_m), C(\sigma_m)\right) = \frac{P}{L} = \frac{2 \left[ C(\sigma_m) - \mu(\sigma_m)^{\text{H}} \right]}{\mu(\sigma_m)(\sigma_1 + \sigma_2) + \sqrt{1 + \mu^2(\sigma_m)}} (\sigma_1 - \sigma_2)
\]

(9)

This fracture function has the following physical interpretation. It is that value of \( P/L \) necessary to initiate fracture at a given point in the field.

Clearly, the minimum value of \( K \) \( (K_{\text{min}}) \) in the field is where the actual fracture begins.

To find \( K \) the stress field \( \sigma_1, \sigma_2 \) must first be known. Following reference [1] a traction distribution (due to the "wedge" force) is assumed;

\[
t_n = \begin{cases} 
0 & \text{on DB} \\
p \left( \frac{\xi}{L} \right)^m \left(1 - \frac{\cos 2\pi \frac{\xi}{L}}{L} \right) & \text{on BA} \\
0 & \text{on AC}
\end{cases}
\]

(10)

\[
t_s = \begin{cases} 
0 & \text{on DB} \\
\mu_f t_n = p \mu_f \left( \frac{\xi}{L} \right)^m \left(1 - \frac{\cos 2\pi \frac{\xi}{L}}{L} \right) & \text{on BA} \\
0 & \text{on AC}
\end{cases}
\]

where \( t_n, t_s \) are the normal and tangential traction components, \( \xi \) a coordinate on BA defined in Figure (1) and \( \mu_f \) the coefficient of friction between wedge and rock. \( m \) is a form parameter which for increasing value gives a more asymmetric and concentrated traction distribution. \( m = 5 \) and \( \mu_f = 0 \) are used throughout the analysis. These are reasonable approximations for the traction distribution due to a penetrating wedge shaped tool. \( p \) is a
scalar pressure which can be related to the half wedge force \( P \) as follows;

\[
p = \frac{P \cos \phi_f}{L \sin (\theta + \phi_f) \int_0^1 \eta^m (1 - \cos 2\pi\eta) d\eta}
\]  

(11)

where \( \theta \) is the half wedge angle (truncation angle) and \( \phi_f \) is the friction angle; \( \tan \phi_f = \mu_f \). For \( p \) defined by equation (12) all traction distributions (any value of \( \phi_f, m \)) add up to the same value of \( P/L \) (vertical "force" component).

The stress field (before fracture has started) represents a linear calculation and an integral equation procedure, outlined in detail in references [1, 2] can be used. For brevity, this is not repeated here.

With \( \sigma_1, \sigma_2 \) known throughout the field for a given traction distribution for which \( P/L = 1 \), \( K_{\min} \) can be found using the following iteration equations:

\[
K^{(n)} = (P/L)^{(n)} - \frac{2 \left[ C^{(n-1)} \left( \sigma_m^{(n-1)} \right) - \mu^{(n-1)} \frac{(n-1)}{m} \frac{H}{(n-1)} \right]}{\mu^{(n-1)} \left( \sigma_m^{(n-1)} \right) (\sigma_1 + \sigma_2) + \sqrt{1 + (\mu^{(n-1)} \left( \sigma_m^{(n-1)} \right) )^2 (\sigma_1 - \sigma_2)^2}}
\]

(a)

\[
\sigma_m^{(n)} = (\sigma_1 + \sigma_2) (P/L)^{(n)} + \sigma_H
\]

(b)

\[
\bar{\tau}^{(n)} = \sum_{i=0}^{r} \alpha_i \left( \sigma_m \right)^{i}
\]

(c)

\[
\bar{\sigma}^{(n)} = \sum_{i=0}^{r} \beta_i \left( \sigma_m \right)^{i}
\]

(d)
\[
\mu^{(n)} = \frac{\sigma^{(n)} - \mu^{(n)}}{\tau^{(n)}}
\]
\[
C^{(n)} = \frac{\tau^{(n)}}{\tau} + \mu^{(n)}\sigma^{(n)}
\]

(12)

where the \(n\) parenthesized numbers represent the iteration cycle number. Note that \(\sigma_1, \sigma_2, \sigma, H, a_i, \beta_i\) are constants throughout the iteration. Assuming initially \((n = 1), \mu^{(0)} = 0, C^{(0)} = C_A\) (the appropriate asymptotic value of the Mohr envelope, see Figure (3)) \(^2\), \(K^{(1)}\) is found directly from (12a). This value of \(K^{(1)}\) determines a new mean stress \(\mu^{(1)}\) from equation (12b), which in turn determines \(\tau^{(1)}, \sigma^{(1)}\) from equations (12 c, d) and finally the new constants \(\mu^{(1)}, C^{(1)}\) from equations (12 e, f). This iteration proceeds until convergence is obtained, namely

\[
\frac{|K^{(n)} - K^{(n-1)}|}{|K^{(n-1)}|} < \epsilon
\]

(13)

where \(\epsilon\) usually is selected to be 0.01.

This iteration procedure should take place at every point in the field with that point at which \(K\) is minimum being the fracture initiation point. To implement this numerically those points shown as dots on Figures (4) were the initially selected field points. \(^3\) The iteration procedure

---

\(^2\) Beginning the iteration from the asymptotic value of the Mohr envelope avoids certain numerical difficulties, i.e. too large an initial value of \(\mu\) may result in an unbounded first iterant.

\(^3\) It is necessary to have \(K\) throughout the field for later comments on fracture propagation.
was done at all of these points and the location and value of $K_{\text{min}}$ found.
The field was then subdivided in the vicinity of this point, as shown in
Figure (4), and the iteration repeated for this smaller field. The new
value and location of $K_{\text{min}}$ is the one finally selected. The computer program
which does both the stress field calculation and $K_{\text{min}}$ iteration procedure is
found in Appendix B.

IV. DISCUSSION OF NUMERICAL RESULTS

Numerical results for the two materials considered, namely,
Blair dolomite and quartzite, are summarized in Table 1, and in Figures (4-6).
The confining pressures considered in these results, i.e. zero to three
kilobars, represent moderate pressures and the materials are still in their
brittle state, see Robertson [8].

Fracture initiation locations for the various cases are shown in
Figure (4). As the confining pressure increases the fracture initiation
point approaches a limiting point nearer the surface. This indicates a
decreasing "chip" size with increasing confining pressure. Similar results
have been noted experimentally by Gnirk and Cheatham [9]. The force
necessary to initiate fracture also approaches a limiting value as confining
pressure increases as is seen in Table 1. An important result is that
fracture initiation location for a given traction distribution is solely dependent
on $\mu(\sigma_{\text{m}})$ (location on the Mohr envelope).\(^4\) The small differences in fracture

\(^4\)This conclusion is consistent with the results of reference [1], where the
dependence on $\mu$ is discussed in more detail.
initiation point for Blair dolomite and quartzite at low confining pressure is due to differences in the slope of their respective Mohr envelope at low mean stress. Differences in the two materials show up in the relative magnitude of the forces required to initiate fracture \( K_{\text{min}} \), see Table 1. Mohr envelope intercepts of the various fracture initiation points of Figure (4) are shown in Figure (3) for Blair dolomite.

Effects of wedge angle (truncation angle) on the magnitude of the fracture initiation force for Blair dolomite can also be seen in Table 1. As expected, fracture initiation forces increase with increasing wedge angle. It is interesting to note that for all three wedge angles (and \( \sigma^H = -2\text{kb} \)) the location of the fracture initiation point was identical (within the range of accuracy of the subdivision) relative to the truncated face. This is expected, however, since the fracture initiation point is somewhat removed from the boundaries DB and AC of Figure (1).

The analysis (determination of \( K \) throughout the field) can be used to predict initial propagation of the fracture also. In Figures (5), (6) contour maps of \( K \) for Blair dolomite at zero and three kilobars confining pressure are shown. Following reference [1] it is proposed that the initial propagation of the fracture follows the minimum gradient of the contour plot. An interesting result is that this proposed fracture path is well defined at zero confining pressure, Figure (5), but less so at higher confining pressure, Figure (6). This would indicate more ambiguity in chipping behavior at higher confining pressures. This has also been seen experimentally by Gnirk and Cheatham [9
APPENDIX A

POLYNOMIAL FITS FOR $\bar{\sigma} = \bar{\sigma}_m$ AND $\bar{\tau} = \bar{\tau}_m$

The coefficients $a_i, \beta_i$ of equation (3) were obtained in the following way. Normals were drawn to the Mohr envelope of the material at a number of points spanning the range of interest. The intercepts of these normals with the $\bar{\sigma}$ axis determine the values of $\bar{\sigma}_m$ and the corresponding points on the Mohr envelope determine the corresponding values of $\bar{\sigma}$, $\bar{\tau}$. Data points obtained in this way are shown in Table A-1 for Blair dolomite and Table A-2 for quartzite. Polynomial curves were then fit to these data points using the following computer program developed in ref. [7].

A. Input Data

M - Number of data points to be fit

MIN - Lowest order polynomial fit desired

MAX - Highest order polynomial fit desired

$X$ - $\bar{\sigma}_m$ values of data points

$Y$ - Corresponding $\bar{\sigma}$ or $\bar{\tau}$ values of data points

B. Output Data

N - Order of polynomial fit

DET - Determinant of Matrix

S - Standard deviation

A - $a_0$ or $\beta_0$

B(I) - $a_i$ or $\beta_i$, $i = 1, N$
IMPLICIT REAL*8(A-H, O-Z)
INTEGER PRINT
DIMENSION X(100), Y(100), R(10), POINT(10), IMAGE(2800)
DATA POINT/11, 12, 13, 14, 15, 16, 17, 18, 19, 101/
NAMELIST DATA/H, MIN, MAX, X, Y

READ (5, DATA)
WRITE (6, DATA)
DO 5 $i=MIN, MAX
WRITE (6, 202) $i
S%PGR= (U, X, Y, N, A, R)
IF (S%PGR=0.0) GO TO 3
WRITE (6, 203)
GO TO 1

3
WRITE (6, 204) S%A(I), B(I), I=1, M
DELTAX=(X(I)-X(I-1))/28.0
AP1=AP1+1
AP2=AP2+2
DO 4 I=HP1, HP2
STEPS=I-1
X(I)=X(I)+STEPS*DELTA
Y(I)=Y
DO 4 I=1, M
Y(I)=Y(I)+Y(I)*N(I)**I
WRITE (6, 205)
CALL PLOT (0, 5, 10, 6, 20)
CALL PLOT (IMAGE(I), . . . , . . . , . . . , R)
CALL PLOT (POINT(M), X(HP1), Y(HP1), . . . , 8)
CALL PLOT (I, X(I), Y(I), . . . , 8)
CALL PLOT (10, 10, IMAGE(I), Y(I))
WRITE (6, 206)
GO TO 1

202 FORMAT (32H1 POLYNOMIAL REGRESSION OF ORDER/I10, 5X, 7H $= $)
203 FORMAT (40H MATH SUM OF REGRESSION COEFFICIENT NOT DETERMINED)
204 FORMAT (11H0, 5X, 5H & = . F14.6/ 6X, 5H A = . D16.8/)
205 FORMAT (11H1)
206 FORMAT (11H0, 56X, 13H ABSCISSA (X))

END
FUNCTION PGRU (U, X, Y, N, A, R)
IMPLICIT REAL*8(A-H, O-Z)
REAL*8 A, R, PGRU, X, Y
DATA EPS/1.0E-20/
DIMENSION C(11, 11), SX(20), SYX(10), CXY(10), X(100), Y(100), F(10)
N%U=0+1
NP1=N+1
SY=0.0
SYY=0.0
DO 1 I=1, M
NP1=N+1
SX(I)=0.0
SX(NP1)=0.0
SY=SY+Y(I)
SYY=SYY+Y(I)**2
1
DO 3 I=1, M
SY=SY+Y(I)
SYY=SYY+Y(I)**2
3
DO 1 M=1, N
SY=SY+Y(I)
SYY=SYY+Y(I)**2
1
DO 2 J=1,N
   DOJ=NUM&X(I)
   SX(I)=SX(I)+DJ&H
   2 SY(I)=SY(I)+DY(I),NJ=NUM
   DO 3 J=1,NJ=N+J
   SX(I)=SX(I)+DJ&H
      FM=FM
      CYY=SYY-SY&SY/FM
   3 DO 4 I=1,NJ
      CYX(I)=SYX(I)-SY&SY(I)/FM
      C(I,J)=CYX(I)
   4 DO 1 J=1,NJ
      IP1=1+J
      IP2=I+J
      DFT=STW(11111111,1.11)
      WRITE (6,200) DFT
200 FORMAT(13x,5F14.8)
      IF (DFT<1.0,0.0) GO TO 6
      IF (DFT>1.0) GO TO 10
      RETURN
6 DLY=SY
   TYP&CYY
   DO 7 I=1,NJ
      DLY=DLY-SY(I)
   7 TYP=TYP-B(I)-CYX(I)
   AM=AM/FM
   DFM=-1+1
   SORT(TYP/DFM,1)
   REGRS
   RETURN
FUNCTION SJWLN(A&X,EPS,STW,MAX)
IMPLICIT REAL*8(A,N,2)
REAL*8 A,N,EPS,STW
DIMENSION IRW(50),JCOL(50),IRD(50),Y(50),A(MAX,NMAX)
MAX=1
IF(STW<.0) MAX=MAX+1
IF (A.EQ.50) GO TO 6
WRITE (6,200)
SJWLN=.
RETURN
5 DFT=1.
   DO 1 K=1,N
      K=K+1
      1 PI=0
      DO 11 I=1,N
      IF (K.EQ.1) GO TO 9
      DO 8 ISCAH=1,KM1
      DO 8 JSCH=1,KM1
      IF (I.EQ.1) IRW(1) GO TO 11
      IF (I.EQ.1) JCOL(JSCA) GO TO 11
      CONTINUE
9 IF (DARS(A(I,J)),LE.DARS(PIVOT)) GO TO 11
      PIVOT=A(I,J)
      IRW(K)=I
      JCOL(K)=J
      CONTINUE
11 IF (DARS(PIVOT),GT.EPS) GO TO 13
SIMUL=0.
RETURN
13 IRNOK = IRNO(K)
JCQII = JCQII(K)
DTER = DTER*PIVOT
14 DO 14 J=1,NAX
A(IRNOK,J) = A(IRNOK,J)/PIVOT
A(IRNOK,JCQII) = 1./PIVOT
15 DO 18 I=1,N
AIJCK = A(I,JCQII)
16 IF (I.EQ.IRNO(K)) GO TO 18
17 A(I,JCQII) = -AIJCK/PIVOT
18 CONTINUE
DO 20 I=1,N
IRNO=IRNO(I)
JCQII=JCQII(I)
19 IF (J(JCQII).GE.0) X(JCQII)=A(IRNO,NAX)
20 INCH=0
21 DO 22 I=1,N+1
22 IF (I(JCQII).LE.0) INCH=INCH+1
23 CONTINUE
IF (INCH/NAX.2) DTER=-DTER
24 IF (INDIC.LT.0) GO TO 26
SIMUL=DTER
RETURN
26 DO 28 J=1,N
27 INCH=INCH+1
IRNO=IRNO(J)
JCQII=JCQII(J)
28 Y(J,JCQII)=A(IRNO,J)
29 DO 30 I=1,N
30 Y(I,J)=Y(I)
31 A(I,J)=Y(I)
32 CONTINUE
33 CONTINUE
34 FORMAT (10000 TON BIG)
RETURN
$ENDFILE
$RUN -LOAD=**SSP.MAP 5=**SOURCE= 6=**SINK=
$SIGNOFF
$ENDFILE
Polynomials of order 1, . . . , 9 were fit to the data of Tables A-1 and A-2 and the best of these fits were chosen in each case. The resultant coefficients are given in Table A-3.
APPENDIX B

COMPUTER PROGRAM

NONLINEAR FRACTURE ENVELOPE

A computer program was employed for the numerical computation of the stress field and "fracture function." A listing of that program is presented in this appendix.

A. Input Data

The following information must be provided as input (all values are dimensionless unless otherwise designated):

- **NML** - total number of subdivisions on the boundary, see ref. [1].

- **NDB, NBA** - the number of these subdivisions allotted to boundary segments DB and BA respectively (figure 1); see ref. [1].

- **(S (I), I = 1, NML)** - the lengths of the boundary subdivisions beginning with right-most on boundary DB and listing counter-clockwise, see ref. [1].

- **PC** - degree of accuracy desired in the iteration to determine fictitious loads, see ref. [1].

- **AL** - value of the convergence parameter, $\alpha$, see ref. [1].

- **NFPI** - the number of field points at which the stress tensor components and "fracture function" are to be computed.

- **(XF (I), YF (I), I = 1, NFPI)** - co-ordinates of these field points with respect to the co-ordinate system designated in figure 1.

- **DIV** - Once the "fracture function," $K$, has been evaluated at each of the specified field points, the computer determines at which of these points $K$ is a minimum. A grid is then set up about this point as in figure B-1, the computations are repeated and a new location of minimum $K$ is
determined. A minor adjustment to the program would allow for further subdivisions and subsequently better accuracy.

THETA - the half wedge angle, \( \theta \).

MUF - coefficient of friction on loaded surface, \( \mu_f \).

M - form parameter, m.

MUI - initial choice of \( \mu: \mu^{(0)} \).

CI - initial choice of \( C: C^{(0)} \) (in kbf).

T0, . . . , T7 - coefficients \( \alpha_i \), equation (3).

S0, . . . , S7 - coefficients \( \beta_i \), equation (3).

SIGMAX - value of \( \sigma \) at which Mohr envelope is essentially equal to asymptote (in kbf).

TAUMAX - maximum value of \( \tau \) for Mohr envelope (in kbf).

SGMAH - hydrostatic stress (in kbf).

B. Output Data

The following information is obtained as output (again, all values are dimensionless unless otherwise designated):

(LOCT (I), XB (I), YB(I), I = 1, NML) - Given the number and lengths of the boundary subdivisions, the computer determines the coordinates of the center point of each and assigns to each a location number. This numbering begins at the right-most subdivision on the boundary segment DB and proceeds consecutively in the counter-clockwise direction (figure 1); see ref. [1].

(PX (I), PY (I), I = 1, NML) - components of the real traction on the boundary, represented by the concentrated real load at the center of each one of the subdivisions, see ref. [1].

(PXS (I), PYS (I), I = 1, NML) - components of the fictitious traction on the boundary, represented by the concentrated load, \( P^* \), at the center of each one of the subdivisions, see ref. [1].
(LOCT (I), XF (I), YF (I) I = 1, NFP) -

The computer also assigns a location number to each of the field points. The set of specified field points (input) are numbered from 1 to NFPI whereas the points of the grid (figure B-1) are numbered from (NFPI + 1) to NFP = (NFPI + 22).

(SGMAXX (I), SGMAXY (I), I = 1, NFP) -

components of the stress tensor, \( \sigma_{xx}', \sigma_{yy}', \sigma_{xy}' \) at each of the field points, see ref. [1].

(SGMA1 (I), SGMA2 (I), ALPHA1 (I), ALPHA2 (I), I = 1, NFP) -

principal stresses and their directions at these same field points. SGMA1 (I) is the larger stress in an algebraic sense.

(K(I), PSI1(I), PSI2 (I), I = 1, NFP) -

the "fracture function," \( K \) (equation 12 a) and the Mohr angles (equation 5) at each field point for each iteration.

(SGMAM (I), MU (I), C (I), I = 1, NFP) -

the mean stress and slope and \( \tau \) - intercept of a linear envelope tangent to the real Mohr envelope at a point defined by the mean stress at each field point for each iteration.

KMIN -

minimum value of \( K \); value of \( K \) at the point of fracture initiation.

The computer program follows.
C. ISOTROPIC CASE - NONLINEAR CRITERION

REAL MUX
REAL MUY
REAL MUX(164)
REAL MUY(164)
REAL K(164,10)
REAL KM

DIMENSION S(96), XR(96), YR(96), ANX(96), ANY(96), PX(96), PY(96),
R1(96,96), R2(96,96), R3(96,96), PSI(96), PY(96), PXSM(96),
PSIY(96), SX(164), SY(164), XE(164), YE(164), SGMAXX(164),
SGMINXX(164), SGMAXY(164), SGMINY(164),
ALPHA2(164), PSI2(164), LCT(164), C(164), SGMAX(164),
SIG(164), TAU(164)

100 FORMAT (113)
201 FORMAT (110,LOCT1, 10X, XE, 35X, YR(10)
14X, RX, E20.8, 16X, E20.8)
301 FORMAT (110, LOCT1, 10X, PX, 35X, PY(10)
14X, RX, E20.8, 16X, E20.8)
401 FORMAT (110, ICICLE = 1, 14X, 10X, LOCT1, 10X, PX, 16X, E20.8, 14X, RX
E20.8, 16X, E20.8)
501 FORMAT (110, LOCT1, 10X, YE, 35X, YF(10)
14X, RX, E20.8, 16X, E20.8)
601 FORMAT (110, LOCT1, 10X, SGMAXX, 30X, SGMAXY
10X, 14X, RX, E20.8, 16X, E20.8)
701 FORMAT (110, LOCT1, 10X, SGMINXX, 30X, SGMINY
10X, 14X, RX, E20.8, 16X, E20.8)
801 FORMAT (100, ICICLE = 1, 13)
802 FORMAT (110, LOCT1, 10X, KI, 34X, PSIT2, 32X, PSI2
10X, 14X, RX, E20.8, 16X, E20.8)
901 FORMAT (110, ICICLE = 1, 14X, RX, KMIN = 1, E20.8)

C. DETERMINATION OF XR(I) AND YR(I)

XO=0.0
DO 3 I=1,164
3 XD=XO+5(I)
JI=IND+1
J1=IND+1+1A
DO 4 J=1,J1
4 XD=XO+5(I)*S(I)*THETA
XR(I)=XO-S(I)*THETA/2.0
YR(I)=0.0
DO 5 J=2,164
5 XR(I)=XR(I-1)-(S(I)+S(I-1))/2.0
YR(I)=0.0
XR(IND+1)=XR(IND)-S(IND)/2.0-S(IND+1)*SIN(THETA)/2.0
YR(IND+1)=-S(IND+1)*COS(THETA)/2.0
II=IND+2
JI=IND+1+1
DO 6 I=1,J1
XO=XR(I-1)-(S(I)+S(I-1))*SIN(THETA)/2.0
YR(I)=XR(I-1)-(S(I)+S(I-1))*COS(THETA)/2.0
CONTINUE
II=INR+INRA+2
XB(II)=0.0
YB(II)=YB(II-2)-S(II-1)/2.0-S(II-2)*COS(THETA)/2.0
II=II+1
XB(II)=0.0
YB(II)=YB(II-1)-(S(I)+S(I-1))/2.0
CONTINUE
WRITE (6,100)
WRITE (6,201) (I,FCT(I),XB(I),YB(I),I=1,NL)

C DETERMINATION OF AX(I) AND ANY(I)
DO 1 I=1,INR
AX(I)=0.0
ANY(I)=1.0
1 I=INR+1
AX(I)=COS(THETA)
ANY(I)=SIN(THETA)
I=INR+INRA+1
DO 12 I=1,INR
AX(I)=0.0
12 I=INR+1
AX(I)=0.0
FYA=0.0
PHI=FATAN(PHE)
D1=SIU(THETA+PHI)
D1=COS(THETA+PHI)
D1=0.01/D1
DO 13 I=1,INR
AX(I)=FYA
FA=FAT
FA=FAT+SIU(I)
PHI=FA
SA=SIU(2.*PIA)
SB=SIU(2.*PIB)
CA=COS(2.*PIA)
CB=COS(2.*PIB)
SA=SA/(2.*PI)
SB=SB/(2.*PI)
SA2=SA/(4.0*(PI**2))
SB2=SB/(4.0*(PI**2))
SA3=SA/(32.0*(PI**3))
SB3=SB/(32.0*(PI**3))
CA1=CA/(4.0*(PI**2))
CA2=CA/(16.0*(PI**3))
CB2=CB/(16.0*(PI**4))
CA3=CA/(A4·0*(PI*6))
CR3=CR/(A4·0*(PI*6))
IF (M.GT.0) GO TO 13
N=0
PX(I)=(N-A-SA+SA1)/N
GO TO 13
13 IF (M.GT.1) GO TO 14
N=N+1
PX(I)=((R**2)/2.0*(A**2)/2.0-R*SAR1+A*SA1-CR1+CA1)/N
GO TO 14
14 IF (M.GT.2) GO TO 15
N=N+2
PX(I)=((R**3)/3.0-(A**3)/3.0-(R**2)*SR1+(A**2)*SA1
1+2.0*SAP2-2.0*(A*CR1+7.0*A*CA1)/N
GO TO 15
15 IF (M.GT.3) GO TO 16
N=N+1
PX(I)=((R**4)/4.0-(A**4)/4.0-(R**3)*SR1+(A**3)*SA1
1+6.0*SAR2-6.0*(A*CR1+3.0*(A**2)*CA1)
2+6.0*CR2-6.0*CA2)/N
GO TO 16
16 IF (M.GT.4) GO TO 17
N=N+2
PX(I)=((R**5)/5.0-(A**5)/5.0-(R**4)*SR1+(A**4)*SA1
1+12.0*SAR3-12.0*(A**3)*CR1+24.0*SAR3+24.0*SA3
2-6.0*(A**2)*CA2-12.0*(A*CR2+12.0*A*CA2)/N
GO TO 17
17 N=N+3
PX(I)=((R**6)/6.0-(A**6)/6.0-(R**5)*SR1+(A**5)*SA1
1+20.0*SAR4-20.0*(A**4)*CR1+24.0*SAR4+24.0*SA4
2-6.0*(A**3)*CA3-120.0*(A*CR3+120.0*A*CA3)/N
18 PY(I)=N*PX(I)
19 CONTINUE
WRITE (6,301) (LCT(I),PX(I),PY(I),I=1,MAX)
C
DETERMATION OF PXS(I) AND PYS(I)
DN 23 IM=1
DN 22 IM=1
RN=RX(I)-YR(J)
RY=RY(I)-YR(J)
IF (I.I.EQ.J) GO TO 21
R1(I,J)=0.0
R2(I,J)=0.0
R3(I,J)=0.0
GO TO 22
21 PX=RX(I)+YR(J)-RY
PG=(RX**2+RY**2)*.5
R1(I,J)=-2.0*SA(I)*PHI/(RX**2)/(P1*PG)
R2(I,J)=-2.0*SR(I)*PHI/(RY**2)/(P1*PG)
R3(I,J)=-2.0*S(I)*PHI/(RY**2)/(P1*PG)
GO TO 22
22 CONTINUE
23 CONTINUE
DN 26 IM=1
PXS(I)=PX(I)
PYS(I)=PY(I)
24 CONTINUE
NCICLE=1
GO TO 27
25 IF (NCICLE.GT.40) GO TO 33
NCICLE = NCICLE + 1
DO 26 I = 1, NM1
PXS(I) = PXSM(I)
PY(S(I)) = PYSM(I)
26 CONTINUE
DO 28 I = 1, NM1
SUMX(I) = 0.0
SUMY(I) = 0.0
28 CONTINUE
DO 30 I = 1, NM1
DO 29 J = 1, NM1
SX = PXS(J)**2 + (1.0 - AL)**2 + PY(S(I))**2
SY = PXS(J)**2 + (1.0 - AL)**2 + PY(S(I))**2
SUMX(I) = SUMX(I) + SX
SUMY(I) = SUMY(I) + SY
29 CONTINUE
30 CONTINUE
DO 31 I = 1, NM1
PXSM(I) = AL = PXS(I) + (1.0 - AL)**2 + PY(S(I))**2
PYSM(I) = AL = PY(S(I)) + (1.0 - AL)**2 + PY(S(I))**2
31 CONTINUE
DO 32 I = 1, NM1
FPXS = PABS(PXS(I))
FPY = PABS(PY(S(I)))
DPXS = PABS(PXS(I) - PXS(I))
DPY = PABS(PY(S(I) - PY(S(I)))
IF (FPXS .GT. FPXS) GO TO 25
IF (FPY .GT. FPYS) GO TO 25
32 CONTINUE
WRITE (6, 401) NCICLE, (LOCT(I), PXSM(I), PYSM(I), I = 1, NM1)
C
C DETERMINATION OF SGMAXX(I), SGMAXY(I), SGMAXY(I)
C
I = 1
L = 1
NEP = NEP + 1
34 DO 35 I = 1, NEP
SGMAXX(I) = 0.0
SGMAXY(I) = 0.0
35 CONTINUE
DO 36 I = 1, NEP
DO 37 J = 1, NM1
RXF = XF(I) - XR(J)
RYF = YF(I) - YR(J)
SU1 = 0.0 / (RXF**2 + RYF**2 + RXF**2 + RYF**2)
SU2 = PXS(J) - RXF*PY(S(I)) - RXF
SIM = SU1**2 + SU2**2
SUMX = SUMX + SIM
SMY = SUMY + SIM
SGMAXX(I) = SGMAXX(I) + SMX
SGMAXY(I) = SGMAXY(I) + SMY
36 CONTINUE
37 CONTINUE
WRITE (6, 100)
WRITE (6, 501) (LOCT(I), XF(I), YF(I), I = 1, NEP)
WRITE (6, 601) (LOCT(I), SGMAXX(I), SGMAXY(I), SGMAXY(I), I = 1, NEP)
C
C DETERMINATION OF SGHA1(I) AND SGHA2(I)
DO 41 I = 1, NEP
23
IF (ARX(SGMAAX(I)) - SGMAAY(I)) > 1.0D-00 THEN 18
ALPHA(I) = 0.5D0 * ATAN2(2.0, SGMAXY(I)) / (SGMAAX(I) - SGMAAY(I))
GO TO 30

30 ALPHA(I) = PI / 4.0
SGMAA(I) = SGMAAX(I) * (COS(ALPHA(I)) ** 2) + SGMAAY(I) * 
1 (SIN(ALPHA(I)) ** 2) + 2.0 * SGMAXY(I) * 
2 SIN(ALPHA(I)) * COS(ALPHA(I))
ALPHAR(I) = ALPHA(I) * PI / 2.0
SGMAB(I) = SGMAAX(I) * (COS(ALPHA(I)) ** 2) + SGMAAY(I) * 
1 (SIN(ALPHA(I)) ** 2) + 2.0 * SGMAXY(I) * 
2 SIN(ALPHA(I)) * COS(ALPHA(I))
IF (SGMAA(I) > GT) THEN 40
SGMA1(I) = SGMAA(I)
SGMA2(I) = SGMAB(I)
ALPHA1(I) = ALPHA(I) * (180.0 / PI)
ALPHA2(I) = ALPHA(I) * (180.0 / PI)
GO TO 41

40 SGMA1(I) = SGMAA(I)
SGMA2(I) = SGMAB(I)
ALPHA1(I) = ALPHA(I) * (180.0 / PI)
ALPHA2(I) = ALPHA(I) * (180.0 / PI)
GO TO 41

41 CNT1 = 1
WRITE (6, 701) (I, CNT(I), SGMA1(I), SGMA2(I), ALPHA1(I), 
1 ALPHA2(I), I = 1, NEP)

C.

DEFINITION OF K(I) AND PSI(I)
IF (I.NC(I) > 47) GO TO 47
READ (5, DATA2)
WRITE (6, DATA2)
47 J = 1
DO 42 J = 1, NEP
42 J = J + 1
K(I,J) = (1.0 + (I - 1.0) * SGMAH(I)) / (I - H) * (SGMA1(I) + SGMA2(I)) + 
1 (SIN(T(I,J) ** 2) + SIN(H(I,J) ** 2)) * (SGMA1(I) - SGMA2(I))
PSI(I,J) = ALPHA1(I) + 45.0 + (SIN(T(I,J) ** 2) / 2.0) * (180.0 / PI)
PSI2(I,J) = ALPHA1(I) + 45.0 + (SIN(T(I,J) ** 2) / 2.0) * (180.0 / PI)
WRITE (6, 800) J
43 J = 1
DO 44 J = 1, NEP
44 J = J - 1
SGMAH(I,J) = (K(I,J) * (SGMA1(I) + SGMA2(I)) / 2.0) + SGMAH
IF (SGMAH(I,J) > 10.0) THEN 61
TAU(I,J) = T(I,J) + (SGMAH(I,J) ** 2) + T(I,J) * (SGMAH(I,J) ** 3) + 
1 T(I,J) * (SGMAH(I,J) ** 4) + T(I,J) * (SGMAH(I,J) ** 5) + T(I,J) * (SGMAH(I,J) ** 6)
2 T(I,J)(SGMAH(I,J) ** 7)
SIN(I,J) = SGMAH(I,J) ** 2 + S2 * (SGMAH(I,J) ** 2) + S3 * (SGMAH(I,J) ** 3) + 
1 S4 * (SGMAH(I,J) ** 4) + S5 * (SGMAH(I,J) ** 5) + S6 * (SGMAH(I,J) ** 6) + 
2 S7 * (SGMAH(I,J) ** 7)
MU(I,J) = (SIN(I,J) - SGMAH(I,J)) / TAU(I,J)
C(I) = TAU(I,J) + SIN(I,J) * TAU(I,J)
GO TO 62
61 MU(I,J) = 0.0
C(I) = TAUHAX
62 K(I,J) = (2.0 * (C(I,J) ** 2) * SGMAH(I,J)) / (1.0 + (C(I,J) ** 2) * SGMAH(I,J) ** 2) + 
1 (SIN(T(I,J) ** 2) * (SGMA1(I,J) + SGMA2(I,J))
PSI1(I,J) = ALPHA1(I,J) + 45.0 + (- (SIN(T(I,J) ** 2) / 2.0) * (180.0 / PI)
PSI2(I,J) = ALPHA1(I,J) - 45.0 + (- (SIN(T(I,J) ** 2) / 2.0) * (180.0 / PI)
CONTINUE
WRITE (6, 800) J

24
C

C FURTHER SUBDIVISION OF FIELD

M=1
IF (NEP, EQ, 0) GO TO 50
M=1
L=1
NEP=NEP+1
GO TO 48

L=IFP+1
NEP=NEP+2
II=II+7
JJ=IFP+6
GO 51 II=II, JJ, 5
XF(1)=X-?, O#DIV
II=II+3
JJ=IFP-3
GO 52 II=II, JJ, 5
XF(1)=X-0DIV
XF(1)=X
II=II+4
JJ=IFP-7
GO 53 II=II, JJ, 5
XF(1)=X
XF(1+1)=X#DIV
II=II+5
JJ=IFP-1
GO 54 II=II, JJ, 5
XF(1)=X#DIV
XF(L+2)=X+2, 0#DIV
II=II+6
GO 55 II=II, NEP, 5
XF(1)=X+2, 0#DIV
JJ=II+2
GO 56 II=II, JJ
YF(1)=Y+2, 0#DIV
II=II+3
JJ=II+6
GO 57 II=II, JJ
YF(1)=Y#DIV
Table 1

Fracture Initiation Results for Blair dolomite and quartzite; $m = 5$, $\mu_f = 0.0$

<table>
<thead>
<tr>
<th>Material</th>
<th>$\theta$</th>
<th>$\frac{H}{\sigma}$ (kb)</th>
<th>$K_{\text{min}}$</th>
<th>$\bar{\sigma}_m$ (kb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blair dolomite</td>
<td>45°</td>
<td>-3.0</td>
<td>4.185</td>
<td>-11.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2.0</td>
<td>4.185</td>
<td>-10.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1.0</td>
<td>4.185</td>
<td>-9.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.5</td>
<td>3.946</td>
<td>-4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0</td>
<td>2.708</td>
<td>-2.65</td>
</tr>
<tr>
<td></td>
<td>30°</td>
<td>-2.0</td>
<td>3.035</td>
<td>-10.4</td>
</tr>
<tr>
<td></td>
<td>60°</td>
<td>-2.0</td>
<td>4.774</td>
<td>-9.5</td>
</tr>
<tr>
<td>quartzite</td>
<td>45°</td>
<td>-0.5</td>
<td>5.278</td>
<td>-5.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0</td>
<td>2.953</td>
<td>-2.48</td>
</tr>
</tbody>
</table>
Table A-1

Points obtained From Mohr Envelope of Blair Dolomite

<table>
<thead>
<tr>
<th>$\sigma_m$ (kb)</th>
<th>$\tau$ (kb)</th>
<th>$\sigma$ (kb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-.7</td>
<td>.25</td>
<td>.4</td>
</tr>
<tr>
<td>-.9</td>
<td>.5</td>
<td>.3</td>
</tr>
<tr>
<td>-1.4</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>-2.0</td>
<td>1.3</td>
<td>-.25</td>
</tr>
<tr>
<td>-2.5</td>
<td>1.6</td>
<td>-.45</td>
</tr>
<tr>
<td>-3.6</td>
<td>2.4</td>
<td>-1.2</td>
</tr>
<tr>
<td>-4.4</td>
<td>3.1</td>
<td>-1.95</td>
</tr>
<tr>
<td>-5.9</td>
<td>4.2</td>
<td>-3.5</td>
</tr>
<tr>
<td>-6.45</td>
<td>4.75</td>
<td>-4.65</td>
</tr>
<tr>
<td>-7.1</td>
<td>5.1</td>
<td>-5.7</td>
</tr>
<tr>
<td>-8.2</td>
<td>5.5</td>
<td>-7.4</td>
</tr>
<tr>
<td>-9.1</td>
<td>5.6</td>
<td>-9.0</td>
</tr>
<tr>
<td>-10.0</td>
<td>5.6</td>
<td>-10.0</td>
</tr>
<tr>
<td>-11.0</td>
<td>5.6</td>
<td>-11.0</td>
</tr>
</tbody>
</table>
Table A-2

Points obtained From Mohr Envelope of Quartzite

<table>
<thead>
<tr>
<th>$\bar{\sigma}_m$ (kb)</th>
<th>$\bar{\tau}$ (kb)</th>
<th>$\bar{\sigma}$ (kb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-.2</td>
<td>.2</td>
<td>.3</td>
</tr>
<tr>
<td>-1.2</td>
<td>.6</td>
<td>.1</td>
</tr>
<tr>
<td>-3.4</td>
<td>1.5</td>
<td>-.4</td>
</tr>
<tr>
<td>-4.7</td>
<td>2.2</td>
<td>-.8</td>
</tr>
<tr>
<td>-6.2</td>
<td>3.3</td>
<td>-1.5</td>
</tr>
<tr>
<td>-9.0</td>
<td>4.6</td>
<td>-2.4</td>
</tr>
<tr>
<td>-11.0</td>
<td>6.0</td>
<td>-3.6</td>
</tr>
<tr>
<td>-11.65</td>
<td>7.2</td>
<td>-4.6</td>
</tr>
<tr>
<td>-12.65</td>
<td>8.1</td>
<td>-5.55</td>
</tr>
<tr>
<td>-14.0</td>
<td>8.75</td>
<td>-6.4</td>
</tr>
<tr>
<td>-14.8</td>
<td>9.55</td>
<td>-7.35</td>
</tr>
<tr>
<td>-15.8</td>
<td>10.4</td>
<td>-8.5</td>
</tr>
<tr>
<td>-16.95</td>
<td>11.4</td>
<td>-10.1</td>
</tr>
<tr>
<td>-17.5</td>
<td>12.3</td>
<td>-12.0</td>
</tr>
</tbody>
</table>
Table A-3

Coefficients of Least-squares Polynomial Fits

<table>
<thead>
<tr>
<th></th>
<th>Blair dolomite</th>
<th>quartzite</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>.90932523</td>
<td>.14589997</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-2.2527893</td>
<td>-.39293411</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>-.98623052</td>
<td>-.11661222</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>.27366620</td>
<td>-.07536858</td>
</tr>
<tr>
<td>$\alpha_4$</td>
<td>-.03557571</td>
<td>-.01643163</td>
</tr>
<tr>
<td>$\alpha_5$</td>
<td>-.0021718</td>
<td>-.00168279</td>
</tr>
<tr>
<td>$\alpha_6$</td>
<td>-.00004702</td>
<td>-.00008117</td>
</tr>
<tr>
<td>$\alpha_7$</td>
<td>.00000000</td>
<td>-.00000149</td>
</tr>
<tr>
<td>S</td>
<td>.058635</td>
<td>.257773</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\beta_0$</th>
<th>.37275022</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>.64800776</td>
<td>.44518983</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>.25671860</td>
<td>.32929945</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-.22792865</td>
<td>.14898031</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>-.10632980</td>
<td>.02914393</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>.02453351</td>
<td>.00282896</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>-.00222438</td>
<td>.00013247</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>.00000000</td>
<td>.00000239</td>
</tr>
<tr>
<td>S</td>
<td>.113464</td>
<td>.205440</td>
</tr>
</tbody>
</table>
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FIGURE CAPTIONS

Figure

1 Problem Geometry (symmetric about y-axis), after [1].

2 Relationship Between Axial Stress and Axial, Lateral, and Volumetric Strain, for Quartzite in Uniaxial Compression after [4].

3 Mohr Envelopes for Blair Dolomite and Quartzite (based on data from [5]).

4 Fracture Initiation Points for Blair Dolomite and Quartzite; $m = 5$, $\mu_f = 0.0$.

5 Contour Map of Fracture Function for Blair Dolomite at Zero Confining Pressure.

6 Contour Map of Fracture Function for Blair Dolomite at Moderate Confining Pressure (3 kb).

B1 Grid Set Up About the Point of Minimum $K$.  
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Figure 1
Figure 2
Blair Dolomite ($\bar{\sigma}^H = -1, -2, -3$), $\mu = 0.0$

Blair Dolomite ($\bar{\sigma}^H = -0.5$), $\mu = 0.72$

Blair Dolomite ($\bar{\sigma}^H = 0$), $\mu = 1.18$

Quartzite ($\bar{\sigma}^H = -0.5$), $\mu = 1.61$

Quartzite ($\bar{\sigma}^H = 0$), $\mu = 2.21$

Figure 4
Figure B-1