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Abstract: We consider the structure of two-body scattering amplitudes, concentrating on those reactions in which the "internal" quantum numbers exchanged correspond to the quantum numbers of a single particle, different from those of the vacuum. We compare conventional Regge-pole models (in which dips as a function of $t$ are caused by "nonsense" factors) with our strong-cut model (in which dips are caused by a diffractive mechanism). In the conventional models, the systematics of the angular structure are determined by the nature of the exchange, as well as by the helicity structure and factorization. In the strong-cut model, the systematics of the angular structure are determined exclusively by the helicity structure of the amplitude (except for slight modification in the case of pion exchange, due to the proximity of the pion pole to the physical region); most important is the net helicity flip of the amplitude. We examine experimental data, particularly with regard to dips near $-t$ (or $-u$) $\approx 0.2$ or 0.6, and near $t = 0$. It is found that whenever a distinction can be made, the strong-cut model is favored over the conventional models (even including cuts determined by conventional absorption models). Further experimental tests are proposed. Double-particle exchange processes, energy dependence, effects of $t$-channel unitarity and duality are discussed.

1. INTRODUCTION

In this paper we discuss the energy dependence and the angular dependence of particle exchange high-energy two-body processes. These are all processes that cannot proceed by the exchange of a system with the quantum numbers of the vacuum. We are particularly interested in separating effects which arise from details of the exchange mechanism from those which are due to the structure of absorptive effects.

The structure we are primarily concerned with is the dip and bump structure seen in the angular distribution of some cross sections, and the related "crossover" zeros seen in the difference of elastic cross sections.

In the conventional Regge-pole models used to describe the reactions we are considering, these effects are attributed to various causes: accidental vanishings of the Regge-pole form factors (i.e. factorized residues), so-called "nonsense" zeros, and effects of exchange degeneracy.

* Research supported in part by the US Atomic Energy Commission.
However in the absorption model, these effects can be attributed to one single effect, related to similar structure in many branches of physics other than high-energy physics. In the absorption model a reaction has two aspects, exchange and shadowing. The shadowing of the rear part of each particle by its front part during the collision decreases the likelihood that a particular exchange will occur in a head-on collision of the two objects. If the shadowing is strengthened compared to estimates based on elastic scattering it results in strong suppression of the reaction in a head-on collision so that the exchange can occur only if the particles pass at a certain distance from each other. If they pass at a greater or lesser distance, there is little possibility of exchange. Thus, there is a relatively sharp boundary in impact parameter at which the process occurs. This is similar to light passing a small black object yielding a diffraction pattern. The rather obvious analogy to be drawn from similar patterns at high-energy has been rejected up to now because a sharp boundary is known not to be present in the matter distributions of strongly interacting particles. Using electrons as probes they have been found to be fuzzy objects. The strong absorption theory takes the fuzziness into account and yet predicts the sharp boundary for exchange reactions.

It is well established that virtual hadronic particles are composite, and therefore must be Reggeized. One can easily see that absorption, which is related to the geometrical structure of the scattering particles, has no effect on the angular momentum properties of an elementary exchanged particle. Thus, it is essential to have a Regge pole input to the absorption model.

The two possible sources of the angular structure are that the structure be part of the exchange mechanism, as is typical of conventional Regge-pole amplitudes, slightly modified perhaps by absorption effects, or that it be due to strong absorption effects superimposed on a smooth Regge pole amplitude. The latter theory [1] is called "strong-cut Reggeized absorption model" or SCRAM. In its present form SCRAM contains undetermined but restricted parameters which are always constrained to yield the appropriate diffraction patterns.

These two mechanisms for patterns in the angular distributions can be distinguished by examining the helicity dependence of the angular structure. In many cases displaced patterns from amplitudes with different helicities are on top of each other and must be disentangled. By examining certain crucial experiments where a small number of helicity amplitudes dominate, the two mechanisms can be distinguished, and the strong-absorption model is found to be correct.

The significance of this success is twofold: it establishes a correct description of simple processes which can be used as a check for theories with wider application. It demonstrates that very simple mathematical behavior does not describe high-energy reactions in detail; instead, physical models like those of optics and low-energy nuclear physics apply. Thus we establish that Regge pole exchange occurs in the amplitude as a "Born approximation", and we establish its form; on the other hand, the amplitude does not consist solely of Regge pole exchange, and the obvious angular structure is due to the other effects.
2. EXCHANGE ANALYSIS OF 2 → 2 REACTIONS *

2.1. General features

High-energy two-body reactions are observed to have angular distributions peaked at the forward and backward directions. At high enough energy, the distinction between the forward scattering cross section and the backward scattering cross section can be made unambiguously. When we write the reaction as \( a + b \rightarrow c + d \) we refer to the forward cross section, i.e., that part in which \( c \) continues in approximately the same direction as \( a \). (The remainder of the cross section is then written \( a + b \rightarrow d + c \).) We observe this convention throughout this paper.

A very important characterization of the reaction \( a + b \rightarrow c + d \) is the internal quantum numbers, \( B, Y, I, Q \), etc., (but not \( J, P \)) lost by \( a \) in forming \( c \), i.e., the internal quantum numbers of the \( c + a \) system (see fig. 1). The observed size of the cross section and its energy dependence depend on whether these quantum numbers are identical to the quantum numbers of the vacuum, of one particle, or of two, as spelled out in table 1.

Fig. 1. Kinematics of the reaction \( a + b \rightarrow c + d \). Each particle has helicity \( \lambda_j \).

The momentum transfer \( q \), and the \( s- \) and \( t- \)channels are shown.

These results demand some kind of particle exchange description of high-energy reactions, with hopefully rapid convergence in the number of particles exchanged. The energy dependence of type-R reactions (see definition in table 1) does not agree with elementary particle exchange:

\[
\sigma \propto \frac{d\sigma}{dt} \propto s^{2J-2}
\]

where \( J \) is the spin of the exchanged particle. Instead an approximate dependence

\[
\frac{d\sigma}{dt} \propto s^{2\alpha(t)-2}
\]

has been observed for a number of cases with the extrapolation of \( \alpha(t) \) yielding the observed spin, of the exchanged particle i.e., \( \alpha(m^2) = J \). The best example is \( \pi^- p \rightarrow \pi^0 n \) measured by Sonderegger and collaborators [3]. They find an approximately straight trajectory \( \alpha(t) \) extrapolating through

* Much of the material in this section is well known, see e.g. the review by Barger [2].
Table 1
Relationship between the cross section for $P_{lab} \approx 3$ GeV
and the exchanged quantum numbers.

<table>
<thead>
<tr>
<th>Type</th>
<th>Internal quantum numbers correspond to</th>
<th>Example of reaction</th>
<th>Relative size of cross section</th>
<th>Energy dependence of integrated cross section</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>vacuum</td>
<td>elastic</td>
<td>large</td>
<td>approx. constant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$pp \rightarrow N^*_{\frac{3}{2}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>one particle</td>
<td>$\pi^- p \rightarrow \pi^0 n$</td>
<td>large at $s$</td>
<td>$s^{-n}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\pi^- p \rightarrow K^0\Sigma^0$</td>
<td>low energy</td>
<td>$-1 \lesssim n \lesssim -4$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>two particles</td>
<td>$\pi^- p \rightarrow K^+\Sigma^-$</td>
<td>very small</td>
<td>?</td>
</tr>
</tbody>
</table>

unity at $t = m_D^2$. Other experiments have yielded $\alpha_{\pi} \approx 0$ for small $-t$ (ref. [4]), and $\alpha_N(u), \alpha_A(u)$ approximately linear trajectories extrapolating back roughly to $\alpha = \frac{1}{2}, \frac{3}{2}$ at $M_N^2$ and $M_A^2$, respectively [5-10].

These results suggest that virtual particles (e.g., those exchanged at high $s$ and with $t$ of order $M^2$) should be described as Reggeons. (Thus, instead of considering a single particle of fixed spin, the $t$-channel partial wave amplitude has a moving pole in the $j$-plane; the trajectory involves a series of particles or resonances at appropriate values of $j, t$). This result is very appealing since it corresponds to a composite picture for particles (e.g., bound and excited states in Schroedinger theory lie on Regge trajectories).

The V-type reactions (i.e. vacuum exchange; see table 1) receive contributions from Reggeon exchange (e.g., $f_0$ exchange). However, the main contribution, described by the term "diffraction" or Pomeron exchange, is probably not particle exchange. Its mathematical form is not known. We will not, then, discuss elastic or diffractive, inelastic processes. We hope, however, that when we fold diffractive effects with particle exchange processes as discussed below, that detailed knowledge of the diffractive effects will be unimportant.

Consider a reaction with Reggeon exchange allowed. The exchange of more than one Reggion is hopefully a relatively small correction (to be discussed immediately below). It is clear, however, that vacuum exchange effects should accompany the exchange of a Reggeon. The physical arguments are discussed in detail in HKPR [1]. Double Reggeon exchange and Reggeon-vacuum exchange amplitudes are Regge cuts [11]. We will call vacuum exchange contributions associated with a particular Reggeon exchange the "principal cut" associated with that Regge pole. Another term we use is the "absorption correction".

The principal cuts or absorption corrections may be relatively large compared to the Regge pole. A main purpose of this paper is to present some evidence for large principal cuts. The calculation of principal cuts, based on ideas of absorption, is discussed in sect. 3 below.
2.2. Double-Reggeon exchange (R\textsuperscript{2} type reactions)

At present in the development of the theory of high-energy two-body reactions, one recognizes the possible importance of two-Reggeon exchange but is unable to find definitive experimental evidence or to do any kind of complete calculation. We limit consideration of two-Reggeon exchange reactions to this introductory section. The experimental evidence is of two kinds: (i) observation of processes requiring double-Reggeon (especially double charged meson) exchange, (ii) deviation of the ratio of two single-exchange "allowed" reactions from the value expected from the isotopic spin of the single exchange. At low energy (P_L < 3 GeV/c) the rates for double-exchange processes are not small, but are falling very rapidly with energy [12,13]. (We note, in this connection, that several allowed (R-type) processes also fall much more rapidly as a function of s at low energy than they do at high energy.) At higher energy the rates are very small. There is no reason (theoretical or experimental) to believe that the rates continue to drop very rapidly with energy.

The three reported observations are

\[ \pi^- p \rightarrow K^+ Y_1^+, \]  
(2)

\[ p\bar{p} \rightarrow \Sigma^- \Sigma^-, \]  
(3)

\[ K^- p \rightarrow \pi^+ \Sigma^- . \]  
(4)

The evidence for the first [14] \dagger at the highest energy, 4.5 GeV/c, is poor, because of the possibility of reflections, e.g., confusion with the final state K^+Λ in (2). Reaction (3) (ref. [15]) is observed at 5.7 GeV/c. Its ratio to the type-R reaction p\bar{p}→Σ^-Σ^+ is found to be

\[ \frac{\sigma(p\bar{p} \rightarrow \Sigma^- \Sigma^-)}{\sigma(p\bar{p} \rightarrow \Sigma^+ \Sigma^+)} = \frac{1.3 \pm 0.4 \mu b}{33 \pm 4 \mu b} , \]  
(5)

and it is observed, as expected theoretically, that the double exchange process has a flatter angular distribution than the single exchange. At 4.06 and 5.47 GeV/c, (combined experiments) reaction (4) (ref. [16]) has been observed.

\[ \frac{\sigma(K^- p \rightarrow \pi^+ \Sigma^-)}{\sigma(K^- p \rightarrow \pi^- \Sigma^+)} \approx \frac{1.2 \text{ events}}{395 \text{ events}} \approx 0.003 . \]  
(6)

Upper limits have been determined in other reactions:

\[ \pi^- p \rightarrow K^+ \Sigma^- , \]

\[ K^- p \rightarrow pK^- . \]

One finds in the 4-5 GeV range [17]

\dagger We would like to thank P.L. Hook for sending us Dalitz plots of the data.
while at 3.55 GeV/c (ref. [12])

\[
\frac{\sigma(K^- p \rightarrow pK^-)}{\sigma(K^+ p \rightarrow pK^+)} < \frac{1.4 \mu b}{30 \pm 1 \mu b} \approx \frac{1}{20}.
\]  

The upper limits quoted correspond to the cross section that would have applied if one event had been seen. In all these cases the double-exchange process could involve exchange of a charged strangeness-zero boson in addition to the type of Reggeon exchanged in the allowed reaction in the denominator.

Detection of the small double-exchange amplitude by measurement of charge ratio proves to be even more difficult. It is interesting to note that the mass of bubble chamber data on charge ratios is consistent with large deviations (say 50%) from the predictions for no \( I = 2, \ Y = 0 \) and no \( I = \frac{3}{2}, \ Y = \pm 1 \) boson exchange. It is, on the other hand also consistent with accurate satisfaction of the predicted charge ratios. Ratios involving broad resonances are suspect and probably should not be considered unless great care has been taken in interpreting the Dalitz plot. One arm spectrometer measurements involving broad resonances may not be of value. Promising ratios to measure are

\[
\begin{align*}
\pi^+ d &\rightarrow K^+ \Sigma^+ n, \\
- &\rightarrow K^0 \Sigma^+ p, \\
- &\rightarrow K^+ \Sigma^0 p, \\
\gamma d &\rightarrow K^+ \Sigma^0 n, \\
- &\rightarrow K^+ \Sigma^- p, \\
\pi^+ d &\rightarrow K^+ \Sigma^+, \\
\pi^- p &\rightarrow K^0 \Sigma^0.
\end{align*}
\]

It is difficult to think of other cases; some \( p\bar{p} \) reactions may be promising.

The ratio (10) has been measured at SLAC [18] without observing the final baryons directly. The result is a 30% deviation in rate from the \( I = \frac{1}{2} \) exchange charge ratio. The result needs to be confirmed, because the method for separating the reactions is indirect.

In summary, experiments have not really settled the question of the relative size of double exchange. With the exception of two reactions (6), (7), the double-exchange amplitude might typically be \( \frac{1}{2} \) the magnitude of single exchange. With the exception of one other reaction, (5), the number might be less than, or about, \( \frac{1}{2} \) of single exchange.
Theoretically, while it is difficult to predict the magnitude of double exchange, something can be said about angular distributions, and the energy dependence can be predicted. Let us now examine the theoretical situation.

The energy dependence at high energy for exchange of two Reggeons with trajectories $a_1(t_1)$ and $a_2(t_2)$ is, at large $s$,

$$\sigma \propto \langle s (a_1(t_1) + a_2(t_2) - 2)^2 \rangle^2,$$

(12a)

where the average is over kinematically allowed $t_i$ values. It is appropriate to take the $t_i$ near zero, so we have the cross section decreasing as

$$\sigma_{\text{double}} \propto s^{-2} a^2 \ln^2 s,$$

(12b)

where the added Reggeon is assumed to be a vector or tensor boson. The double exchange cross section should not decrease rapidly, i.e., not like $\sigma \propto s^{-10}$. Instead, we imagine that $\sigma$ is large at low energies, over a short energy interval $\sigma$ decreases very rapidly to a small value, and then it follows the law (12) (ref. [19]). There is presently no confirmation of this Regge cut prediction. There is also no evidence suggesting disagreement.

The angular dependence of double exchange should, on the whole, be broader than single exchange because smaller impact parameters are involved in the former. Consider the slope $A$, in $d\sigma/dt \propto e^{At}$. Assume $A \approx 8$ for the Reggeon exchange input. For single exchange including absorption the average slope of the angular distribution will be between $A$ and $\frac{1}{2}A$ or about 6. For double exchange it will be between $\frac{1}{2}A$ and $\frac{1}{4}A$ or about 3.5.

The magnitude of any double exchange is hard to predict because there are many exchanges and intermediate states to consider. There are theoretical indications of strong cancellations in certain reactions [20], which may explain the variations observed in reactions (5)-(8).

We conclude that, especially at larger momentum transfer and lower energies, double exchange may be a significant correction to single exchange: about 10% in amplitude at 5 GeV/$c$ and probably significantly greater at large $-t$. Because the contribution is presently not known and not predictable we are forced to neglect double exchange from the rest of our considerations. But we must keep in mind that this is an approximation which may not be too good in some situations.

3. ANGULAR DEPENDENCE OF R-TYPE REACTIONS

3.1. Introduction

It is observed that $2 \rightarrow 2$ single-Reggeon exchange amplitudes often have what appears to be a simple zero as a function of $t$ or $u$ at small negative $t$ or $u$ (e.g., $-t < 1$ GeV$^2$). In this section we wish to consider several aspects of the angular distributions, especially these zeros.

The amplitudes are complex, so that for real $t$ (similar remarks apply to $u$) we do not expect exact zeros. We can ask, however, whether simple
or higher-order zeros occur near the real \( t \)-axis in the analytic continuation of the amplitudes.

There are a number of interesting questions that should be asked about the properties of these zeros. Do amplitudes have more than one zero in \( t \) as would be characteristic of an absorbing region with a sharp spatial boundary? No extensive experimental information is available, although second dips are seen in some elastic reactions. Which amplitudes exhibit the \( t \)-dependence most directly? What determines the presence, order and position of zeros? We will compare Regge pole models with zeros in \( t \) associated with "nonsense factors" to a model in which zeros occur due to pole-absorptive cut interference. In particular we wish to determine whether the zeros characterizing the angular structure are due to the "Born" exchange amplitudes, or to interference with the absorption corrections made to these. We shall see that the crucial test is the helicity dependence of the structure in these two cases.

In high energy models either with or without cuts, the \( s \)-channel helicity amplitudes exhibit the relevant structure rather than e.g., the \( t \)-channel helicity amplitude or the invariant amplitudes. Consider particles with direct channel helicities \( \lambda_a, \lambda_b, \lambda_c, \lambda_d \) in the c.m. frame as in fig. 1. As a consequence of angular momentum conservation, the amplitude satisfies

\[
T_{\lambda_a, \lambda_b, \lambda_c, \lambda_d} \propto (t_o - t) \frac{1}{2} n,
\]

where

\[
t_o = t(0^0) \quad \text{s} \to \infty 0,
\]

\[
n = |n_1 - n_2|, \quad n_1 = \lambda_a - \lambda_c, \quad n_2 = \lambda_b - \lambda_d.
\]

Consider boson exchange. (A slight modification is needed for fermion exchange.) If the amplitude connects only eigenstates of one parity in the crossed channel, then at high \( s \),

\[
T_{\lambda_a, \lambda_b, \lambda_c, \lambda_d} = \pm T_{-\lambda_a, -\lambda_b, -\lambda_c, -\lambda_d},
\]

i.e., up to a sign it is invariant under

\[
n_1 \to -n_1.
\]

Single Regge-pole exchange is associated with definite parity. It follows that Regge-pole amplitudes satisfy

\[
T_{\lambda_a, \lambda_b, \lambda_c, \lambda_d} \propto (t_o - t)^{\frac{1}{2}(n+x)},
\]

where

\[
n + x = |n_1| + |n_2| = \text{larger of } (|n_1 - n_2|, |-(n_1) - n_2|).
\]
Note that \( x \) is even. The situation with \( x > 0 \) is called "evasion".

An essential distinction between structure in \( t \) due to the Regge-pole amplitudes and structure due to \( s \)-channel effects (absorption) is that the former structure, in particular as it depends on helicities, factors in the \( t \)-channel while the latter does not. Thus the Regge pole amplitude has the form \( \pm c(\mid n_1 \mid, t) c(\mid n_2 \mid, t) \) while if \( t \)-dependent structure is due to \( s \)-channel effects (absorption) its form is \( f(n, t) \) which does not factor. We will discuss how to use this factorization to distinguish which of these approaches agrees with experiment.

In the remainder of this section we will consider the absorption effects in the impact parameter representation, for \( n = x = 0 \) and a simple Regge-pole input in order to develop some qualitative notions. Then we will consider, from the standpoint of \( t \)-dependence, the various interesting Regge pole amplitudes, the helicity dependence in the presence of cuts, and connections with experiment.

3.2. Qualitative \( t \)-dependence in the absorption model for helicity non-flip

Consider an \( n = x = 0 \) amplitude, i.e., no helicity change at either vertex. Let us examine the possibilities for a simple zero at small \( t \) or a series of simple zeros. Experiments show a zero at \( -t \approx 0.15 \) to 0.25 as discussed below.

It is useful, both for pedagogical and for calculational purposes, to consider the amplitude in the impact parameter representation. The transformation between the impact parameter representation and the momentum transfer representation are

\[
M(t) = 2q^2 \int_0^\infty b \, db \, A(b) \, J_0(b\sqrt{-t}),
\]

\[
A(b) = \int_0^\infty \frac{d(-t)}{4q^2} M(t) \, J_0(b\sqrt{-t}).
\]

At high energy, a correspondence can be made with the partial wave expansion

\[
M(t) = \sum_l (2l+1) a_l P_l(\cos \theta).
\]

We multiply this equation by \( \delta l = 1 \) and make the set of approximations

\[
l + \frac{1}{2} \approx q b, \quad \Sigma(\delta l) \approx \int q \, db,
\]

\[
P_l(\cos \theta) \approx J_0(b\sqrt{-t}), \quad a_l \approx A(b).
\]

Although the impact parameter representation is exact at all energies, a high-energy approximation is made when conservation of angular momentum is taken to result in conservation of \( b \). Thus, a double scattering which
takes place in the same partial wave is considered to take place at the same $b$. The amplitude in an absorption model is given in terms of a Born term $M^P(t)$ and the elastic $S$-matrix $S^{el}$ by the Sopkovich prescription [21-24].

$$a_l = S_l^{el} a_l^P.$$ 

Thus we have in the impact parameter representation

$$A(b) = S^{el}(b)A^P(b).$$ \hspace{1cm} (18)

This is the elastic scattering prescription for absorption.

The transformation between the impact parameter and $t$ representations is identical to the transformation in classical optics between the position on a diffracting object and the angle of the scattered light. Just as an object with a sharp edge gives rise to a diffraction pattern with minima and secondary maxima in the intensity, an "edge" in $A(b)$ will give rise to dips and secondary maxima in $|M(t)|^2$.

In the rest of this section we will carefully examine the properties of (18) and generalizations of (18) in impact-parameter space and in momentum-transfer space in order to understand the zeros and their positions as determined by various absorption models, assuming $A^P(b)$ itself is smooth and generates no zeros in $t$.

The origin of the "edge" in the absorption model is shown by the solid lines in fig. 2 (for an amplitude with $n = x = 0$). The elastic $S$-matrix can be written as

$$S^{el}(b) = 1 + iT^{el}(b).$$ \hspace{1cm} (19)

The term 1 represents the unscattered wave while $T(b)$ is the product of a density of states factor and the impact parameter representation of the elastic scattering amplitude. Experimentally, the elastic scattering amplitude is approximately an exponential in $t$, $\sim \text{e}^{at}$, with $2a \approx 7.5 \text{ GeV}^{-2}$ for $\pi N$. Its transform is then a Gaussian as shown in fig. 2a:

$$|T^{el}(b)| = \sigma_T \frac{\text{e}^{-b^2/4a}}{8\pi} \approx 0.67 \text{ e}^{-0.067b^2},$$

where $\sigma_T = 25 \text{ mb}$ is the total cross section. Moreover, the elastic scattering is largely imaginary, so

$$S^{el} \approx 1 - |T^{el}(b)|,$$

and we can rewrite eq. (18):

$$A(b) = A^P(b) - |T^{el}(b)|A^P(b).$$ \hspace{1cm} (20)

We define the symbol $A^C = iT^{el}(b)A^P(b)$, approximated by the second
Fig. 2. The impact parameter representation of the absorption model. The solid curves are elastic absorption. The dashed curves (1) are absorption with a coherent inelastic factor $\lambda = 2$. The dotted curves (2) have coherent inelastic effects included without overabsorption. (a) The effective elastic scattering amplitude. The dot-dashed curve is the inelastic contribution to (2). (b) The effective elastic $S$-matrix $S_{\text{eff}} = 1 - T_{\text{eff}}$. (c) The Regge-pole input amplitude. (d) The amplitude $A(b) = A^{P}(b) \times S_{\text{eff}}$. The curve $\times 5$ is curve (2) enlarged by a factor of 5, to show its resemblance to a $\delta$-function at $b_0$. 
term in (20) *. $S^{el}(b)$ is the solid curve shown in fig. 2b. The Regge pole input (discussed below) is taken for the purposes of our immediate arguments roughly as an exponential in $t$ as well, so its transform is approximately Gaussian as shown in fig. 2c. In order to carry out the absorption, eq. (18), we multiply $S^{el}$ of fig. 2b by the Regge pole of fig. 2c, and obtain the amplitude (solid curve) shown in fig. 2d. By comparison with the input pole amplitude, we see that the absorbed amplitude has an edge at $b \approx b_0$. Very roughly, the amplitude will be proportional to

$$\int_0^{b_0} J_0(b\sqrt{-t})b \, db = \frac{J_1(b_0\sqrt{-t})}{\sqrt{-t}}. \tag{21}$$

This function has zeros at $b_0\sqrt{-t} = 3.8, 7.0, \ldots$. In fig. 3 we plot the amplitude from actually evaluating the transform, (still the solid curve). The first zero still appears. $b_0$ in fig. 2d has been marked so that $b_0\sqrt{-t} = 3.8$ at this zero. The higher zeros do not appear since the edge is not sufficiently sharp.

As with other transforms, an "uncertainty principle" relates the size of structure in $b$ with the size of structure in $\sqrt{-t}$. This relation is $\delta b \delta \sqrt{-t} \approx \pi$. For an edge effect there are two relevant sizes, namely the position $b_0$ of the edge and the thickness $\Delta b$ of the edge region. For an infinitely sharp edge, $\Delta b = 0$ so that in $\sqrt{-t}$ there are structures of size $\pi/b_0$ and $\infty$. Thus for $\Delta b = 0$ the structure of size $\pi/b_0$ keeps repeating ad infinitum, causing periodic zeros. For the actual curve $\Delta b > \frac{1}{2}b_0$. Thus there is only one zero. In general, the number of important zeros will be $b_0/\Delta b$.

If reasonable parameters are used, the position of the zero is found to be

$$t \approx -0.55 (\text{GeV/c})^2 \approx -\left(\frac{3.8}{b_0}\right)^2,$$

corresponding to $b_0 \approx 1.0 \text{ fm}$. Experimentally the zero is at $t \approx -0.2 (\text{GeV/c})^2$ corresponding to $b_0 \approx 1.7 \text{ fm}$. If the zero is due to absorption the explanation must be that the elastic scattering gives too small an absorption. (The necessity of increasing the absorption is implicit in the work of Gottfried and Jackson [23].)

It is reasonable to consider that the effect of absorption is significantly stronger than that given by (18). We attribute the increased absorption to the effect of diffraction inelastic scattering. Up to now, the absorption model is given by eq. (20). The first term is single scattering (fig. 4a) while the second is double scattering (fig. 4b). However, other double scatterings are possible (fig. 4c). If $a'$ and $b'$ are any states with the same internal quantum numbers as $a$ and $b$, respectively, then the reaction $a+b \rightarrow a'+b'$ can occur by diffraction dissociation (subject to approximate selection rules), and $a'+b' \rightarrow c+d$ can occur by Reggeon exchange. Thus the effective absorbing

* This expression is also obtained from an eikonal approximation [25a], from a statistical approximation [25b] and from a Feynman diagram approach [25c]. The absorption approach has also been studied by L.Durand III and Y.T.Chiu (Yale University thesis, unpublished).
Fig. 3. The absorption model amplitude as a function of $t$. The key for the curves is the same as in fig. 2. These curves are the Hankel transform of the corresponding curves in fig. 2d. Curve (1) has one zero while curve (2) has 2 zeros. The solid curve, without coherent inelastic effects, has a zero at much larger $|t|$.

The amplitude $T^{\text{eff}}$ is the sum of elastic and diffractive inelastic amplitudes, i.e., we replace (18) and (20) by

$$A(b) = S^{\text{eff}}(b)A^P(b)$$

$$= A^P(b) - |T^{\text{eff}}(b)|A^P(b),$$

where

$$T^{\text{eff}}(b) = T^{\text{in}}(b) + T^{\text{el}}(b),$$

and $T^{\text{in}}$ itself is an effective amplitude defined for the two-body reaction $i \to j$ by sum over diffractive inelastic intermediate states $k$:

$$T^{\text{in}}_{ij} A^P_{ij} = \sum_k T_{ik} A^P_{kj}.$$  

We must include excitation of either or both particles to simple continuum states as well as resonances. Experiments indicate that Reggeon exchange to a variety of strong resonances, or to a few hundred MeV of low-mass continuum, is comparable with any particular process of this kind [26].

One finds then that the inelastic contribution to the cut amplitude $M^C(t)$

* In ref. [26] it is shown that a single contribution to $T^{\text{in}}$ is typically 0.1 of $T^{\text{el}}$. 
Fig. 4. Pictorial representation of absorption model terms. These are not Feynman diagrams. (a) Single Reggeon exchange. (b) Elastic absorption. V is elastic scattering. (c) Coherent inelastic absorption. a' has the same quantum numbers as a, etc.

(defined in connection with eq. (20)) is expected to be comparable to the elastic if enough contributions are included to give the total diffractive inelastic cross section, and if the sign of various inelastic contributions is the same *. One can show indeed that the contributions are relatively real and likely to be the same sign as the elastic contribution in a composite model [28]. However, the latter point has not been definitively formulated.

In previous work, we assumed that the diffractive inelastic amplitude has the same t dependence as the elastic amplitude, i.e., \(|T_{\text{eff}}| = \lambda |T_{\text{el}}|\). In some data fitting we adjusted the magnitude of the inelastic amplitude to be similar to that of the elastic scattering. Thus we used approximately \(|T_{\text{eff}}| \approx |2T_{\text{el}}|\), as shown by the dashed line labelled (1) in fig. 2a. When we carry through the absorption analysis, we get the dashed curves in figs. 2b, 2d and fig. 3. There is a zero near \(t = -0.2\) as desired. One immediately notices (figs. 2b and 2d) that at small impact parameters, there is over-absorption, and the pole amplitude is multiplied by a negative number.

It is conceivable that over-absorption is physical, although contrary to one's intuition. It seems more reasonable to take another approach, by assuming that simple diffractive inelastic reactions undergo absorption, as do R-type inelastic reactions. Thus we should take the diffractive inelastic scattering to be reduced at small impact parameters, as shown by the dash-dot curve \(|T_{\text{in}}|\) in fig. 2a. The incoming flux at small impact parameter has been lost to complex, many-particle inelastic processes. It is highly im-

* This is a crude estimate. There is no indication that this can be directly determined in the near future from direct examination of simple diffractive inelastic processes (as opposed to determining \(M_{\text{C}}\) through application of the absorption model). Note that the sum of all simple diffractive inelastic cross sections is, within a factor of two, half the elastic cross section [27].
probable that the resultant particles from a highly inelastic process can be recombined to form a final two-particle state. Thus, the inelastic contribution to $T^{\text{eff}}$ should be concentrated at the "surface" because the simple inelastic states should make the dominant contributions. Adding $T^{\text{in}}$ to elastic scattering we get the effective absorbing amplitude $T^{\text{eff}}$ of fig. 2a (dotted curve, labelled 2). Carrying out the absorption we get the dotted curves labelled 2 in fig. 2b and 2d, and fig. 3.

The particular curves (2) were calculated for illustrative purposes as follows. Assume the simple inelastic processes that contribute are governed by the absorption model under discussion, i.e., for simple inelastic processes, at a given $b$

$$|T^{\text{in}}| = |B| - |T^{\text{eff}}| |B|,$$

or

$$|T^{\text{in}}| = \frac{|B|}{1 + |B|} (1 - |T^{\text{el}}|). \quad (23)$$

For simplicity we take the driving term $|B| = C |T^{\text{el}}|^2$. In the figures (dotted curves labelled 2) $C = 56$, and $T^{\text{el}}$ is the Gaussian discussed above eq. (20), so that

$$|T^{\text{in}}| \approx \left(1 - |T^{\text{el}}|\right) = S^{\text{el}}, \quad \text{small } b$$

and where for $b$ sufficiently large so that $|B| < 1$

$$|T^{\text{in}}| \approx |B| = C |T^{\text{el}}|^2, \quad \text{large } b$$

The curve for $|T^{\text{in}}|$ is the dot and dashed curve of fig. 2a. We note that $T^{\text{in}}$ and $T^{\text{el}}$ are comparable in magnitude in conformity with the discussion above.

In the two cases with strong absorption the total amount of effective absorption is about the same. (See fig. 2a or 2b.) Since the curve (2) is smaller than the curve (1) at small impact parameters in fig. 2a, it must therefore extend farther out. This gives rise to a sharper edge, that is, a smaller $\Delta b$. Therefore, more zeros are generated in the amplitude (2) as a function of $t$. For the particular curves (2) and (1) of fig. 2d we get either two or one zero, as shown in fig. 3. As can be seen, the difference between the two cases is at larger $|t|$, where the cross section is smaller, and therefore not so well determined experimentally. Thus our previous successful phenomenology [1,29, 30] with an overabsorbing effective amplitude does not imply that overabsorption is physical.

If only single scattering were important, there would be no zeros of the type we are discussing. By considering double scattering, we get one zero. Including absorption for diffractive scattering, and thus taking triple scattering (i.e., through eq. (23)) into account we get a sharper edge, which can lead to two zeros. For cases in which higher-order scattering becomes important, we expect even more zeros. Thus in nuclear physics many orders of scattering are needed so that the total absorption at small impact param-
eters is almost exactly 100%. As a result, the edge can become quite sharp, and many diffraction minima can be seen as a function of momentum transfer.

We conclude: a diffraction like pattern in $t$ can be an edge effect. The edge is not apparent in the actual matter or opacity distributions, but rather is generated through inelastic reactions in a multiple scattering process. The inelastic intermediate states in double scattering play two roles: They strengthen the cut, or absorption corrections, increasing the radius characterizing the diffraction pattern, and they can sharpen the surface definition leading to a diffraction pattern which may have more than one zero.

3.3. The Regge pole amplitude

As stated above the observed zeros in inelastic angular distributions require either that the Born term (the Regge pole exchange amplitude $M^P$) has these zeros at roughly the observed positions, or that the absorption correction factor $S_{\text{eff}}(b)$ has a fairly well defined edge. We now review the way in which zeros might enter directly through the Born term. There is considerable freedom; however, the constraint of factorization should be powerful enough to resolve the question by comparison with data.

In conventional Regge pole models the full amplitude has a factor

$$\frac{1}{\sin \pi \alpha(t)}.$$  \hspace{1cm} (24)

There are a variety of numerator factors to eliminate the unwanted poles of $t$ in (24): signature zeros, e.g., $\sin \frac{1}{2} \pi \alpha$ if the particle spins are odd, nonsense zeros, other ghost eliminating zeros, etc. There is no agreed procedure to fix all these factors [31-33] or to determine further dependences such as additive or multiplicative fixed poles. In the conventional formulations when two of these numerator factors vanish at the same value of $t$, with $\alpha(t) = \text{integer}$, the amplitude does not merely lack a pole, it vanishes! Of the variety of conventional cases two are, perhaps, interesting enough to exhibit.

We will consider three Regge pole models, including one unconventional one which will be discussed below. The other two are a model, $N$, with zeros in flip amplitudes as required by "nonsense" arguments but not in non-flip amplitudes where not so required, and a model $V$ with zeros in both flip and non-flip amplitudes where a zero is required in the flip amplitude. Model $N$ has been the most popular model among Regge polologists. Model $V$ has been suggested by exchange degeneracy arguments [34, 35]. The Veneziano model [36] is of this type.

Let us work in terms of the following example: the magnitudes of the helicity changes at each vertex, $(n_1, n_2)$ are $(0, 0)$, $(0, 1)$ and $(1, 1)$. Consider $\alpha(t_1) = 0$. The zeros at $t = t_1$ are given in table 2 with the two conventional Regge models of interest in columns two and three. Near $t_1$, the net amplitude is a complex constant times the factor shown. It is seen that factorization applies. In the model $N$ there is a factor $\alpha(|n_1| + |n_2|)$. In the model $V$, every amplitude vanishes linearly at $t = t_1$.

Several authors [37-39] have shown that these zeros are not necessary.
Table 2

Behaviour at \( \alpha = 0 \) in various Regge-pole amplitudes.

<table>
<thead>
<tr>
<th>Helicities</th>
<th>Regge-pole model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n_1 )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

If there are cuts in the \( j \)-plane the amplitude will generally have fixed poles at nonsense, wrong signature values of \( j \). It is to be expected that these poles interact with Regge poles in a partly multiplicative way. If the partial wave amplitude has a fixed multiplicative pole at, e.g., \( j = 0 \), \( a_j \approx (j(j - \alpha(t)))^{-1} \), then the zero is removed. (The interesting theoretical exercise of studying scattering of bound two-body systems on each other in order to determine \( j \)-plane behaviour in Schroedinger theory, has not, to our knowledge, been done.) There is, thus, another Regge pole model which we call "choosing simplicity", [32] which is most conveniently expressed by explicitly representing the poles in \( t \) instead of (24), e.g., by

\[
P = \sum \frac{C_r}{r(t - m_r^2)}.
\]

With this form, no factors are required to compensate for unwanted poles. This model has no zeros at \( t_1 \) and is represented under the column \( S \) in table 2.

To summarize, we have the full \( s \)-channel helicity amplitudes for Reggeon exchange [40] (leading term at large \( s \)).

Conventional [31]:

\[
M^P = (-t)^{\frac{1}{2}(n+x)} c_{n_1}(t) c_{n_2}(t) \frac{g_{n_1}(t) g_{n_2}(t)}{\sin \pi \alpha} e^{-\frac{1}{2}i\pi(j_1 - \alpha)} \epsilon \left( \frac{s}{s_0} \right) \alpha(t).
\]

Simplicity:

\[
M^P = (-t)^{\frac{1}{2}(n+x)} g_{n_1}(t) g_{n_2}(t) P(t) e^{-\frac{1}{2}i\pi(j_1 - \alpha)} \left( \frac{s}{s_0} \right) \alpha(t),
\]

where the \( g_n \) are factorized residue functions which do not have zeros, \( \epsilon \) is a signature coefficient, e.g., \( \sin \frac{1}{2} \pi \alpha \) for odd spins, and \( j_1 \) is the spin of the lowest mass particle on the trajectory. With \( c_{n_1}(t) c_{n_2}(t) \) we explicitly represent the \( t \)-dependent factors shown in table 2. Similar factors may arise for \( \alpha = -1, -2 \ldots \). In (27) \( P \) is the propagator factor (25) having a pole at every particle on the trajectory with residues of alternating sign. For example \( P = \Gamma(\frac{1}{2}(j_1 - \alpha(t))) \) or \( P \approx (t - m^2)^{-1} \) where \( m \) is the mass of the lowest-mass particle on the trajectory. Thus in (27) \( M^P(t) \) has no zeros for \( -t > 0 \) if the \( g \) have no zeros. The equivalent amplitude for fermions can be found in Kelly et al. [29].
3.4. Form of the helicity amplitudes

We now add absorption effects to the Regge pole input discussed above. For $n_1 = n_2 = 0 = n = x$ we have

$$M(t) = \sum_l (2l+1) a_l^P S_{l}^{\text{eff}} P_l(\cos \theta).$$

For the general case we have

$$M(t) = \sum_j (2j+1) a_j^P S_j^{\text{eff}} d_j^j h_1 h_2(x). \quad (28)$$

Note that $S$ is assumed to be helicity conserving at each vertex so that the helicity labels on $M$ are the same as those on $M^P$. Here $h_1 = \lambda_a - \lambda_b$, $h_2 = \lambda_c - \lambda_d$. The impact parameter version of (28) is

$$M = 2q^2 \int b \, \mathrm{d}b \, A^P(b) S^{\text{eff}}(b) J_n(b \sqrt{-t}). \quad (29)$$

If the simple pole (27) with no zeros for $-t > 0$ is adopted and the numerical integration (28) carried out, with reasonable parameters, we obtain the sketches shown in figs. 5a, b, c, d. We consider in these four drawings the

![Fig. 5. Magnitudes of input Regge-pole amplitude (P, dashed curve), absorption correction (Regge-cut C, solid curve), and their sum (M, dotted curve) for various values of $(n, x)$: (a), (0, 0); (b), (1, 0); (c), (2, 0); (d), (0, 2). The interference is primarily destructive leading to dips. The approximate positions of the dips (in (GeV/c)$^2$) is shown for the two most important cases.](image)
Table 3
Position of zeros in helicity amplitudes in the approximation
\[ M_n(t) \propto J_n(b_0 \sqrt{-t}) \quad \text{with} \quad b_0 = 1 \text{ fm.} \]

<table>
<thead>
<tr>
<th>Zero</th>
<th>( n = 0 )</th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>0.23</td>
<td>0.59</td>
<td>1.06</td>
</tr>
<tr>
<td>Second</td>
<td>1.22</td>
<td>1.97</td>
<td>2.83</td>
</tr>
<tr>
<td>Third</td>
<td>3.00</td>
<td>4.14</td>
<td>5.40</td>
</tr>
</tbody>
</table>

Values of \(-t\) in GeV\(^2\) are shown.

same helicity amplitudes as above in table 2: \((n_1, n_2) = (0, 0), (0, 1) \) and \((1, 1), \)
\( n = 0 \) and \( 2 \). The results for \( x = 0 \) (e.g., excluding the \((1, 1) \) \( n = 0 \) example)
can be summarized analytically by approximating (28): If \( b A_P(b) S^{\text{eff}}(b) \) is
sharply peaked at \( b_0 \) as approximated by curve 2, fig. 2d, we can approxi-
mately replace it with a delta function and obtain

\[ M(t) \approx \text{const} \times J_n(b_0 \sqrt{-t}) \quad \text{for} \quad \sqrt{-t} < \frac{\pi}{\Delta b}, \]  

where, again, \( n = |h_1 - h_2| = |n_1 - n_2| \) and \( \Delta b \) is the width of the peak. If
\( b_0 = 1 \) fm, the zeros of each helicity amplitude would occur in this approxi-
mation at the values of \( t \) shown in table 3. It is seen that the first zero for
\( n = 0 \) and \( 1 \) agree well with experiment. The others are not yet observed.
Unfortunately (the theory predicts that) zeros at larger \( t \) are less well de-
finite (farther from the real \( t \) axis) because \( \Delta b \neq 0 \) and the relative phase of
pole and cut are growing away from \( \pi \) as \( -t \) gets larger, so they may be
hard to observe. We note that the difference between (21) and (29) for
\( n, x = 0, 0 \) is due to the difference between a uniform amplitude for \( b < b_0 \)
and an amplitude concentrated at \( b_0 \). The values of \( b_0 \), appropriate to the
two cases as shown in figs. 2 and 3, are essentially the same, \( b_0 \approx 1.05 \) fm.

The important result of absorptive cuts with "simple" Regge pole input
is that every s-channel helicity amplitude, with \( x = 0 \), has a zero (or series
of zeros) which move to larger-\( t \) with the parameter \( n \), the net helicity flip.
If the cut, or the absorption, is made roughly twice as strong as indicated
by elastic absorption the nearest zeros are roughly at \(-t \approx 0.2, 0.6, 1.2 \) for
\( n = 0, 1, 2 \) respectively in accordance with \( b_0 \approx 1 \) fm in (30). We title the
model with simple Regge pole and strong absorption cut, adjusted to obtain
zeros at roughly these \( t \), the strong-cut Reggeized absorption model, or
SCRAM. Thus the parameters of the absorption prescription are to be con-
strained to yield zero structure roughly as given by (30).

We expect variation in the position of zeros with the range of forces and
the range of absorption. Consider eq. (30) and \( b_0 \approx \frac{1}{2}(r_R + r_V) \) where \( r_R \) and
\( r_V \) are radii for Reggeon exchange and diffraction, respectively. For meson-
baryon scattering with vector meson exchange \( r_V \approx r_P \approx 1 \) fm. In baryon-
baryon scattering, \( a \approx 10 \) GeV\(^{-2}\), about \( \frac{1}{3} \) larger than for \( \pi N \) scattering.
Since \( a \approx r_V^{-2} \), this implies roughly a 15\% decrease in \(-t_1 \), the position of a
zero for any \( n \), Variations in the Regge-pole amplitude may be expected for
Table 4

Position and order of zeros in pole and pole plus cut amplitudes
for \(-t \approx 1\) GeV\(^2\) for the three inputs of table 2.

<table>
<thead>
<tr>
<th>(\mid n_1 \mid)</th>
<th>(\mid n_2 \mid)</th>
<th>(n)</th>
<th>(x)</th>
<th>Helicities</th>
<th>Position and order of zeros in (-t) in GeV(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>none</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
<td>(0.6)(^2)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1.2</td>
<td>(0.6)(^2)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>(0.1)(^2)</td>
<td>0, (0.6)(^2)</td>
</tr>
</tbody>
</table>

A strong-cut is added to the simple pole (SCRAM). Elastic absorptive cuts are added to N- and V-poles. We consider a meson-baryon reaction with vector meson exchange with \(\alpha(-0.6) = 0\). The notation (0.6)\(^2\) refers to two nearby zeros or a double zero. Other parameters used in the numerical work are \(M_P = \exp(4t)\) and \(T_{el} = 0.67 \exp(3.75t)\).

* Zeros may be distant from real axis.

A strong-cut is added to the simple pole (SCRAM). Elastic absorptive cuts are added to N- and V-poles. We consider a meson-baryon reaction with vector meson exchange with \(\alpha(-0.6) = 0\). The notation (0.6)\(^2\) refers to two nearby zeros or a double zero. Other parameters used in the numerical work are \(M_P = \exp(4t)\) and \(T_{el} = 0.67 \exp(3.75t)\).

* Zeros may be distant from real axis.

Table 4 summarizes numerical results for positions of zeros for the various models discussed above. In the conventional models one can claim to have the choice between the zero structure exhibited as "pole only" or, as in the final columns, with elastic cuts, or with strong-cuts. From table 4 the patterns of zeros in these cases are clear.*

Zeros which arise from absorption effects depend on the s-channel helicity indices \((n,x)\). This result, e.g., dependence on \(n\) in eq. (30), is independent of the detailed way in which one calculates an absorption correction. On the other hand zeros which arise from the underlying exchange mechanism factor in the t-channel. These zeros depend on helicity changes \(n_1\) and \(n_2\) at the two vertices separately. Broadly speaking our task is now to de-

* We have taken vector meson exchange as an example. If a similar table were prepared for another exchange, the results would be the same for SCRAM. The only exception is pion exchange, with its pole very close to the scattering region, which would be different. In particular for \(n = 0\) \(\pi\) exchange the first zero in SCRAM is roughly at \(-t = 0.1\) and the first zero for \(n = 1\) is near \(-t = 0.4\). For conventional Regge poles, the entries depend critically on the nature of the exchanged Reggeon.
termine whether this factorization is observed experimentally, or whether instead the dependence on \( n \) is correct.

3.5. Comparison with experiment

In table 5 we show the various combinations of helicities which can occur in the reactions (forward)

\[
\begin{align*}
\text{PS} + \text{B} &\rightarrow \text{PS} + \text{B}, \\
&\rightarrow \text{PS} + \text{B}^*, \\
&\rightarrow \text{M} + \text{B}, \\
&\rightarrow \text{M} + \text{B}^*, \\
\text{B} + \text{B} &\rightarrow \text{B} + \text{B}, \\
&\rightarrow \text{B} + \text{B}^*,
\end{align*}
\]

and backward

\[
\begin{align*}
\text{PS} + \text{B} &\rightarrow \text{B} + \text{PS}, \\
&\rightarrow \text{B} + \text{M},
\end{align*}
\]

where

\[
\begin{align*}
\text{PS} &= \text{pseudoscalar}, \\
\text{M} &= \text{vector or tensor meson}, \\
\text{B} &= \text{spin} \frac{1}{2} \text{ baryon}, \\
\text{B}^* &= \text{spin} \frac{3}{2} \text{ baryon}.
\end{align*}
\]

Reactions \( \text{B} + \text{B} \rightarrow \text{B}^* + \text{B}^* \) should also be considered.

The qualitative structure of the helicity amplitudes at small momentum transfer, particularly with respect to zeros, is evident from the examples given in the preceding section, table 4, and fig. 5 for three different pole and cut models. Note that the parity argument made to define \( x \) for forward reactions is quite complicated for baryon exchange. After the arguments are made the effective value of \( x \) is zero for \( |n_1| = |n_2| = \frac{1}{2} \), as shown in table 5 with asterisks †.

One type of comparison of theory with experiment is a full quantitative fit of a given model to many experiments. We are making such a comparison of SCRAM with experiment in other articles [1, 29, 30]. This effort involves fine adjustment of many elements of the model: coupling strengths, pole shapes, the form for \( S_{\text{eff}} \) in calculating the cuts. Although most parameters in such a theory are approximately known, the task of making an accurate comparison is formidable because the number of parameters is very large. The parameters occur in groups requiring simultaneous comparison with \( \approx 6 \) reactions in order that the number of parameters per reaction be

† Footnote see next page.
Table 5
(a) Examples of different values of \((n, x)\) for the same \((n_1, n_2)\).

<table>
<thead>
<tr>
<th>(n_1)</th>
<th>(n_2)</th>
<th>(n)</th>
<th>(x)</th>
<th>Reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>0</td>
<td>0(\dagger)</td>
<td>(PS + B \rightarrow B + PS)</td>
</tr>
<tr>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>1</td>
<td>0(\dagger)</td>
<td>(PS + B \rightarrow B + M)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>(PS + B \rightarrow M + B)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>(PS + B \rightarrow M + B^*)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>(PS + B \rightarrow M + B^*)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>(B + B \rightarrow B + B^*)</td>
</tr>
</tbody>
</table>

(b) Examples of different values of \((n_1, n_2)\) for the same \((n, x)\).

<table>
<thead>
<tr>
<th>(n_1)</th>
<th>(n_2)</th>
<th>(n)</th>
<th>(x)</th>
<th>Reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>0</td>
<td>0(\dagger)</td>
<td>see above</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>all forward reactions</td>
</tr>
<tr>
<td>(\frac{1}{2})</td>
<td>(\frac{1}{2})</td>
<td>1</td>
<td>0(\dagger)</td>
<td>see above</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>all forward reactions</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>see above</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>(B + B \rightarrow PS + B^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(PS + B \rightarrow M + B^*)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(B + B \rightarrow B + B^*)</td>
</tr>
</tbody>
</table>

\(\dagger\) See text for determination of \(x\) for backward reactions.

\(\dagger\) The simple parity argument and the resulting definition of \(x\) that we have given applies only in the case in which the Teller number \(M\) equals zero. In SCRAM, higher \(M\)-values for forward reactions are rejected as unnecessary complications, and therefore the existence of conspiring trajectories for \(M \geq 1\) is regarded as a highly unlikely coincidence.

For backward meson-baryon reactions, the Toller number is a half-integer as a consequence of MacDowell symmetry. Thus the smallest \(M\) and simplest case is \(M = \frac{1}{2}\). For general \(M\),

\[
x + n = |n_1^*| + |n_2^*|,
\]

where

\[
n_1^* = |n_1| - M.
\]

If this formula gives \(x < 0\), a cancellation between the two amplitudes of opposite parity takes place, and the effective value of \(x\), after these cancellations, is \(x_{\text{eff}} = 0\). In table 5 we use the effective \(x\)-values for backward reactions (taking \(M = \frac{1}{2}\)).
about 4. A different type of comparison of a model with experiment which has been tried by others involves variation of only a few parameters, with many others determined by assumption (e.g., via symmetry models [41-44], or via low energy experiments [45]). Depending on the detailed work done, such comparisons can be made with individual experiments. They are more or less quantitative. In the present paper we do not propose any detailed fit to data; rather we compare theory with distinctive qualitative features that are evident in a few of the experiments.

The most interesting experiments can be conveniently grouped according to evidence they bring to bear on (1) possible zeros near \(-\mu \approx 0.2\), (2) possible zeros near \(-t = 0.6\), and (3) the structure near \(t \approx 0\) for \(\pi\)-exchange. All these tests are for \(n \leq 1\). Although there are distinctive features in various theories for \(n > 1\), it appears difficult experimentally to obtain direct information on \(n > 1\) amplitudes, simply because processes having \(n > 1\) amplitudes also have many \(n \leq 1\) amplitudes.

**Structure at \(-t, -\mu \approx 0.2\)**

**Theory:** Of all Regge-pole inputs, only the conventional nucleon exchange has a nonsense-wrong signature zero in the region of interest \((\mu \approx -0.15)\). This zero occurs in all helicity amplitudes. Other zeros can occur in conventional models through accidental vanishing of the residue function. In SCRAM zeros near \(-t\) or \(-\mu = 0.2\) can only arise from cut-pole interference for \((n, x) = (0, 0)\). As stated above, for \((n, x) = (0, 0)\) the elastic absorption model without an input zero (model N) will yield a zero at roughly \(t\) or \(\mu = -0.5\). The exact position depends on pole amplitude shape and the assumed elastic amplitude. However, to obtain a zero at \(t\) or \(\mu \approx -0.15\) to \(-0.2\) the cut must be 50% to 100% stronger at these small momentum transfers. In model V with an input zero at \(-t = 0.6\), for \((n, x) = (0, 0)\), elastic absorption places the zero at about \(-t = 0.35\) for meson-baryon scattering and at about 0.30 for baryon-baryon scattering [46, 47].

**Experiment:** Elastic differential crossovers give the best evidence on an \((n, x) = (0, 0)\) zero [48]. The difference between differential cross sections with one particle charge-conjugated is equal to the interference of a particle exchange amplitude with the vacuum exchange amplitude, \(\mathcal{A}^V\). The latter is assumed to be essentially imaginary and helicity non-flip at small momentum transfers.

\[
\Delta_\pi \equiv \frac{d\sigma}{dt} (\pi^- p \rightarrow \pi^- p) - \frac{d\sigma}{dt} (\pi^+ p \rightarrow \pi^+ p) = 2 \text{Re} \sum_{\lambda' s} A^0_{\pi N}A^V_{\pi N}^* \\
\approx 2 |\text{Im} A^0_{\pi N}(n, x = 0, 0)||A^V_{\pi N}|, \quad (33)
\]

\[
\Delta_K \equiv \frac{d\sigma}{dt} (K^- p \rightarrow K^- p) - \frac{d\sigma}{dt} (K^+ p \rightarrow K^+ p) = 2 \text{Re} \sum_{\lambda' s} [A^0_{KN} + A^\omega_{KN}] A^V_{KN}^* \\
\approx 2 |\text{Im} [A^0_{KN} + A^\omega_{KN}]_{n, x = 0, 0}||A^V_{KN}|, \quad (34)
\]
\[ \Delta_N = \frac{d\sigma}{dt} (\bar{p}p \to \bar{p}p) - \frac{d\sigma}{dt} (pp \to pp) = 2 \text{Re} \sum_{\lambda's} A^\omega_{NN} A^P_{NN} \]
\[ \approx 2[\text{Im} A^\omega_{NN}(n,x=0,0)] |A^P_{NN}|. \] (35)

According to all the models we are considering, the phase of the Reggeon exchange amplitude for small \(-t\) is \(\frac{1}{2}\pi(1 - \alpha) \mod \pi\) with \(\alpha\) for the \(\rho\) and \(\omega\) roughly 0.3 near \(t = -0.2\), so the phase is not \(\frac{1}{2}\pi\). In all these models, the vanishing of the cross section differences (33)-(35) requires that the magnitude of \(A^\rho_{NN}, [A^K_{KN} + A^K_{KN}], \) and \(A^\omega_{NN}\) vanish. The best evidence on the values of \(t\) at which these cross sections are equal is, in our judgement,

\[ \Delta_\pi = 0 \quad \text{at} \quad -t = 0.2, \]
\[ \Delta_K = 0 \quad \text{at} \quad -t = 0.1 \text{ to } 0.2, \]
\[ \Delta_N = 0 \quad \text{at} \quad -t = 0.2. \]

If these zeros are not to be explained in terms of strong-cuts, the residues must accidentally vanish. (In case V, there would then be an extra zero at 0.6 for which there is no evidence.) This assumption leads, via factorization, to unsatisfactory predictions that other amplitudes with \(n_1\) or \(n_2 = 0\) vanish [49]. Thus we conclude these zeros must be due to interference of the pole with a strong-cut.

The other definitive experimental evidence for a zero near \(-t, -u \approx 0.2\) is the dip in \(\pi^+ p \to \pi^+\) at \(u \approx -0.15\) (refs. [50, 51]) shape of the differential cross section for \(\theta \to 180^\circ\) shows that the \(n = 1\) helicity amplitude, which contains a factor \(\sqrt{(u_0 - u)}\) or \(\sin \theta\) is very small compared to the \(n = 0\) amplitude. Thus either in SCRAM \((n,x) = (0,0)\) dominates and there is a diffraction zero near \(u \approx -0.2\), or in the conventional Regge models \(A_N = -\frac{1}{2}\) so that there is a nonsense wrong-signature zero near this point. Both agree with experiment.

A very similar situation exists for \(K^- n \to \Lambda \pi^-\) (ref. [52]). A deep dip is observed near \(-u \approx 0.25\) and the shape of the differential cross section for \(\theta \to 180^\circ\) shows that \(n = 0\) dominates. (Consistent with \(n = 0\) dominance in \(\pi^+ p \to \pi^+\).) Because of the deuteron target \(u (180^\circ)\) varies a little from event to event. One must avoid the trap of looking for the \(\theta \to 180^\circ\) behaviour in the \(u\)-plot *. The \(\theta\), rather than the \(u\)-behaviour must be examined directly. We also note that the observed polarization is consistent with an order of magnitude difference between the contribution of \(n = 0\) and \(1\) to the cross section.

* Drago et al. (RHEL preprint, revised) assume incorrectly that the \(K^- n \to \Lambda \pi^-\) data provide evidence for spin-flip dominance. On the contrary, the data actually provide evidence for spin non-flip dominance (Kwan Lai, private communication), consistent with other considerations (see subsect. 3.6 prediction 6, below).

Drago et al. claim that SCRAM could have the flexibility to yield a zero at \(-u \approx 0.2\) in the spin-flip amplitude. On the contrary, we have explicitly defined SCRAM in this paper to avoid such manipulations. The example of Drago et al. exceeds reasonable constraints on the parameters.
The shape of $\frac{d\sigma}{d\Omega}$ near $180^\circ$ is a much more sensitive test of $n = 0$ dominance.

The question about other backward reactions can then be asked: Do other nucleon and $\Delta$-exchange amplitudes vanish near this same point? The conventional Regge models predict that both $n = 0$ and 1 nucleon exchange amplitudes vanish and that neither $\Delta$-exchange amplitude vanishes. SCRAM predicts that both $N$ and $\Delta n = 0$ amplitudes vanish, but that neither $N$ nor $\Delta n = 1$ amplitude vanishes near $u = -0.15$. The most definitive experimental test so far concerns the possible zero for $n = 1$ with nucleon exchange, i.e., does the full nucleon exchange (cross section) vanish or does only the $n = 0$ part of it vanish? If all helicity amplitudes for nucleon exchange vanish at $\alpha = -\frac{1}{2}$ then any reaction dominated by nucleon exchange must show a dip at $u \approx -0.15$. One can make a series of arguments based on factorization for the Regge poles which, if they are all accepted, show that this prediction disagrees with current data on other backward reactions (Kelly et al., [29]).

The only other reaction where a serious claim has been made that a zero has been separately observed near $-t = 0.2$ is $n p \rightarrow \gamma n$. Here observation of a zero at $t \approx -0.2$ is claimed for $(n, x) = (0, 0)$ using finite energy sum rules [53], as expected in SCRAM, but not in conventional models.

**Conclusion:** There is ample evidence that $(n, x) = (0, 0)$ amplitudes have a zero near 0.2 which can be reasonably explained only by cut-pole interference. Strong-cuts are needed to put this zero at the small momentum transfer where it is observed. This is consistent with evidence that the $n = 1$ nucleon exchange amplitude does not vanish at $\alpha = -\frac{1}{2}$, i.e., it does not have the nonsense wrong signature zero.

**Structure at $t \approx -0.6$**

**Theory:** Conventional models attribute zeros at $t \approx -0.6$ of vector meson exchange reactions to $\alpha(t) = 0$ for the vector meson trajectory [54]. Table 2 shows, in model N the zero is of the type $|n_1| \alpha |n_2|$ (nonsense wrong-signature zero), while for model V there is a simple zero at $\alpha = 0$ in all helicity amplitudes. On the other hand, SCRAM predicts a zero at $-t \approx 0.6$ for $(n, x) = (1, 0)$ regardless of the type of exchange and not for any other $(n, x)$ values. Although tensor meson exchange provides distinctive predictions, at present we cannot suggest any reaction where these predictions can be tested, so we concentrate in the following on vector meson exchange.

We need to seek out differential cross sections dominated by either $\rho$- or $\omega$-exchange. From the vector dominance analyses of the nucleon form factors, the $\rho$ and $\omega$ are dominantly coupled with $|n_1| = 1, 0$, respectively, at a baryon vertex. The differential cross sections of interest are presented in table 6 (refs. [55-64]) *. Let us consider each in turn to understand the claims of $\rho/\omega$ dominance and dominance of certain helicity amplitudes using the notation $n_1, n_2$ for meson and baryon vertices respectively. Neutral photoproduction should be dominated by $\omega$ because the $\gamma p$ coupling (vector dominance) and $\omega NN$ vertex are stronger than corresponding couplings with $\rho$-exchange. Thus we have $|n_1| = 1$ and $n_2 = 0$ at meson and baryon vertices,

* A similar table has been independently prepared by Harari [55].
**Table 6**

Zero near \( t \approx -0.6 \) with vector-meson exchange.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Dominant exchange</th>
<th>Dominant helicity</th>
<th>Dip predicted conventional models (N or V)</th>
<th>Dip predicted SCRAM</th>
<th>Dip observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma p \rightarrow \pi^0 p )</td>
<td>( \omega )</td>
<td>1</td>
<td>0</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>( \pi^- p \rightarrow \pi^0 n )</td>
<td>( \rho )</td>
<td>0</td>
<td>1</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>( \pi^+ p \rightarrow \pi^0 \Delta^{++} )</td>
<td>( \rho )</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>( \pi^- p \rightarrow \omega n )</td>
<td>( \rho )</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>( \pi^+ p \rightarrow \omega \Delta^{++} )</td>
<td>( \rho )</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>( \gamma p \rightarrow \eta p )</td>
<td>( \rho )</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>( (\gamma p \rightarrow p^+ n) - (\gamma n \rightarrow p^- p) )</td>
<td>( \rho )</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>( (n p \rightarrow p n) - (p p \rightarrow n n) )</td>
<td>( \rho )</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

respectively. Pi charge-exchange scattering must be \( \rho \)-exchange and so has \( |n_2| = 1 \). The production of \( \omega \) should be dominated by \( \rho \)-exchange at high enough energy. The \( \omega \) is produced with helicity \( \pm 1 \) in \( \rho \)-exchange so \( (|n_1|, |n_2|) = (1, 1) \). Thus \( (n, x) = (0, 2) \) and \( (2, 0) \). Photoproduction of \( \eta \) should be dominated by \( \rho \)-exchange rather than \( \omega \)-exchange because \( g(\gamma \rho \eta) \approx g(\gamma \omega \eta) \) according to vector dominance and SU(3) arguments. The dominant \( \rho \)-exchange amplitudes are \( |n_1| = |n_2| = 1 \), thus \( (n, x) = (0, 2) \) and \( (2, 0) \). The differential cross section differences are the products of the \( \rho \)-exchange amplitude with the \( \pi \) plus \( A_2 \) amplitudes. The \( \rho \)-exchange should again be dominantly \( |n_1| = |n_2| = 1 \).

In all these cases, in the conventional Regge models there should be a zero in the dominant amplitude and dip in the differential cross section at \( \alpha = 0 \), near \( t = -0.6 \). In SCRAM there is a zero in the first three reactions near \( t = -0.6 \) because of \( n = 1 \) pole-cut interference and no such zero in the other cases, because \( n \neq 1 \).

We also note that model V predicts an \( (n, x) = (0, 0) \) zero near \(-t = 0.6 \). It is unobserved at this location. This case was discussed above in connection with structure near \(-t = 0.2 \).

**Experiment [56-64]:** The zero in the vector-meson-exchange amplitude with helicity flip at either or both vertices is observed (i.e., as a differential cross section dip or sharp break) only in cases where helicity flip occurs at only one vertex, i.e., for \( n = 1 \), as predicted in SCRAM. A dip or sharp break at \(-t \approx 0.5 \) in the differential cross section for \( \gamma p \rightarrow \pi^0 p \) and a clear dip at \(-t \approx 0.6 \) in \( \pi^- p \rightarrow \pi^0 n \) are observed at high energies (in agreement with all models). For \( \omega \)-production, dominance of \( \rho \) is not valid at 3.7 GeV/c where the best data exists. No dip in the differential cross section is evident. This reaction is discussed further, below. Evidence that there is no dip or sharp break in \( \gamma p \rightarrow \eta n \) and no zero for \( d\sigma(\bar{p}p \rightarrow n n)/dt \) - \( d\sigma(np \rightarrow p n)/dt \) is fairly good but, perhaps, would not persuade everyone. The data on
Fig. 6. The difference between $\pi^+$ and $\pi^-$ photoproduction cross sections, which is proportional to the $\rho$-exchange amplitude. All amplitudes have helicity flip at least at the $\gamma \rightarrow \pi$ vertex, and therefore all conventional models predict a zero near $-t = 0.6$. SCRAM and the data have no zero.

$$
\frac{d\sigma}{dt} (\gamma p \rightarrow \pi^+ n) - \frac{d\sigma}{dt} (\gamma n \rightarrow \pi^- p) = 2 \text{Re} A_{\rho} (A_{\pi} + A_{A_2})^* ,
$$

(37)

is at very high energy (16 GeV/c) so that the assumption of leading trajectory dominance is reasonable, and the data is good. The data is shown in fig. 6. This is very clear evidence for the lack of a nonsense wrong signature zero in the $\rho$-exchange amplitude. Note that absorptive cuts calculated with elastic intermediate state prescription would not remove the prediction of a change of sign in (37) if the Regge pole amplitude has a nonsense wrong signature zero. In this case the cut must simply move the zero in, because the cut, which is evaluated in integrating over intermediate angles, must be roughly out of phase with the phase of the pole term at small angles.

The reaction

$$
\pi^+ p \rightarrow \omega \Delta^{++} ,
$$

should be dominated by $\rho$-exchange at high enough energy. For $\rho$-exchange, dominance of $|n_2| = 1$ (the baryon vertex) and $|n_1| = 1$ (the meson vertex) are expected. However at the somewhat low experimental energy of 3.7 GeV/c, $|n_1| = |n_2| = 1$ is not dominant (there may be large contributions from a $t$ channel double Reggeon cut, or exchange of a single Reggeon on a lower trajectory - these will be most difficult to distinguish; or it might be mis-identification of $\Delta$'s). However selection of $|n_1| = 1$ using the decay angular distribution of the $\omega$ should enhance $\rho$-dominance. One can examine the natural parity cross section

$$
(\rho_{11} + \rho_{1-1}) \frac{d\sigma}{dt} ,
$$

(38)

where the indices refer to the $s$-channel c.m. helicities. If the pole and cut amplitudes of SCRAM are combined (e.g., from fig. 5c and d) there is a zero in (38) in the neighbourhood of $-t = 0.6$. Such a zero is also predicted with conventional Reggeons as a nonsense wrong signature point. Meanwhile, if
either one of the terms in (38) is taken separately, SCRAM predicts no zero near \( t = -0.6 \), but the zero is predicted in the other models; the data shows no zero but is not conclusive. Higher energy, high statistics data is needed.

**Conclusion:** Experiments on zeros at \( t \approx -0.6 \) in the cases \( n = 1 \) and \( |n_i| \neq 0 \) with vector meson exchange are scarce. The only powerfully persuasive measurement indicating that such a zero does not occur if \( |n_i| = 1 \) but \( n \neq 1 \) is the difference between \( \pi^\pm \) photoproduction. Regardless of cuts, this experiment indicates that the \( \rho \)-nonsense wrong-signature zero is not present in the pole amplitude. Most other experiments also favor the SCRAM model against the Regge pole models with nonsense wrong-signature zeros, although not so convincingly.

**Structure at \( t \approx 0; \pi\text{-exchange peaks}**

**Theory:** The pion pole, at \( t = +0.02 \text{GeV}^2 \), is sufficiently near to the physical region to be detected when \( \pi \)-exchange is allowed by the quantum numbers. Thus it is of great interest to examine such cross sections. Complications from spin are very important, so the shapes of these cross sections vary considerably even in their qualitative features.

The cross section in all cases is a sum of squares of terms of the form

\[
\frac{gg' m_\pi^2}{t - m_\pi^2} + c_{00} \quad \text{for } (n,x) = (0,0),
\]

\[
\sqrt{-t} \left( \frac{gg' m_\pi}{t - m_\pi^2} + c_{10} \right) \quad \text{for } (n,x) = (1,0),
\]

\[
-t \left( \frac{gg' m_\pi}{t - m_\pi^2} + c_{20} \right) \quad \text{for } (n,x) = (2,0),
\]

\[
\frac{-t gg' m_\pi}{t - m_\pi^2} + c_{02} \quad \text{for } (n,x) = (0,2). \tag{36a}
\]

The \( c \) are slowly varying relative to the pole terms. They are usually of comparable magnitude to the pole term at \( t \approx -m_\pi^2 \). Thus all cross sections which include pion exchange should be studied for \( -t \lesssim 0.02 \text{GeV}^2 \) by a parameterization such as

\[
(4q^2 s) \frac{d\sigma}{dt} \approx A + \frac{B m_\pi^2}{t - m_\pi^2} + \frac{G m_\pi^4}{(t - m_\pi^2)^2}, \tag{36b}
\]

(rather than by exponentials, as is a common practice). The constant coefficient \( G \) of the \( (t - m_\pi^2)^{-2} \) term can be expressed in terms of the pion couplings, which are often known or are something we want to extract from the data. The quantities \( A \) and \( B \) are coefficients which can depend on the details of non-pion background, as well as on the pion. They are, therefore, not determined without a detailed fit to the experimental data.
The conventional evasive Regge-pole models provide quite distinctive predictions for many processes due to effects of spin, although, as is well known, these models are immediately contradicted by experimental data, it is useful to consider the structure of the evasive Regge poles since they provide the input to SCRAM.

The distinctive features of pion exchange arise because there is only one coupling of the pion at each of the experimentally accessible vertices. More couplings are prevented at the \( \pi \mathrm{NN} \) vertex by conservation of \( G \) parity, at other vertices by "nonsense decoupling", i.e., by the low spin of the pion. (Its Regge recurrences do couple in more than one way.) The results, when expressed in terms of high-energy \( s \)-channel helicity flips \( |n_\ell| \) at the vertex are

\[
|n_{B \to B}| = 1, \\
|n_{B \to B^*}| = 0 \text{ dominates,} \\
|n_{\text{PS} \to \nu, T}| = 0 \text{ dominates,} \\
|n_{\gamma \to \pi}| = 1, \tag{36c}
\]

where \( B, B^*, \text{PS, V, T} \) stand for isospin \( \frac{1}{2} \) baryon, isospin \( \frac{3}{2} \) baryon, pseudoscalar meson, vector meson, and tensor meson, respectively. Each vertex contains a factor \( (-t)^{\frac{1}{2}|n_\ell|} \), as discussed in subsect. 3.1. Thus, in \( \gamma \rho \to \pi^+ n \), for example, both vertices have \( |n_\ell| = 1 \), and the evasive Regge pole amplitude vanishes like \( t \) in the forward direction; \( \pi N \to \rho \Delta \), on the other hand, is dominated by \( |n_\ell| = 0 \) at each vertex, and does not vanish. In an evasive Regge-pole model, all trajectories have the same behaviour near \( t = 0 \) in each helicity amplitude. Therefore the part of the contributions of other poles which interferes with pion exchange has the same properties as the pion exchange itself. Only the incoherent part of the contributions of other poles is different, and it contributes only to the \( A \)-term in eq. (36b).

The conspiring Regge-pole model (see, for example, the review article by Hite [33]) has also been applied to pion exchange reactions. In this model, for the cases we are considering, the vertex has a factor \( (-t)^{\frac{1}{2}(1-|n_\ell|)} \), determined by factorization. (General formulas are in the footnote p. 290).

For the \( n = 2 \) amplitude, this factor leads to no vanishing, while kinematics requires a vanishing like \( t \). For this reason, a conspiring Regge trajectory, with opposite parity, must just cancel the contribution to the \( n = 2 \) amplitude of the trajectory under consideration. In the conspiracy model for the pion \( \gamma \rho \to \pi^+ n \) will not vanish at \( t = 0 \), while the dominant part of \( \pi N \to \rho \Delta \), with \( |n_\ell| = 0 \) at each vertex, will vanish [65].

Regge cuts, generated by absorption, can change the behaviour of the pure pole models *. The cuts do not correspond to a single parity, nor do

* A Regge-cut model was introduced by Frøyland and Gordon [66a], see also Amati et al. [66b]. Absorptive cuts with \( \pi \)-exchange have been considered by Kaidalov and Karnakhov and by Benfatto et al. [66c]. For absorption corrections to non-Reggeized to exchange see refs. [23, 66d].
they factor as poles do, and parity and factorization are the principle causes of the Regge-pole structure near \( t = 0 \). It turns out, as expected, that the absorption model gives \( t \) outs which vanish only as strongly as is kinematically required, i.e. as \((-t)^{2n}\). Rough estimates of the cut contribution can easily be made. We assume evasive input Regge-pole amplitudes, to avoid the necessity of the ad hoc introduction of a conspiring trajectory of positive (natural) parity. The \( x = 0 \) amplitudes are all concentrated at small \(-t\) (after removal of the kinematic factor \((-t)^{2n}\)) because of the \((t - m_\pi^2)^{-1}\) factor. Thus in impact parameter space, they are spread over large areas, mostly beyond the range of absorption. Therefore the cuts are very small in the \((n, x) = (0, 0), (1, 0)\) and \((2, 0)\) amplitudes. The \((n, x) = (0, 2)\) amplitude, however, involves a factor \( t/(t - m_\pi^2) = 1 + m_\pi^2/(t - m_\pi^2) \). As before, the \( m_\pi^2/(t - m_\pi^2) \) term is very slightly absorbed. The 1 term however, is significantly absorbed. The amount of absorption (near \( t = 0 \)) is approximately the product of:

(i) \( \lambda \), which measures the strength of coherent inelastic effects,
(ii) \( T_{el}(b = 0) = 4\pi \times \text{slope of } d\sigma_{el}/dl \approx \frac{3}{4} \) for meson-baryon reactions,
(iii) a factor of about \( \frac{1}{2} \), arising from the fact that the range of a Regge pole effect is comparable to the range of absorption, and (iv) the size of the Regge pole (with \( t/(t - m_\pi^2) \) replaced by unity). All these factors appear in eq. (A.12a) of HKPR [1]. Putting them together we get, for meson-baryon processes,

\[
\text{cut}_{(0, 2)} \approx \frac{1}{2} \lambda \times \text{pole}_{(0, 2)},
\]

and slightly larger for baryon-baryon processes.

There is one remaining model which has been applied to photoproduction, namely, the fixed pole model [67]. The usual proof that fixed \( j \)-plane poles are not allowed in determining high energy behaviour does not apply to photoproduction, since the proof involves non-linear unitarity, not possessed by photoproduction to order \( e \). This has led to models involving fixed poles. For example, the observation that the \( s \)-channel nucleon Born term approximately fits the near-forward \( \gamma p \rightarrow \pi^+ n \) data, if taken seriously, is described as fixed poles in the \( j \)-plane [68] * . (If this observation is interpreted in terms of duality ideas, however, it can correspond to any \( j \)-plane singularity near \( j = 0 \), in particular, to Regge cuts.) There are, however, strong theoretical arguments to rule out fixed poles [69, 70]. Although these theoretical arguments rest on specific dynamical models, the result is suggested by quite general considerations. The pion pole occurs in photoproduction. Since the pion is composite, when taken off mass shell, it is a moving pole following the trajectory \( \alpha_p(t) \). The proposed fixed poles however involve the pion pole (possibly indirectly, in terms of the nucleon pole, which contains the pion pole by gauge invariance); this fixed pole im-

* The Feynman graph with a nucleon pole at \( s = M_p^2 \) appears to be an appropriate addition to the \( \pi \)-exchange Feynman graph in order to preserve gauge invariance. However, only the singularity is required. The high-energy tail of the nucleon term can be very different. The absorptive and other models discussed here are gauge invariant (See ref. [73] for an extensive discussion of gauge invariance).
plies an elementary pion. The usual theoretical arguments [69, 70] against fixed poles rest on the compositeness of the external pion. Gauge invariance, however, intimately relates the properties of the external and the internal pions.

**Experiment:** The experiments conveniently group themselves according to the helicity amplitudes which dominate π-exchange:

\[(n, x) = (0, 0): \pi^+ p \rightarrow \rho^0 \Delta^{++}, \quad K^+ p \rightarrow K^*^0 \Delta^{++},\]

\[(n, x) = (0, 2) and (2, 0): \gamma p \rightarrow \pi^+ n (\text{ref. [62]}), \quad \gamma n \rightarrow \pi^- p (\text{ref. [62]}),\]

\[np \rightarrow pn (\text{ref. [63]}), \quad \bar{p} \rightarrow \bar{n} n (\text{ref. [64]}),\]

\[(n, x) = (1, 0): pp \rightarrow n\Delta^{++} (\text{ref. [71]}), \quad \pi N \rightarrow \rho N (\text{ref. [72]}), \quad KN \rightarrow K^* N.\]

We have associated reactions for which there is extensive data with the helicities of the dominant helicity amplitudes for π-exchange. This is not to suggest that π-exchange completely dominates these reactions. There are many cases where other exchanges are very important. However, we are looking for structure at very small \(-t\), i.e., \(-t \approx 0.02\) to \(0.04\), which will be due to π-exchange. Such structure is easily seen in many, but not all, of the above reactions. Furthermore, the energy dependence near \(t = 0\) is consistent with π-exchange; however the energy dependence does not provide a sensitive test against important contributions due to exchange of other Reggeons.

The above association is determined by the properties of the \(\pi\)-exchange vertices, e.g., as given by eq. (36c). The experimental differential cross sections show the following principal features: The \((n, x) = (0, 0)\) cases show a large sharp peak naturally associated with the pion for \(-t \approx 0.1\). The \((n, x) = (0, 2)\) and \((2, 0)\) cases show a smaller sharp forward spike contained within \(-t \approx 0.02\), followed by a shoulder out to \(-t \approx 0.1\), except for \(pp \rightarrow \bar{n} n\) where the cross section is very much larger than in the crossed reaction \(np \rightarrow pn\), suggesting that π-exchange features may be hidden. The \((n, x) = (1, 0)\) cases do not exhibit obvious structure in the near forward direction. All these cross sections fall rather smoothly like \(e^{-\alpha t}\) with \(\alpha \approx 5\) to \(10\) GeV\(^{-2}\) aside from the structure mentioned. It will be seen below that certain important but less prominent features of these cross sections have probably not been seen because of difficulties of measurement.

The reactions associated with \((n, x) = (0, 2)\) and \((2, 0)\) are the key to the behaviour of π-exchange near \(t = 0\). We can immediately dispose of a theoretical description which involves "evasive poles" only, since several reactions show π-exchange peaks associated with \((n, x) = (0, 2)\) instead of dipping in the forward direction (note, for π-photoproduction there is no \((n, x) = (0, 0)\) amplitude so the observed peak rules out this description), or with "conspiring poles" only, where comparison of related cross sections, particularly \(\pi^+ p \rightarrow \rho^0 \Delta^{++}\), using factorization, fails [65]. These reactions can be fit using a model with both evasive and conspiring trajectories. No less than
three trajectories associated with the \( \pi \) are needed: \( \pi, \pi', \pi'' \). With these exchanges, and with the contributions due to exchange of \( \rho \) and \( A \) noted above, a fit to data in the \(-t \approx 0\) region, similar to that obtained in the strong absorption model below, can, perhaps, be obtained. (Note that experiment rules out a conspiracy model for \( K \)-photoproduction parallel to that for \( \pi \) (ref. [73]).) No particles have been observed in association with \( \pi' \) and \( \pi'' \). These facts, and its artificiality, render this approach quite unsatisfactory.

Another theoretical model involves the addition of fixed poles at \( \alpha = 0 \) (i.e., poles in the \( t \)-channel angular-momentum plane) to conspiring and evasive poles. These fixed poles are only considered in photoproduction. One of the most unpalatable features of such fixed pole contributions is the need to recreate similar features of the data for \( (n,x) = (0,2) \) in \( np \to pn \) by a wholly different mechanism, such as conspiracy. Another hadronic process \( \pi^- p \to \rho^0 n \) (ref. [72]) has, in all probability, the same forward peak, when the \( \rho \) has helicity \( \pm 1 \), as is observed in photoproduction, and so would more naturally be explained in the same way as photoproduction. If there are fixed poles backward photoproduction would be expected to have a fixed pole at \( \alpha = \frac{1}{2} \) in disagreement with the observed energy dependence [70].

The absorption approach with evasive poles is much more promising because the \( (n,x) = (0,2) \) amplitudes should appear as in fig. 5d. The data for these reactions (except \( pp \to nn \)) where \( \pi \) exchange is dominated by \( (n,x) = (0,2) \) and \( (2,0) \), indeed looks roughly like the sum of such an \( (n,x) = (0,2) \) amplitude and a \( (2,0) \) amplitude (fig. 5c) which peaks at relatively small \(-t\), near 0.06 because it is \( \pi \)-exchange. This \( (n,x) = (2,0) \) \( \pi \)-exchange contribution is directly visible as a shoulder in certain \( np \to pn \) and \( \gamma p \to \pi^+ n \) angular distributions.

Let us investigate these cases more quantitatively. We have \( (n,x) = (0,0), (1,0), (2,0), (0,2) \) amplitudes; they have the dimensionless forms given in eq. (36a). The quantity \( C_{02} \) in that equation contributes in the forward direction. The "principal cut" associated with \( \pi \)-exchange can be estimated using eq. (36a)

\[
C_{02} = C_{02\pi} + C'_{02},
\]

with

\[
C_{02\pi} \approx -\frac{1}{2} \lambda gg',
\]

where \( \lambda = 1 \) corresponds to the elastic absorption prescription and where, \( C'_{02} \) contains contributions due to (absorption corrections to) exchange of other Reggeons. In terms of the quantity \( G \) of eq. (36b) we have

\[
G = 2(gg')^2 = e^2 g_\pi^2 / 4\pi = 0.53 \text{ mb GeV}^2,
\]

for \( \gamma p \to \pi^+ n \) and \( \gamma n \to \pi^- p \) and

\[
G = g_\pi^4 / 4\pi = 1.06 \text{ GeV}^2 \cdot \text{b},
\]

for \( np \to pn \), where \( e^2 / 4\pi = 1/137 \) and \( g_\pi^2 / 4\pi = 14.7 \). We wish to compare
experiments and theory in the forward direction. Theoretically
\[ 4q^2 s \frac{d\sigma}{dt} = \left| C_{02} \right|^2 \approx \frac{1}{2} \left( \frac{\lambda}{s} \right)^2 + \frac{1}{2} G. \]

Experiments averaged for \( \gamma p \to \pi^+ n \) and \( \gamma n \to \pi^- p \) (ref. [62]) for \( P_{\text{lab}} \geq 5 \text{ GeV/c} \) yield
\[ 4q^2 s \frac{d\sigma}{dt} = 0.6 \ G(\pm 15\%), \]
while the old \( np \to pn \) experiment at 8 GeV yields 0.23 G and a new experiment at a variety of energies has roughly twice the absolute cross section (preliminary results) [63]. It appears for \( np \to pn \)
\[ 4q^2 s \frac{d\sigma}{dt} = (0.4 \text{ to } 0.5) \ G. \]

It is straightforward to describe the above experiments by choosing \( \lambda \approx 2 \to 3 \), and including significant but not dominant \( \rho^- \) and \( A^- \)-contributions near \( t = 0 \). No one has yet found a satisfactory way to describe these experiments with \( \lambda = 1 \), with most of the contribution due to the other exchanges (the known behaviour in phase and in charge dependence for \( \rho^- \) and \( A^- \)-exchange contributions restricts one's freedom). We conclude that while the elastic absorption prescription is quantitatively inadequate, the absorption model, with strong-absorption, can be satisfactory for these reactions. Indeed a detailed and satisfactory fit to these four reactions and related processes has been recently carried out [30].

It remains to briefly describe the other two sets of reactions in the absorption model. Consider those associated with \( (n, x) = (0, 0) \) \( \gamma \)-exchange. It is hard to make predictions or extract numbers for \( A \) and \( B \) terms (eq. (36b)) in the differential cross section. It is difficult to normalize the data with two broad resonances present and it is difficult to compare experiment and theory at moderate energies because of the large \( t_{\text{min}} \) which changes from event to event. The data is consistent with a relatively steep differential cross section. As discussed above, the amount of absorption is small even in strong absorption models.

The reactions associated with \( (n, x) = (1, 0) \) \( \gamma \)-exchange should on very close examination show a small \( (n, x) = (0, 2) \) \( \gamma \)-exchange contribution with its characteristic shape. This is discussed further in the next section of this paper. This has not been seen. Even the turnover near \( t = 0 \) associated with large \( (n, x) = (1, 0) \) does not show up strongly. The data is, however, certainly consistent with the strong absorption model with evasive poles.

**Conclusion:** The pure evasive Regge-pole model is ruled out by the existence of a forward peak in \( \gamma p \to \pi^+ n \), and the pure conspiracy model is ruled out by \( \pi^+ p \to \rho^0 \Delta^{++} \). Thus, a pure pole model requires three trajectories with intercept near \( j = 0 \). Of these, only the pion has been seen as a particle. Therefore, pure pole models are very unlikely to be valid.

The fixed pole model is unpalatable on theoretical grounds. Moreover, it makes no attempt to explain purely hadronic processes. In addition, there is no fixed pole at \( j = \frac{1}{2} \) in backward photoproduction, as would be expected.
If the data is to be explained by cuts, they must be very strong. The observed cross sections are about an order of magnitude larger than those obtained with $\lambda = 1$. In fact, the necessary strength of the cut is even larger than SCRAM would give with the same $\lambda$-value as in other processes.

Summary: All the various aspects of the angular structure favour SCRAM over the conventional models. The observed structure depends primarily on $(n, x)$, rather than the details of the exchange. Dips occur at $-t = 0.2$ and $0.6$ for $(n, x) = (0, 0)$ and $(1, 0)$ respectively. This is the position of the first diffraction minimum of a ring source with a radius of one fm, and an azimuthal dependence $e^{in\phi}$.

On the other hand, the conventional models do not correctly explain the angular structure; $\pi$-exchange at $t = 0$ requires either strong cuts or unappealing assumptions. The dip structure at $0.2$ and $0.6$ in conventional models is attributed to nonsense wrong-signature zeros and accidental dynamical zeros. These assumptions can be made to work in individual processes. However, the conventional models require factorization of these zeros. The observed structure does not factorize. Thus, the conventional models force one to have too many zeros in some amplitudes, or not enough in others.

As examples, the absence of a general dip at $u \approx -0.2$ for $N$-exchange and the absence of a zero at $t \approx -0.6$ in $d\sigma(\gamma p \to \pi^+ n)/dt - d\sigma(\gamma n \to \pi^- p)/dt$ argue strongly against nonsense wrong-signature zeros.

The conventional model, which we call the $N$-model, disagrees qualitatively with experiment. The exchange degenerate model, which we call the $V$-model, also disagrees with experiment. However, if the $V$-model is considered only as a very rough approximation, it does have features in agreement with the experimental data and with SCRAM. It has a linear zero in each vector exchange amplitude. (Vector exchange is most easily studied experimentally.) Only the positions of the zeros are incorrect for agreement with experiment (ignoring in this approximation the difficulties with factorization of zeros). We remark that absorptive cuts applied to the $V$-model are not sufficient to position the zeros correctly.

3.6. Experimental predictions of SCRAM

One can say a great deal about the general structure of amplitudes and of many reactions in SCRAM, independently of the details of the parameters. (Note: SCRAM is defined in subsect. 3.4.) Some predictions are contained in table 6.

All amplitudes are classified according to $s$-channel helicities and the net helicity flip $n = |\lambda_a - \lambda_b - \lambda_c + \lambda_d|$ and $x = |\lambda_a - \lambda_c| + |\lambda_b - \lambda_d| - n$.

Apart from the pion exchange, which can be understood in the same terms as the following but which gives somewhat different numerical values because of the importance of the nearby pole, the model has the properties:

(a) For any exchange for any process (e.g., $\rho$, $A_2$, $N$, $\Delta$, etc.) an amplitude with $(n, x) = (0, 0)$ ($(n, x) = (1, 0)$) has pole-cut destructive interference about $0.2$ (GeV/c)$^2$ $(0.6$ (GeV/c)$^2$) away from the forward or backward direction. The uncertainty in parameters can shift these points by perhaps $25\%$ from process to process.

(b) All helicity amplitudes vanish at the forward direction as $(t_0 - t)^{\frac{1}{2}n}$;
thus the behaviour near \( t = t_0 \) and the point of the pole-cut interference are closely related by the dependence on \( n \). Similar remarks hold for the backward direction here and below.

(c) The pole-cut interference near \( t = -0.2 \) tends to give a significant dip in the magnitude of the amplitude since the real and imaginary parts of the amplitude vanish at points that are not far separated. By \( t = -0.6 \) the relative phase of pole and cut is far enough from \( \pi \) that one can get a shallow dip or just a break, where the cut with its flatter slope takes over.

(d) Differential cross sections are incoherent sums of the absolute squares of helicity amplitudes. The \( n = 1 \) amplitudes, which vanish at \( t = t_0 \), have a peak near \( t = -0.2 \), just where the \( n = 0 \) amplitudes have a dip. Thus if the two contribute to some reaction in about equal amounts (as in \( \pi^- p \to p\pi^- \)) one will see no dips. In general one must have information on couplings to know which amplitudes dominate.

Using these results, let us give some qualitative predictions for angular distributions.

(i) \( \frac{d\sigma}{dt} \) or \( \frac{d\sigma}{du} \) for any process with high-spin external particles, (e.g., \( \pi N \to f^0 N, \pi N \to \rho\Delta, pp \to pd, \pi N \to N\rho, \text{etc.} \)) will be the sum of squares of many terms and will not show dips away from the forward direction unless the couplings are very special. (Some models, of course, have particular couplings which result in vanishing of certain helicity amplitudes.)

(ii) \( \frac{d\sigma}{dt} (\frac{d\sigma}{du}) \) for all processes, except for scattering of spinless particles on spinless particles, will show a break in slope for \( -t (-u) \approx 0.6 \) because the \( n = 1 \) cut with its shallower slope is beginning to dominate there and, in addition, the \( n = 0 \) amplitude has a secondary maximum there. The \( n > 1 \) amplitudes are not dominant except, in principle, for very high external spins.

(iii) The \( n = 0 \) amplitude for \( \Delta \)-exchange in \( \pi^- p \to p\pi^- \) will have a zero (and in particular its imaginary part vanishes) somewhere near \( -u = 0.2 \), because all \( n = 0 \) amplitudes do; as far as we know this prediction is unique to SCRAM. It can be tested, in principle and perhaps in practice, by evaluation of appropriate finite energy sum rules [74-77]. Similarly, the \( n = 1 \) amplitude in \( \pi^+ p \to p\pi^+ \) in SCRAM does not have a zero near \( u = -0.2 \), while in models with nonsense wrong-signature zeros it does vanish there. Again, finite energy sum rules might be able to distinguish between these alternatives.

Similar effects hold for backward \( K^+ p \to pK^+ \); in SCRAM the \( n = 0 \) amplitude will have a zero near \( u = -0.2 \), while in models with nonsense wrong-signature zeros or elastic absorptive cuts it will not.

(iv) The correlation between the forward behaviour and the dip structure implies for any differential cross section:

- Significant dip at \( -t (-u) \approx 0.6 \) \( \to \) forward (backward) turnover, no significant dip at \( -t (-u) \approx 0.2 \).

Note that these predictions cannot be reversed, i.e., the right hand statements do not imply the dips at left.

(v) Consider pion exchange in vector-meson production. A number of
processes are discussed in previous sections. Here we want to make predictions for small \( t \) for \( \pi^- p \to \rho^0 n \) (ref. [72]) and \( K^- p \to K^*^0 n \), \( K^+ n \to K^0 p \).

Labelling the c.m. helicity amplitudes with a superscript for the \( \rho \) or \( K^* \) helicity and subscripts for the final and initial baryon helicity respectively, \( M_{\lambda', \lambda}^{l_i, l_f} \), the analysis goes as follows [78]:

There are six independent helicity amplitudes which can be chosen as

\[
M_{++}^{0}, \quad M_{+-}^{0}, \quad M_{--}^{0}, \quad M_{+-}^{+}, \quad M_{-+}^{+}, \quad M_{-+}^{-}.
\]

Their \( n \)-values are respectively \((n,x) = (0,0), (1,0), (1,0), (1,0), (0,2), \) and \((2,0)\). We consider here only pion exchange, so to assure dominance of \( \pi \)-exchange dependence consider only \(-t \lesssim 0.02\). At high energies the pion-exchange amplitudes with nucleon helicity flipped are a power of \( s \) higher than those with nucleon helicity unchanged, so we drop the three amplitudes with \( \lambda' \neq \lambda \).

We then have to consider \( M_0^{0}, M_+^{+} \) and \( M^-_{-} \). Near the forward direction the pole contributions go in general as \((t_0 - t)^{\frac{1}{2}(n+x)}\). Parity conservation at the vertices gives for the poles (but not for the full amplitudes) \( M_0^{0} = M_{-+}^{+} \). Because these have different \( n \), they are absorbed differently and are not expected to be equal experimentally.

Because \( M_{-+}^{+} \) has a pole part equal to the pole of \( M_{++}^{+} \), which is proportional to \( t \), \( M_{-+}^{+} \) (with \((n,x) = (0,2)\)) consists of a pole which evades, i.e., which is of the form \( t/(t - m_\rho^2) \), minus a large cut which does not vanish in the forward direction; \( M_{++}^{+} \) (with \((n,x) = (2,0)\)) behaves as \( t/(t - m_\pi^2) \) with a small cut. Meanwhile, \( M_0^{0} \) behaves as \((-t)^{\frac{1}{2}}/(t - m_\rho^2)\).

Crude speaking, after absorption \( M_0^{0} \) is proportional to \( m_\rho \sqrt{-t} \), \( M_{-+}^{+} \approx m_\rho^2 \) and \( M_{++}^{+} \approx t \). Thus \( M_0^{0} \) is the dominant amplitude, while \( M_{-+}^{+} \) has a sharp peak as illustrated in fig. 5d with the dip at \(-t \approx 0.02 \) and \( M_{++}^{+} \) vanishes as \( t \).

On the basis of these arguments we can make various predictions [78] for \(-t \approx 0.02\). We denote c.m. density matrix elements by \( \bar{\rho} \) and spin density matrix elements in the vector meson rest frame by \( \rho \). These predictions are:

1. \( \rho_{11} \) and \( \bar{\rho}_{11} \) \( d\sigma/dt \) have forward peaks
2. \( \rho_{00} \) and \( d\sigma/dt \) have forward dips
3. \( \rho_{11} \) \( d\sigma/dt \) is flat
4. \( \bar{\rho}_{-11}/\rho_{11} \) behaves like \(-t/m_\rho^2 \) for \(-t \approx m_\rho^2 \), reaching a value near \( +1 \) at \( t \approx -m_\eta^2 \). Since this quantity is equivalent to the photon asymmetry in charged photoproduction with polarized photons, we expect to find the vector dominance prediction well satisfied near \(-t = m_\rho^2 \) where the photon asymmetry is measured to be about 1.

1(vi) Consider the set of backward reactions that can only have \( I = \frac{1}{2} \) exchange, e.g., \( K^- p \to \Lambda \pi, \pi^- p \to \eta n \), etc. Since we know that \( \pi^+ p \to \pi^0 \pi^- \) is dominated by nucleon exchange and shows a deep dip near \(-u = 0.15 \), in SCRAM we can conclude that the dominant helicity amplitude has \( n = x = 0 \). If the \( N-\Lambda \) mass difference and \( \eta-\eta' \) mixing effects are unimportant, and if SU(3) can be assumed with the same \( \nu \) dependence for the F- and D-type couplings, then the helicity dependence of \( \eta NN \) and KNA will be the same as \( \pi NN \). In this case the \((n,x) = (0,0)\) amplitudes will dominate here too and give a deep dip.

1(vii) If the \( \omega NN \) and \( \rho NN \) couplings were known we could predict the cross
section for the process $K_2p \rightarrow K_1p$ (ref. [79]). Although the $\rho$NN vertices can indeed be rather well determined from study of other reactions, the $\omega$-couplings obtained from $\gamma p \rightarrow \pi^0 p$ and $\gamma p \rightarrow \eta p$ unfortunately are not as well determined by present fits. If the $\omega$NN charge coupling dominates as in the traditional lore, then the $n = 0$ amplitude for $K_2p \rightarrow K_1p$ dominates and one expects a dip in toward $-t \approx 0.2$, and no forward turnover; while if the tensor coupling is not small the $n = 1$ amplitude is not unimportant and there will be a forward flattening and a shallow dip or break moved outward toward $-t \approx 0.6$. In any case, $K_2p \rightarrow K_1p$ and $\gamma p \rightarrow \pi^0 p$ and $\gamma p \rightarrow \eta p$ are closely related and taken together will fix the $\omega$NN couplings.

4. ENERGY DEPENDENCE OF R-TYPE REACTIONS IN SCRAM

4.1. General results

In SCRAM a number of qualitative and semi-quantitative statements can be made without detailed parameter dependent calculations about the energy dependence of R-type or single Reggeon exchange processes including strong diffractive cuts. It is common [80] to describe the $s$-dependence with the function $\alpha_{\text{eff}}(t)$

$$\frac{d\sigma}{dt} \approx f(t) s^{2\alpha_{\text{eff}}(t)-2}, \quad (39)$$

where the fitting to $\alpha_{\text{eff}}$ is made, at present, in the region roughly 5-20 GeV/c.

It must be emphasized that the use of $\alpha_{\text{eff}}(t)$ is beset with snares. The actual cross section does not have an energy dependence $s^{2\alpha_{\text{eff}}-2}$; i.e., the left side of eq. (39) does not depend on $s$ as indicated by the right side. A reasonable definition of $\alpha_{\text{eff}}$ should require that if a theory agrees with experimental data that the theoretical and experimental $\alpha_{\text{eff}}(t)$ agree. We thus determine $\alpha_{\text{eff}}(t)$ from a theoretical cross section by making a best fit to (39) with use of the experimental errors, i.e., one minimizes

$$\sum \left( \beta s^{2\alpha_{\text{eff}}-2} - \frac{d\sigma/dt}{\Delta(d\sigma/dt)} \right)^2,$$

where $\Delta(d\sigma/dt)$ are the experimental errors, whether $d\sigma/dt$ is the theoretical or experimental cross section. It must be kept in mind that in both experimental and theoretical determinations, this procedure weights low energies (because the data is more accurate there) which is unfortunate (because our theories are less accurate there). Other methods of determining $\alpha_{\text{eff}}$ will weight theory at high energy and experiment at low energy; lack of agreement is not surprising.

In general each helicity amplitude is the sum over the contributions due to different allowed Reggeons, each contribution being the sum of pole and cut. The pole and cut are roughly $\pi$ out of phase at small $-t$, but may become relatively imaginary by $-t \approx 1$. Consider the cut due to compounding Reggeon exchange, with an energy dependence $s^{\alpha R(t)}$, and diffraction with
an energy dependence $s^{\alpha_V(t)}$. At given intermediate momentum transfers $t_1, t_2$, the energy dependence is given by $s^{[\alpha_R(t_1) + \alpha_V(t_2) - 1]}$. Let $t_R$ and $t_V$ be the kinematically allowed values of $t_1$ and $t_2$ which maximize the power of $s$. Then as $s \to \infty$ the energy dependence of the cut is given by [81]

$$M^C \approx \text{const.} \times \frac{s^{[\alpha_R(t_R) + \alpha_V(t_V) - 1]}}{\ln s}.$$  

(40)

For linear trajectories,

$$\sqrt{-t_R} = \frac{\alpha_V'}{\alpha_V + \alpha_R'} \sqrt{-t},$$

$$\sqrt{-t_V} = \frac{\alpha_R'}{\alpha_V + \alpha_R'} \sqrt{-t}.$$  

(41)

At current energies the distribution in angles will be more broadly spread, e.g., because the two scatterings will not be in the same plane. Thus the average values of $-t_1, -t_2$ are larger than (41). Another reason why (40) is not quite achieved is that the cut discontinuity vanishes at the branch point, i.e., the double scattering does not occur at angles which exactly maximize the $s$-dependence. As a result of these arguments and the $\ln s$ in (40) it is seen that the cut branch point $[\alpha_V(t_V) + \alpha_R(t_R) - 1]$ as a function of $t$ lies above $a_{\text{eff}}(t)$ of the cut and $\alpha_{\text{eff}}' = \frac{da_{\text{eff}}(t)}{dt}$ is positive even if $\alpha_V = \text{const}$. From these double scattering arguments we see that at small $-t$, $a_{\text{eff}}$ of the cut lies below $a_{\text{pole}}$ while for large $-t$, $a_{\text{eff}}$ of the cut lies above $a_{\text{pole}}$. Define $t'$ to be the value of $t$ at which this transition occurs. It turns out that $-t' \approx 0.1$ to 0.3, increasing with increasing $n$ and $x$.

The $a_{\text{eff}}$ for one helicity amplitude for Reggeon exchange (pole + cut) thus depends on whether $t \equiv t'$ and whether $|\text{pole}| \geq |\text{cut}|$. The two most important cases are sketched in fig. 7: for $x = 0$ (non-evasive) with $-t$ at the dip (where $|\text{cut}|$ begins to dominate $|\text{pole}|$) greater than $-t'$, and for $n = 0$, $x = 2$ (evasive) with $|\text{cut}| > |\text{pole}|$ throughout. For both curves $\alpha_V \approx 1$.

Fig. 7. Energy dependence in SCRAM of cross sections due to definite helicity flip $(n, x)$. In (a), for $x = 0$ (and any $n$), the pole dominates at small angles (inside $-t_{\text{dip}}$) and the cut at larger angles. At $t'$, $\alpha$ of the pole equals the effective $\alpha$ of the cut. In (b), $(n, x) = (0, 0)$ so that the cut dominates for $t$ inside $t_{\text{dip}}$, then the pole dominates, then at large $-t$ the cut dominates again. The rough effect of this complicated behavior is that $\alpha$ does not change rapidly.
The qualitative predictions are as follows:

\[ a_{\text{eff}}'(t) > a_{\text{R}}', \quad \text{for } x = 0, \quad (42) \]

for \(|t|\) smaller than its value at the dip. Meanwhile

\[ a_{\text{eff}}'(t) < a_{\text{R}}', \quad \text{for } x = 2. \quad (43) \]

4.2. Comparison with experiment

We will now discuss comparison with experiment and the uncertainties of the present theory. Two typical experiments will be considered: one with particularly large \( a_{\text{eff}} \), \( \pi N \) charge exchange, and one with small \( a_{\text{eff}} \), charged \( \pi \) photoproduction.

There is some evidence in \( \pi N \) charge exchange of the kink at the dip although it is not statistically significant [57, 58]. See fig. 8. However, measurements beyond the dip are not accurate and the theory is not expected to be good on this detail at low energies because of double Reggeon exchange contributions and perhaps \( t \)-channel unitarity effects. There is stronger evidence for this kink in \( \gamma p \rightarrow \pi^0 p \) (ref. [56]), fig. 9. (High energy \( \gamma p \rightarrow \pi^0 p \) at smaller angle should show \( a_{\text{eff}} \approx a_P \) pole.)

Aside from the detailed kink structure, the whole secondary maximum region in \( \pi N \) charge exchange has an experimental \( a_{\text{eff}} \) considerably smaller than theory, if \( a_Y' = 0 \) (non-shrinking diffractive scattering). It is quite possible to reduce \( a_{\text{eff}} \) so that it roughly agrees with the experimental \( a_{\text{eff}} \) if \( a_Y' \approx 1 \). However, that would cause trouble with charged \( \pi \)-photoproduction discussed below. We prefer to argue that double Reggeon exchange contributions (or lower trajectory or background contributions) are important at the lower energies or \( t \)-channel unitarity corrections to the \( n = 0 \) amplitude are important. (These would reduce \( a_{\text{eff}} \) of the large \( n = 0 \) cut in the region.

Fig. 8. \( a_{\text{eff}} \) for \( \pi \)-nucleon charge exchange. A kink in \( a_{\text{eff}} \) at \(-t \approx 0.6\), as predicted by SCRAM, is visible, although not statistically significant.
of the secondary maximum as discussed below.) Some evidence for the former is obtained by examining $\alpha_{\text{eff}}(t)$ calculated from data in the 4.6−18 and 5.9−18 GeV/c regions. The theory is insensitive to this small change in energy interval. The experimental $\alpha_{\text{eff}}$ rises significantly as the minimum energy is increased.

Charged $\pi$-photoproduction is largely evasive $\pi$-exchange at small $-t$, going over to large contributions from $\rho, A_2$ at larger $-t$. The net $\alpha_{\text{eff}}(t)$ should be rather constant near $\alpha=0$ for $-t \approx 1$ if $\alpha_V \approx 0$. At first the $\pi$-cut dominates, then $\rho, A$-pole, then $\rho, A$-cut. Qualitatively this prediction is just what is observed (fig. 10) (ref. [62]). The prediction would be less satisfactory if $\alpha_V \approx 1$; then we expect $\alpha_{\text{eff}} \approx \frac{1}{2}$ beyond $-t \approx -t' \approx 0.2$, which would be too large for experiment.

We conclude that if $\alpha_V \ll 1$, i.e., diffractive scattering is not shrinking rapidly, then the strong cut model predicts roughly constant $\alpha_{\text{eff}} \approx 0$ differential cross sections for processes with $\pi$-exchange in agreement with the remarkable experimental results. However, with the same model it is difficult to obtain a large enough $\alpha'_{\text{eff}}$ to agree with experiments on $\pi N$ charge exchange.

It has recently been argued by Fox [80] that this relatively poor fit to the larger angle data ($-t \approx 1$) for $\pi^- p \rightarrow \pi^0 n$ is a significant difficulty for a model such as ours. Such a view is, however, rather naive, because it is in the same angular region that known approximations are expected to fail, as mentioned above. For example, double-particle exchange effects are important and are known to go in the direction of improving agreement between experiment and theory. For example, if, instead of the "asymptotic" or diffractive part of the elastic scattering, one used the observed elastic scattering (presumably including particle exchange) in an absorption calculation the motion of pole-cut interference dips is to larger rather than smaller $-t$ in the 5 GeV/c region, eliminating the kink of fig. 6, and $\alpha_{\text{eff}}$ is significantly reduced. In addition, $t$-channel unitarity, discussed below, implies that the cut discontinuities must vanish at the branch point in the angular momentum plane [82]. It can be shown that this constraint is in fact satisfied for all

Fig. 9. $\alpha_{\text{eff}}$ for $\pi^0$ photoproduction. The kink and the higher $\alpha_{\text{eff}}$, as predicted by SCRAM, are clearly visible.
photoproduction amplitudes in our model and the \( n = 1 \) amplitude in \( \pi^- p \to \pi^0 n \), while it is violated for the \( n = 0 \) amplitude in \( \pi^- p \to \pi^0 n \). Thus the latter can be expected to receive significant modifications compared to the photoproduction amplitudes or the \( n = 1 \) amplitude in \( \pi^- p \to \pi^0 n \). For \( -t \approx 0.6 \) in \( \pi^- p \to \pi^0 n \) where the \( n = 0 \) amplitude is important, we consequently expect theory to show some disagreement with data, while the agreement between experiment and theory should be better for \( \gamma p \to \pi^0 p \). The data indeed is as we expect.

4.3. Energy dependence of the cut, \( t \)-channel unitarity

In this section we assume that \( a_V = 1 \), i.e., that \( T^{\text{eff}}(b) \) has no \( s \)-dependence. Then from eq. (29) we have

\[
M^C \approx \frac{1}{2} s \int dt \int db \ T^{\text{eff}}(b) A^P(b) J(b \sqrt{-t})
\]

\[
= \frac{1}{2} \int dt \int db \ T^{\text{eff}}(b) J_n(b \sqrt{-t}) \int dt' J_n(b \sqrt{-t'}) M^P(t').
\]

(44)

\( M^P(t') \) is given by eq. (27):

\[
M^P(t') = (-t')^{1/2}(n+x)(\frac{s}{s_0})^{\alpha_0 + \alpha't'} F_1(t'),
\]

(45)

where \( F_1(t') \) is a function which is finite at \( t' = 0 \), and can be expanded in a power series

\[
\sum_{j=0}^{\infty} C_j(t')^j.
\]

Similarly \( F_2, \ldots, F_5 \), used below are functions which are finite when their arguments vanish, and can be expanded in a power series. Thus the impor-
tant behaviour is explicitly exhibited. At high energies we are most inter-
ested in the highest power of $s$, which is obtained for $t' \approx 0$. Thus, the very
high energy behaviour is found by expanding $J_n(b\sqrt{-t'}) = (-t')^{2n} F_2(b, t')$.

We combine this result with eqs. (44) and (45), and carry out the $b$-inte-
gral. Defining $y = n + \frac{1}{2}x$, we get

$$M^C = \int_{-\infty}^{0} dt' (-t')^y \left( \frac{s}{s_0} \right)^{\alpha_0} + \alpha' t' \quad F_3(t', t),$$

$$= \int_{-\infty}^{\alpha_0} d\alpha (\alpha_0 - \alpha)^y \left( \frac{s}{s_0} \right)^{\alpha} \quad F_4(\alpha, t),$$

(46)

where the substitution $t' = (\alpha - \alpha_0)/\alpha'$ has been made. Carrying out the $\alpha$-in-
tegration by the replacement $x = (\alpha_0 - \alpha) \ln(s/s_0)$, we get

$$M^C = \left( \frac{s}{s_0} \right)^{\alpha_0} \frac{1}{(\ln(s/s_0))^{y+1}} \quad F_5\left( \frac{1}{\ln(s/s_0)}, t \right),$$

where, as mentioned above, $F_5$ can be expanded in a series of non-negative
powers of $1/\ln s$.

The $J$-plane singularity given by eq. (46) is a cut with a branch point at
$J = \alpha_0$. The discontinuity is proportional to the coefficient of $s^\alpha$ in (46) and
thus contains a factor $(\alpha_0 - \alpha)^{n+\frac{1}{2}x}$, vanishing at the branch point in the $J$-
plane if $n + \frac{1}{2}x > 0$. Therefore our cut obeys the Bronzan-Jones constraint
[82] *, except for $n = x = 0$. In principle, iteration of processes in the $t$-
channel ($t$-channel unitarity) also leads to a vanishing of the discontinuity at
the branch point for $n = x = 0$. Thus, phenomenological effects of $t$-channel
unitarity can probably be safely neglected except in this latter case.

4.4. **Duality and exchange degeneracy**

In the conventional Regge-pole models, a consistent set of assumptions
have been made. These assumptions include "duality", exchange degeneracy,
and the existence of wrong-signature zeros at negative $t$. It is widely be-
lieved that acceptance of any one of these assumptions precludes the possi-

bility of strong cuts. We show, in this section, that this belief is incorrect,
and in particular that slightly modified duality and exchange degeneracy are
consistent with strong cuts.

We first review the situation in the conventional models. "Duality" [83,84]

is the assumption that the imaginary part of the asymptotic amplitude (Regge
poles, in this case) is related to the low-energy resonance parameters in
such a way that when resonances exist the imaginary part of the high-energy
amplitude is large, and when there are no resonances it is small. When one
applies this assumption to exotic quantum number processes, i.e., those
without resonances, one concludes that the contributing Regge poles must

* The discontinuity should actually be singular at the branch point. Thus the above
result is not exact.
occur in pairs, one of each signature, with roughly the same trajectory, with the residue functions related in such a way as to make the imaginary part small. This pairing is known as exchange degeneracy. As an example, the \( \rho \) and \( A_2 \) are supposed to be degenerate.

Another related assumption is the existence of wrong-signature zeros at negative \( t \). We continue the example of the \( \rho \) and \( A_2 \). At \( \alpha = 0 \), the \( t \)-value of the \( A_2 \) trajectory is negative. As a result, the \( A_2 \) trajectory contains no spin-zero particle, and, since the signature phase \( e^{-\frac{1}{2}i\pi\alpha} \) is purely real at \( \alpha = 0 \), the imaginary part of the \( A_2 \) contribution vanishes there. Since the \( \rho \)-contribution is purely imaginary at \( \alpha = 0 \), if the exchange degeneracy assumption is adopted, the \( \rho \)-contribution vanishes at \( \alpha = 0 \), leading to a zero in \( \rho \)-dominated amplitudes [34, 35].

All these assumptions can be related to one more, namely that third double spectral function (3DSF) effects are weak. This is best understood by comparison with the opposite case, in which 3DSF's are important. It should be noted that there is no independent justification for this assumptions; a priori, one would expect the effects of all three double spectral functions to be comparable in size.

In SCRAM, 3DSF effects turn out to be large. In the first place, the absorption correction is a Regge cut, which requires the presence of a 3DSF [85]. Thus a strong cut is equivalent to a large 3DSF effect. Also, fixed poles are 3DSF effects.

SCRAM assumes that the Regge pole contributions have no zeros as a function of \( t \). This requires that their residues in the angular momentum plane have poles at nonsense wrong-signature points. These poles presumably arise by mixing with Gribov-Pomeranchuk fixed poles [37-39]. These poles are caused by the 3DSF; and cuts, also 3DSF effects, are required to prevent the Gribov-Pomeranchuk pole from becoming an essential singularity. Thus this aspect of SCRAM, namely that it has no wrong-signature zeros, also is equivalent to large 3DSF effects*.

An appropriate duality assumption can be made in the presence of strong cuts. The resonances must be related to the sum of poles and cuts, rather than to the poles alone. Thus, in those cases in which the imaginary part at low energies is small, there can be a large imaginary part in the pole contribution if it is cancelled by the cut contribution.

A quantitative formulation of duality is provided by the finite energy sum rules [87]. These sum rules can distinguish the approximate location and strength of singularities in the angular momentum plane, but cannot distinguish between a pole and a cut. This was explicitly shown in a calculation by Jackson and Quigg [88,45]. They showed that the finite-energy sum rule worked almost equally well for pole models and for pole + cut models. They found that, the better the high-energy fit to the data was, the better the sum rule worked, independently of the nature of the \( j \)-plane singularity.

The modification needed in duality in the presence of strong cuts leads to a modification of exchange degeneracy. In order for duality to work for

* The large strength of the Gribov-Pomeranchuk fixed pole is determined using the Schwarz sum rules [86].
exotic quantum number processes, the $\alpha$-values for the relevant trajectories must still be close together, at least at small $-t$, but the residues are not related in the same way as in the pure pole case, since cuts must be included. In particular, there is no condition that the residue of a Regge pole must vanish at wrong-signature points. The "simplicity mechanism" [32] is consistent with duality and exchange degeneracy in the presence of strong cuts.

Thus, the assumptions of duality and exchange degeneracy can be made in a consistent fashion either in a pure Regge pole model or in a model with strong cuts. This consistency is extended by the importance of third double spectral function effects, which are unimportant in the pure pole models, and important in SCRAM. The consistency, of course, does not establish that the duality assumption is correct. It is equally consistent to not have duality in either of the models. In any case, however, duality has nothing direct to say on the choice between the conventional models and SCRAM.

We remarked above that the conventional model $V$, suggested by exchange degeneracy, was the closest to SCRAM, in that it had one zero per amplitude for vector meson exchange, although the positions of the zeros were incorrect in the $V$-model. The connection between $V$ and SCRAM might be related to duality. It is not possible at present, however, to make any firm statements on the connection.

We would like to thank Nigel Buttimore, Geoffrey Fox, Robert Kelly, David Richards and Roy Schult for helpful comments.
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