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The relative detection efficiency of gamma-ray full energy peaks in the energy region 20–100 keV was determined using a modified pair-point method. An overall accuracy of 15% was obtained in this energy region.

1. Introduction

A method often used in the calibration of the relative detection efficiency for a Ge(Li) detector is the pair-point method. This method relies on the values of relative gamma-ray emission rates for pairs of gamma rays; from a comparison of the full energy peak areas and using the known emission rates, the relative detection efficiency can be determined. This method is generally limited to energies above 100 keV. However, using a modified pair-point technique described below, it can be extended to lower energies. Instead of utilizing a source which yields a pair of gamma rays with known emission rates, a source is used which involves de-excitation from only one level in the daughter nucleus. A comparison is then made of the relative peak areas of the gamma ray and the K X-rays which follow the internal conversion process. With a knowledge of the internal conversion coefficient and fluorescent yield, the “relative emission rates” of the gamma ray and K X-rays can be determined. (If the source decays by electron capture, corrections must be made.) By this technique, the lower limit of a calibration curve can be extended downwards to about 20 keV.

2. Experimental arrangement

2.1. Ge(Li) SPECTROMETER

The Ge(Li) spectrometer consisted of the following components: an Ortec 4 cm² × 0.5 cm detector-cryostat; a Tennelec TC-130 preamplifier and TC-200 amplifier; and a Victoreen (SCIPP) 1600 channel pulse...
height analyzer. The TC-130 and TC-200 units were modified to include pole-zero cancellation.

2.2. SOURCES

The radioactive sources used for this calibration were $^{109}$Cd, $^{137}$Cs, $^{139}$Ce, $^{176}$Lu and $^{198}$Au. The first three of these were purchased commercially; the latter were produced by neutron irradiation in the Ford nuclear reactor. For the calibration, the sources were prepared in a standard manner; the radioactive source material was placed in the depression of a small lucite disk with an eyedropper after having been dissolved or suspended in a liquid. When the liquid was evaporated, the source was covered with scotch tape. Only with the gold source was this procedure modified; the gold solution was placed in a specially prepared glass disk rather than a plastic one since the gold sample was dissolved in aqua regia.

3. Determination of relative detection efficiency

The probability for K X-ray emission following an internal conversion $T_{KX}(IC)$ is related to the probability for gamma emission $T_{\gamma}$ by

$$ T_{KX}(IC)/T_{\gamma} = \kappa K \omega K, $$

(1)

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data used in a determination of the fraction of X-rays associated with the internal conversion process.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Isotope</th>
<th>K-shell conversion coefficient</th>
<th>K-shell fluorescent yield</th>
<th>Electron capture ratio</th>
<th>Ratio of (L+M+...)/K conversions</th>
<th>Rel. emission rates $T_{KX}(IC)/T_{\gamma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{109}$Cd</td>
<td>$11.0 \pm 0.3^a$</td>
<td>0.84</td>
<td>0.228 ± 0.003$^a$</td>
<td>1.25 ± 0.13$^a$</td>
<td>9.24 ± 0.27</td>
</tr>
<tr>
<td>$^{139}$Ce</td>
<td>$0.2142 \pm 0.0015^b$</td>
<td>0.91</td>
<td>0.37 ± 0.02$^d$</td>
<td>0.146 ± 0.010$^e$</td>
<td>0.1949 ± 0.0038</td>
</tr>
<tr>
<td>Isotope</td>
<td>Prob. for K X-rays due to elec. cap. per elec. cap. $T_{KX}(EC)/T(EC)$</td>
<td>Ratio of prob. for elec. cap. to prob. for gamma emission $T(EC)/T_{\gamma}$</td>
<td>Ratio of prob. for K X-ray due to elec. cap. to prob. for gamma emission $T_{KX}(EC)/T_{\gamma}$</td>
<td>Fraction of K X-rays due to int. conv. $T_{KX}(IC)/T_{KX}$</td>
<td></td>
</tr>
<tr>
<td>$^{109}$Cd</td>
<td>0.684 ± 0.013</td>
<td>25.8 ± 1.7</td>
<td>17.6 ± 1.2</td>
<td>0.344 ± 0.017</td>
<td></td>
</tr>
<tr>
<td>$^{139}$Ce</td>
<td>0.66 ± 0.16</td>
<td>1.246 ± 0.017</td>
<td>0.82 ± 0.22</td>
<td>0.192 ± 0.006</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Ref. 2); $^b$ Weighted average$^9$; $^c$ Ref. 4); the errors were considered to be 2%; $^d$ Ref. 5); $^e$ An average of results taken from $^8$.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data used in the detection efficiency calibration.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Isotope</th>
<th>X-ray and gamma-ray energies</th>
<th>K-shell conversion coefficient</th>
<th>K-shell fluorescent yield</th>
<th>Rel. emission rates $T_{KX}(IC)/T_{\gamma}$</th>
<th>Avg. full energy peak area ratio $A_{X}/A_{\gamma}$</th>
<th>Full energy peak efficiency ratios $RDE_{KX}(IC)/RDE_{\gamma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{109}$Cd</td>
<td>22.7</td>
<td>11.0 ± 0.3$^f$</td>
<td>0.84</td>
<td>9.24</td>
<td>3.297 × 0.344$^i$</td>
<td>0.123 ± 0.015</td>
</tr>
<tr>
<td>$^{137}$Cs</td>
<td>88.033$^a$</td>
<td>32.9</td>
<td>0.09 ± 0.003$^g$</td>
<td>0.89</td>
<td>0.0801</td>
<td>1.341</td>
</tr>
<tr>
<td>$^{139}$Ce</td>
<td>661.632$^b$</td>
<td>34.2</td>
<td>0.2142 ± 0.0015$^g$</td>
<td>0.91</td>
<td>0.1949</td>
<td>1.098 × 0.192$^i$</td>
</tr>
<tr>
<td>$^{176}$Lu</td>
<td>165.856$^e$</td>
<td>57.1</td>
<td>1.28 ± 0.06$^h$</td>
<td>0.94</td>
<td>1.203</td>
<td>1.175$^j$</td>
</tr>
<tr>
<td>$^{188}$Au</td>
<td>411.795$^e$</td>
<td>72.5</td>
<td>0.0302 ± 0.003$^e$</td>
<td>0.96</td>
<td>0.0290</td>
<td>0.600</td>
</tr>
</tbody>
</table>

$^a$ Ref. 9); $^b$ Ref. 10); $^c$ Ref. 11); $^d$ Adopted value, ref. 12); $^e$ Ref. 13); $^f$ Ref. 5); $^g$ Weighted average, ref. 3); $^h$ Average of results cited in 14); $^i$ Ref. 9); $^j$ Corrected for contributions other than those associated with the conversion of the 88 keV transition; $^k$ Average K X-ray energies taken from 13); $^l$ The fraction of X-rays associated with the internal conversion process (table 1).
where \( \alpha_k \) is the internal conversion coefficient and \( \omega_k \) is the K fluorescent yield. The relative detection efficiency \( \text{RDE} \) of the X-rays is related to the \( \text{RDE} \) of the gamma-rays by

\[
\text{RDE}(X) = \text{RDE}(\gamma) \cdot \left( \frac{A_X}{A_\gamma} \right) \cdot \left( \frac{T_\gamma}{T_{\text{KX}}(\text{IC})} \right),
\]

(2)

where \( \frac{A_X}{A_\gamma} \) is the ratio of peak areas of K X-rays to gamma-rays. The peak area as it is used here has been defined previously; briefly it is \( A = \sum (N_i - B_i) \) where \( N_i \) are the actual number of counts in channel \( i \) and \( B_i \) are the background counts in that channel. (In the present work \( B_i \) is determined by the straight line separating the peak from the background distribution.)

If the decay is by electron capture, then one must determine what fraction of the observed X-rays are associated with the internal conversion process. The ratio of probabilities for K X-rays associated with electron capture \( T_{\text{KX}}(\text{EC}) \) to gamma transitions is given by

\[
T_{\text{KX}}(\text{EC})/T_\gamma = \frac{T_{\text{KX}}(\text{EC})/T_{\text{EC}}}{T_{\text{EC}}/T_\gamma},
\]

(3)

where

\[
T_{\text{KX}}(\text{EC})/T_{\text{EC}} = \frac{\omega_k}{(1 + \varepsilon_{\text{LMN}}/\varepsilon_k)}
\]

(4)

and

\[
T_{\text{EC}}/T_\gamma = 1 + \alpha_k \{ 1 + (L + M + ...) / K \}.
\]

(5)

Using relations (1) and (3) the fraction of the observed X-rays associated with internal conversion is easily obtained.

The calibration curve in the region 20–700 keV is shown in fig. 1. Since a calibration curve was already established in the energy region above 100 keV, the \(^{137}\text{Cs} \), \(^{139}\text{Ce} \) and \(^{198}\text{Au} \) points were placed first. The \(^{109}\text{Cd} \) and \(^{176}\text{Lu} \) points were then placed so that a smooth curve could be drawn through the set. The pertinent data for the calibration are given in tables 1 and 2. In fig. 1 the horizontal bars through the points show the range of energy of the K X-rays. The errors in fig. 1 and table 2 are based on the specified uncertainties of the quantities used to calculate the relative detection efficiency. Corrections due to source thickness are not included. However, the errors due to source absorption (even in the more unfavorable cases) are probably of the order of 5% or less*. Consequently, the overall uncertainty in the portion of the curve from 20–100 keV is about 15%.
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* For example, if a Cd absorber 0.001 cm thick was placed in a beam of 20 keV X-rays, approximately 13% of them would be absorbed or scattered. If a Cd source had the same thickness, then the absorption of X-rays emitted normal to the surface would be reduced to about 7%. The thickness of the \(^{109}\text{Cd} \) source used in this calibration did not exceed 0.001 cm.