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ABSTRACT

SINGLE-SERVER QUEUEING SYSTEMS WITH FEEDBACK

by

Gilles Roland Davignon

Chairman: Ralph L. Disney

This investigation is concerned with queueing systems in which units may return to the waiting lines for another period of service. Units of different types arrive to the system according to a Markov renewal process. The service process is renewal-type where the probability distribution of service times depends only on the type of unit. After a service completion, the unit either leaves the system or feeds back at the end of the lines according to a stochastic rule. In the case where there are several types of units present at the same time in the system, the service discipline uses priority rules.

The objective throughout the dissertation is the characterization of the operating processes: the queue length, the busy cycle, the output process and the departure process. Under stationary conditions, results are of two kinds. In some cases, there exists an equivalence between queueing systems with feedback and queues without feedback. In the case of no such equivalence, queueing systems with feedback are modelled directly.

Another objective is to relate queueing systems with feedback to some applications. At present, queueing systems with feedback are used to model computer time-sharing systems. Other applications can be found within health care systems and in the manufacturing industries.
"How can it be that mathematics, being after all a product of human thought independent of experience, is so admirably adapted to the object of reality?"

Albert Einstein
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CHAPTER 1

INTRODUCTION

This dissertation explores the characterization of a particular queueing system. In the first section, the framework is established together with the motivation leading to the kind of analysis used. Then, section 1.2 states the problem and enumerates the random processes to be studied. A literature survey follows, establishing the originality of the work. In section 1.4, the main results are stated in relation to the ones already known. The chapter ends with a word on the organization used throughout.

1.1. BACKGROUND REMARKS

A queueing network is a collection of service facilities, decomposition switches and recomposition nodes, interrelated by a set of paths which direct the flow of units. The arrivals of units to the network are subjected to random variations. In general, they form a random process. Services are also subjected to random variations. Again, the sequence of service time in each facility is represented by a random process. The behavior of decomposition switches and recomposition nodes can be probabilistic.

The main purpose of studying queueing networks is to characterize their behavior through operating processes. There are basically four
operating processes: the queue length process, the departure process, the busy cycle process and the waiting time process. From these operating processes, one is able to obtain operating measures such as means and variances.

In the analysis of queueing networks, there are two basic approaches. On one hand, the network is considered as one entity. The object is to characterize the behavior of units through the different parts of the network (Beneš [1962a, 1962b]). On the other hand, the network is first broken down and separated into subnetworks and then each part is studied independently with the understanding that a departure stream from a subnetwork becomes the input stream to another subnetwork. To carry out this analysis, through separation, one needs to characterize explicitly the departure process from every subnetwork.

Basically, the separation of a queueing network generates three classes of problems. The first one is a classical queueing theory problem: given the arrival process and the service process, one studies the operating processes of each service facility (Takács [1962], Saaty [1961], Cohen [1969]). The second group of problems is related to the stochastic decomposition of a stream into several other streams; here one characterizes the decomposed processes (Çinlar [1965]). The third class of problems analyzes the recomposition of streams; in the case where the streams are independent Markov renewal processes and the recomposition takes the form of a superposition, the problem has been fully analyzed by Cherry [1972].
A particular queueing network or subnetwork obtained by a first separation could be a single server queueing system with a feedback mechanism. In such a subnetwork, units to be served wait in front of the server and are given service one by one according to a service discipline. After being served, units encounter the feedback mechanism, which either recycles the unit for another service or discharges it into the departure stream. The feedback mechanism is considered to be a stochastic decomposition switch. Figure 1.1 illustrates the situation.

![Feedback Process Diagram](image)

**Figure 1.1.** A queueing system with feedback

There are several levels of complexity among feedback mechanisms. The simplest one is a Bernoulli switch, where the probability for a unit to receive another service is independent of any other event. The next level of difficulty is a Markovian switch, where the probability for a unit to feedback or not depends only on whether or not the previous unit fed back or not. Other levels of complexity are such that the decision whether or not to feedback a particular unit is based on the increments in the queue length, the amount of service the unit has just received and possibly the type of unit being switched.

Possibly, there are two ways to analyze queueing systems with feedback. On one hand, there might exist an "equivalence" between
a queueing system with feedback and a queue without feedback. In this case, one could use known results to analyze the system completely. This possibility will be fully explored in chapter 2. On the other hand, one could analyze the queueing system with feedback directly. This approach will be taken in chapter 3.

The main objective throughout this dissertation is the characterization of the operating processes of a queueing system with feedback. This objective is motivated mainly from a queueing network point of view. If one separates a network into subnetworks, one needs to characterize the flow in every subnetwork in order to say something about the flow throughout the network.

A secondary objective is to relate queueing systems with feedback to some applications. At present, queueing systems with feedback are often used to model computer time-sharing systems. Other applications can be found within health care systems and in the manufacturing industries.

1.2. DESCRIPTION OF THE PROBLEM

Figure 1.1 illustrates the flow of units through a queueing system with feedback and the following discussion refers to that figure. A formal description of the problem will be given in section 2.1.

The arrival process is assumed to be a Markov renewal process over a finite state space. Two particular cases of this arrival process
will be considered: the case when there is only one type of unit and the case when the arrival process is composed of independent Poisson streams.

The sequence of service times is assumed to form a renewal process for each type of unit. This will be defined to form a renewal-type process. Moreover, the times to perform services are independent of any other event.

Units are given service one by one. Upon completion of service, units join the output stream. While a unit is in the output stream, one would refer to it as an output. At feedback mechanism B, a decision is made whether or not to feed back a particular output. This decision is stochastic in nature and depends on the increments in the queue length, the amount of service the unit has just received, the type of unit and whether the previous output had fed back or not. If an output does feed back, it joins the feedback stream and immediately reenters the queues at recomposition node A. If the output does not feed back, it joins the departure stream and leaves the system forever. When the output leaves the system, it is referred to as a departure.

The feedback is assumed to be instantaneous; that is, there is no delay between the decision to feed back at B and the reentry at A. Moreover, since service times are considered to form a renewal-type process, it follows that the output epochs are convenient places to embed the random processes describing the behavior of the system.
This study is concerned with the characterization of the flow of units, under stationary conditions, through the queueing system described above. More specifically, the output process is fully analyzed. From the output process, one studies the queue length process, the departure process and the feedback processes. The busy cycle process is also investigated. The waiting time process presents special difficulties, which are discussed in section 2.4.

1.3. LITERATURE REVIEW

The concept of a queue with feedback was introduced by Takas [1963]. Queueing systems with feedback were also treated earlier, but in very special cases. This was the case for Finch [1959] and Jackson [1957,1963]. In fact, published research on queues with feedback has been very limited in the area of queueing theory. Models of computer time-sharing systems are applications where studies of queues with feedback have generated interest in the last eight years.

Early studies of queueing networks which include feedback seem to be those of Jackson [1957,1963]. Considering a finite number of service facilities, arrivals are assumed to be Poisson streams, with possible arrivals to each service facility from outside the network. The service times are exponentially distributed with parameter $u_i$ for server $i$. All waiting capacities are infinite. When a unit completes its service at service facility $i$, it is sent to service facility $j$ with probability $p_{ij}$ independent of any history of the network. For $i=j$, the service facility $i$ can be considered a particular case of our
queueing system with Bernoulli feedback. In his paper, Jackson [1963] considers the arrival parameters and service parameters of each service facility to depend on the state of that server. It is shown that the state probabilities for the network can be written as the product of the state probabilities for each service facility as though each service facility had Poisson arrivals and exponential service times. This is not surprising, due to Burke's theorem (Burke [1956]) and the superposition and decomposition of Poisson streams. In this model, the forgetfulness property of the exponential distribution plays an important role.

Finch [1959] describes cyclic queues in which units pass in turn through a series of servers to return to the initial server. Moreover, there is an upper limit on the number of units in the system at any time. The concept of feedback is related to this system in two different ways. First, there is the terminal feedback; that is, when a unit completes service at the last server there is a probability $p_j$ that the unit will return to the queue at the $j$-th server. Second, there is the service feedback; that is, on completion of a service at station $j$, there is a probability $p_{ij}$ that the unit will return to the queue at the $j$-th server. In the analysis of these two kinds of feedback, Finch assumes Poisson arrivals and exponential service times. Under stationary conditions, he finds the joint probability of the number of units at every service stage. The fundamental assumption of his paper is that the $p_j$'s are independent of the state of the system and of any event.
A somewhat more theoretical development is made by Takács [1963], who considers a general probability distribution for service times and Poisson arrivals. Basically, the model considered by Takács is the one shown in figure 1.1. Again, it is assumed that after being served, each unit either feeds back with probability p or departs with probability 1−p. Moreover, these events are independent of any event involved. In his paper, Takács finds the stationary distribution of the queue length and the conditions under which such a distribution exists.

In the area of computer systems, several models have been proposed, two of which are particular cases of queueing systems with feedback: round-robin models and foreground-background models. McKinney [1969], Chang [1970] and more recently Wyszewianski [1974] reviewed in detail the literature concerning these models. It suffices to glance through the Journal of ACM from 1971 to 1973 to be convinced that these models appear in literature with increasing frequency. An extended discussion of them will be presented in section 4.6.

1.4. MAIN RESULTS

The literature review of the preceding section raises two considerations. First, published reports on queueing systems with a feedback mechanism are rare outside of the computing literature. Second, the structuring models needed to characterize operating processes of queueing systems with feedback are also nonexistent. Therefore, this
dissertation proposes a unifying structure that can be used to analyze
queueing systems with feedback. Moreover, the structure can be used
to treat priority queues, queueing systems with complex feedback mech-
anism and more importantly, departure processes from these queueing
systems.

Necessary and sufficient conditions are found for the existence
of an "equivalent" single-server queueing system without feedback.
Moreover, it is found that there is only a limited number of queueing
systems with feedback for which there are such equivalent systems.
The queueing model studied by Takács [1963] is one such system.

The model for queueing systems with feedback developed in this
dissertation is a generalization of both the arrival process and the
feedback mechanism of the model studied by Takács [1963]. Moreover,
by particularizing our results, we obtain Takács results and some new
ones: the busy cycle process and the output process, as well as the
departure process.

The importance of studying departure processes has been stressed
in section 1.1. One may recall that the characterization of the depart-
ture process from queueing systems is useful in the study of queueing
networks. Moreover, it is found that the characterization obtained
here is a generalization of results published by Vlach [1969].

This dissertation presents also a model for priority queues
when the arrival process is composed of independent Poisson streams.
Hence, by particularizing the model studied here to the no feedback
case, we obtain results previously found by Miller [1960]. Furthermore,
our model gives a characterization of the departure process for priority
queues, which appears to be new.
The structure of the feedback mechanism in our model is such that it can be particularized to study some computer time-sharing systems. Among these models for computer time-sharing systems there are the round-robin feedback studied by Coffman [1968] and the foreground-background feedback (McKinney [1969]). From the formulation presented here, we obtain the same results previously found by Coffman and some new ones.

1.5. ORGANIZATION

This dissertation is organized into five chapters and one Appendix. Each chapter is divided into sections. In order to keep track of chapters and sections, a two-part numbering scheme n.m is used throughout where n indicates the chapter and m the section. The Appendix is divided into two sections, labelled A.1 and A.2. Definitions, lemmas, propositions, remarks and theorems are numbered consecutively in each chapter and the Appendix. The numbering scheme n.p where n indicates the chapter or the Appendix and p the entity in question is used. Figures are also numbered consecutively in each chapter and the Appendix with the same numbering scheme. Equations, which appear solely in the statement of a theorem or in its proof, are referenced, whenever needed, by a number enclosed within parentheses, appearing at the left of the equations. Assumptions for the queueing model are identified by the capital letters A through H; they are listed in section 2.1 and are referred to by these letters. Bibliographic references are indicated by the name of the author followed by the
year of publication enclosed within brackets. In the case of multiple publications in a single year, a lower case letter is used as a further identifier.

In chapter 2, the problem of queueing systems with feedback is formally introduced. After a description of the assumptions, the question of the existence of an "equivalent" system without feedback is addressed. An illustration of a case where such an equivalence exists is presented. The problems raised in studying the waiting time process are discussed. In the last section, the random processes to be studied further are described.

In chapter 3, analysis of queueing systems with a general feedback mechanism is presented. First, the output process is explored at length and several known processes are studied from it. Second, the important particular case in which the arrival process is composed of independent Poisson streams is studied. A method to determine the stationary conditions is given.

Chapter 4 illustrates the method introduced in the preceding chapter for two independent Poisson streams. Results concerning the round-robin feedback and the foreground-background feedback are given.

In chapter 5, a summary of the results obtained on queueing systems with feedback is presented. Future studies and related topics are briefly discussed. Finally, the dissertation concludes on the value of the research.
CHAPTER 2

THE FEEDBACK PROBLEM

This chapter formally introduces the feedback problem encountered in queueing systems. The concept of feedback that was introduced in chapter 1 is formally defined together with the arrival process and the service process. In the first section, basic assumptions about the queueing model are stated.

Section 2.2 investigates the existence of an equivalent queueing system without feedback. It is shown that such an equivalence exists for only a limited number of queueing systems. As will be shown, the M/G/1 queue with state-dependent feedback is an example for which there exists an equivalent queueing system without feedback.

A difficult problem in the analysis of queueing system with feedback is the waiting time process. In section 2.4, the problem is discussed for a somewhat restricted case.

The chapter concludes with a summary of the random processes to be analyzed in chapter 3.

2.1. ASSUMPTIONS OF THE MODEL

For the model to be considered in this dissertation, arrivals are distinguished on the basis of their type. Different types of units receive different services and will be subject to different stochastic
feedback decisions. It is possible, therefore, to consider the queueing system as having several queues served by a single server, each queue being formed by units of the same type in the order of their arrival. For convenience, only a finite number of types is considered. A service discipline is established by using the type of arrivals as a priority rule.

Figure 1.1 gives an illustration of the flow of units through the queueing system with feedback. Because of the stochastic switch, the order of units in the arrival stream is not necessarily the same as in the input stream. This observation also holds for the departure stream. Furthermore, the decision whether or not to feed back a unit after its service suggests the sequence of service completion epochs as convenient places to embed the operating processes. The basic notations and assumptions of the queueing system with feedback follow.

Units arrive at epochs \( \tau_1 < \tau_2 < \ldots < \tau_m < \ldots \). If \( Z_m \) denotes the type of the \( m \)-th arrival and \( X_m = \tau_m - \tau_{m-1} \) represents the time between the \((m-1)\)-st and the \( m \)-th arrivals with \( \tau_0 = 0 \), then the sequence \( \{Z_m, X_m\} \) will be called the arrival process. The different types of arrivals form the state space of the arrival process.

**Assumption A.** The arrival process \( \{Z_m, X_m\} \) is a Markov renewal process over the ergodic state space \( \{1, 2, \ldots, b\} \). Moreover, the stationary transition probability, \( A_{hk}(x) = \Pr\{Z_m = k, X_m < x | Z_{m-1} = h\} \), is such that \( A_{hk}'(x) \) exists for all \( x > 0 \), \( A_{hk}(0+) = 0 \) and \( \sum_{k} A_{hk}(\infty) = 1 \) for \( h, k = 1, 2, \ldots, b \).

Let the probability distribution of the interarrival time \( X_m \) be \( B_h(x) = \sum_k A_{hk}(x) \) for \( h = 1, 2, \ldots, b \). Furthermore, let \( a_{hk} = A_{hk}(\infty) \) be the transition probabilities of the underlying Markov chain \( \{Z_m\} \).
We denote this arrival process by \( \text{MR}_b \). There are two important particular cases of the above arrival process. In the case \( b=1 \), there is only one type of arrival and the arrival process is then renewal (GI). There is also the case where the arrival process is the superposition of \( b \) independent Poisson streams with parameters \( \lambda_k (k=1,2,\ldots,b) \); one denotes this arrival process by \( \text{M}_b \).

Let \( S_n \) be the length of the \( n \)-th service and \( Z'_n \) be the type of the unit which received the \( n \)-th service. The sequence \( \{ S_n | Z'_n \} \) will be called the service process.

**Assumption B.** The service process \( \{ S_n | Z'_n \} \) is a renewal-type sequence over the state space \( \{1,2,\ldots,b\} \). Moreover, the stationary probability,

\[
H_r(x) = \Pr(S < x | Z'_n = r), \quad \text{is such that} \quad H_r(0+) = 0, \quad H_r(\infty) = 1,
\]

\[
\overline{S}_r = \mathbb{E}[S_n | Z'_n = r] < \infty \quad \text{and} \quad \overline{V}_r = \mathbb{V}[S_n | Z'_n = r] < \infty \quad \text{for} \quad r = 1,2,\ldots,b.
\]

One denotes the service process by \( \text{G}_b \). When \( b=1 \), the service process becomes renewal (G) and the probability distribution is then noted by \( H(\cdot) \). Let service completions occur at epochs \( t_1 < t_2 < \ldots < t_n < \ldots \). \( \{ t_n \} \) is the sequence of output epochs. One defines \( N_n = N(t_n + 0) \) to be the vector of queue lengths at \( t_n + 0 \), the entry \( N_{n}^{c} \) denotes the number of type-\( c \) units in the system, excluding the fed back unit whenever the \( n \)-th output feeds back.

Associated with the \( n \)-th output, the random variable \( Y_n \) is defined as follows:

\[
Y_n = \begin{cases} 
0 & \text{if the } n \text{-th output departs;} \\
v & \text{if the } n \text{-th output feeds back into type-} v \\
\text{units (} v=1,2,\ldots,b \text{).}
\end{cases}
\]
The value that $Y_n$ takes is referred to as the output status of the $n$-th output. The state of the system at $t_n+0$ is $Y_n = u$ and $N_n = i = [i_c]$, with the understanding that the queue length of type-c units is $\delta_{uc} + i_c$. The sequence $\{Y_n\}$ is called the switching process and is determined by the following

**Assumption C.** The output status depends only on the previous output status, the increments in the queue lengths, the amount of service the unit has just received and the type of unit receiving the service.

Moreover,

$$\Pr(Y_n = v | Y_{n-1} = u, N_{n-1} = i, S_n = y, Z_n = r) = \begin{cases} p_{0v}(i, r; y) & \text{if } u = 0 \& i = 0, \\ p_{uv}(e, r; y) & \text{otherwise}; \end{cases}$$

where $e = [j_{c}, -\delta_{rc}, -\delta_{uc}]$, are such that the following three conditions are satisfied:

1. $p_{u0}(0, r; y) > 0$ for some $y > 0$, $u = 0, 1, \ldots, b$ and $r = 1, 2, \ldots, b$;

2. for every vector $e$, there exists a vector $d \geq e$ such that $p_{00}(d, r; y) > 0$ for some $y > 0$ and $r = 1, 2, \ldots, b$;

3. for every $v = 1, 2, \ldots, b$, there exists a vector $e \geq 0$ such that $p_{0v}(e, r; y) > 0$ for some $y > 0$ and $r = 1, 2, \ldots, b$.

Condition 1 implies that there is a non-zero probability of a unit departing. Otherwise, every unit would feedback. If $p_{u0}(e, r; y) = 1$ for every $u, e, r, y$, one obtains queueing systems without feedback.

Without loss of generality, take one vector $e$, in condition 3, to be
the zero vector; in which case, conditions 1, 2 and 3 guarantee that every state of the process will be visited.

To be explicit, one would use the term state-dependent feedback to mean a dependency on the queue lengths $N_{n-1}$ and $N_n$. Otherwise, the term feedback would mean that there might be or not a dependency on these queue lengths.

Concerning the time between service completions and the reentry of a feedback unit, one states

**Assumption D.** There is no delay in feeding back a unit.

After a service completion, the next unit to be served is chosen according to the following service discipline.

**Assumption E.** Whenever there is no unit in the system just after the (n-1)-st output, the server remains idle until the first arrival; which arrival determines the type of unit receiving the n-th service, $Z_n'$. In the case where the system does not become empty after $t_{n-1}$, the next unit to be served is chosen from the non-empty queue having the lowest type index; that is, $Z_n' = r$ where $r = \min_{c \in \{1, 2, \ldots, b\}} c : i > 0, c = 1, 2, \ldots, b$. Among units of the same type, the service discipline is first-come first-served.

The additional three assumptions are also made.

**Assumption F.** At epoch $t_0$, a service completion occurred and the corresponding unit left the system. Moreover, the initial queue length probabilities are given to be $Pr[N_0 = i | Y_0 = u] = \delta_{u_0} \delta_0(i)$.

**Assumption G.** There exists an infinite capacity for each type of unit in front of the server.
Assumption H. There is only one server.

From now on, the queueing system with feedback to be referred to throughout this dissertation is the model which satisfies the above assumptions. Therefore, one states

Definition 2.1. An $\text{MR}_b/G_b/1$ queue with feedback is a queueing system satisfying assumptions A through H.

2.2. THE EXISTENCE OF AN EQUIVALENT QUEUEING SYSTEM WITHOUT FEEDBACK

Given the $\text{MR}_b/G_b/1$ queues with feedback defined in section 2.1, one would like to study the existence of an equivalent queueing system without feedback such that operating processes of the former system and operating processes of the latter system give the same measures. As will be shown, the existence of such an equivalent queueing system without feedback depends first on the operating process itself and second on the particular queueing system with feedback.

If the operating process is the queue length process or the busy cycle process or the departure process, then this process is independent of the service discipline stated in assumption E and feedback units may be given service priority. Hence, the service process and the feedback mechanism can be joined together to constitute a new service facility. In this way, one can produce a queueing system without feedback which is equivalent to the feedback case with respect to these operating processes. Two definitions are now in order.

Definition 2.2. A $G$-server queue is a queueing system such that the sequence of service times form a renewal process and is independent of the arrival process.
Definition 2.3. Two queueing systems are said to be equivalent with respect to an operating process whenever the operating process of one can be derived from the operating process of the other.

In the case where there exists an equivalent queueing system without feedback, we will say that there exists a transformation which converts a given operating process for a queueing system with feedback into a corresponding operating process for the equivalent queueing system without feedback.

When the operating process is the waiting time process, it does not appear possible to obtain an equivalent queueing system without feedback. In section 2.4, the waiting time process for a particular queueing system with feedback will be studied to further illustrate this point.

In the case where a transformation does exist, it is explicitly characterized by finding the probability distribution of total service times. The total service time is the sum of all service times received by a single unit. This characterizes the service process of the equivalent queueing system without feedback. Therefore, one can study operating processes of this equivalent system and the results can be transformed back in terms of the service process and the feedback mechanism of the original queueing system. However, this method does not give any properties for either the output process or the feedback process. In section 2.3, an illustration is presented and the transformation is explicitly found.
To characterize the total service times of the new service facility, one needs to convolve several service times which depends on the type of unit being served. In turn, the type of unit might also be an output status. Furthermore, the output status might depend on the type of unit being served as well as on the increment in the queue lengths. Therefore, one can state the following important result.

Theorem 2.4. When the operating process is either the queue length, the busy cycle or the departure process; any \( MR_b/G_b/1 \) queue with feedback is equivalent to a \( G \)-sever queue without feedback if and only if all of the following three conditions are satisfied:

1. the service process is independent of the type of unit being served, that is

\[
\Pr\{S < x | Z' = r\} = \Pr\{S < x\};
\]

2. the feedback mechanism is independent of the type of unit to be switched, that is

\[
\Pr\{Y_n = v | Y_{n-1} = u, N_{n-1} = i, N_n = j, S_n = y, Z' = r\} = \Pr\{Y_n = v | Y_{n-1} = u, N_{n-1} = i, N_n = j, S_n = y\};
\]

3. either a) the feedback mechanism is independent of \( N_{n-1} \) and \( N_n \), or b) the arrival process is \( M_b \) for \( b \geq 1 \).

Since one needs heavy notations and tools that have not been introduced yet to prove theorem 2.4, its proof will be delayed until
section 3.2, when the queue length process will be analyzed. The remainder of this section is devoted to an exploration of some of the consequences of the theorem.

**Corollary 2.5.** In the class of GI/G/1 queues with state-dependent feedback, only the queueing system with Poisson arrivals can be transformed.

**Proof:** Since the arrival process of GI/G/1 queues has only one type of units, the first two conditions of theorem 2.4 are always satisfied. From the definition of state-dependent feedback, the feedback mechanism is dependent on $N_{n-1}$ and $N_n$; therefore the arrival process must be a Poisson stream.

Q.E.D.

**Corollary 2.6.** In the class of MR$_b$/G$_b$/1 queues with feedback depending on the type of units and such that $b \geq 1$, there exist no transformation.

**Proof:** This is immediate from theorem 2.4.

Q.E.D.

In the previous corollaries, it is found that the class of queues with feedback for which there exists an equivalent queueing system without feedback is small. Even in the case where there exists an equivalent queueing system without feedback, there are reasons to justify a direct method of analysis, where the service process and the feedback mechanism are kept separate. A direct method of analysis will permit one to study the output process and the feedback processes, while the method of
equivalent queueing systems without feedback will give no information on these processes. For example, the mean and variance of times between outputs may be important to design a particular system. Furthermore, to characterize completely the input process one needs to know the feedback process, which together with the arrival process and the superposition node (figure 1.1) determine the input process. A formal analysis of $MR_b/G_b/1$ queues with feedback, following the direct method, will be presented in chapter 3.

In the next section an illustration is given of how a particular queueing system with feedback is transformed into queues without feedback. Results on three operating processes are derived. Later, they will be compared with the same result obtained using the direct analysis of chapter 3.

Since the waiting time process is much more difficult, a discussion of it is presented in section 2.4 of this chapter. Thereafter, the waiting time process is dismissed for the rest of the dissertation.

2.3. AN ILLUSTRATION: THE $M/G/1$ QUEUE WITH FEEDBACK

As an indication on how a transformation can be carried out, we consider the $M/G/1$ queue with the state-dependent feedback mechanism stated in assumption C. That feedback mechanism will be defined as:

$$
\text{Pr}\{Y_n = v | Y_{n-1} = u, N_{n-1} = i, N_n = j, S_n = y\} = 
\begin{cases} 
    p_{0v}(j;y) & \text{if } u+i = 0, \\
    p_{uv}(k;y) & \text{if } u+i > 0;
\end{cases}
$$
where \( k = j + l - u - i \); for \( u, v = 0,1 \) and \( i, j = 0, 1, \ldots \). The arrival process is assumed to be Poisson with parameter \( \lambda \).

Whenever one considers the queue length process, the busy cycle process and the departure process, the service discipline stated in assumption E has no effect. Therefore, one can consider this queueing system with the above feedback where the service is given to fed back units in a continuous sequence of service periods. That is, output feeds back at the head of the line. Since there is no feedback delay, another period of service is given to the same unit immediately. This feedback procedure continues until the unit departs. When the output becomes a departure, the next unit to be served is selected under the service discipline stated in assumption E. Hence, if one denotes by \( T_m \) the total service time associated with the \( m \)-th departure, \( \{T_m\} \) would be called the total service time process.

![Figure 2.1. The total service process \( \{T_m\} \)](image)

In figure 2.1, the underlying service process is the sequence \( \{S_n\} \) introduced in assumption B, while \( Y_n \) is associated with the output: either a departure (\( \uparrow \)) or a feedback (\( \ominus \)).
Proposition 2.7. For the M/G/1 queue with the above state-dependent feedback mechanism, the sequence \( \{Y_n\} \) is a Markov process over the state space \( \{0,1\} \).

Proof: Since there is only one type of arrival, the range of each \( Y_n \) is \( \{0,1\} \). The Markov property is established as follows:

\[
\Pr(Y_n = v | Y_{n-1} = u, Y_{n-2}, \ldots) = \sum_i \sum_j \int \Pr(Y_n = v, N_{n-1} = i, N_n = j, S_n = y | Y_{n-1} = u, \ldots) \, dy
\]

\[
= \sum_i \sum_j \Pr(Y_n = v | Y_{n-1} = u, \ldots; N_{n-1} = i, N_n = j, S_n = y)
\]

\[
\times \Pr(N_n = j | Y_{n-1} = u, \ldots; N_{n-1} = i, S_n = y) \Pr(N_{n-1} = i | Y_{n-1} = u, \ldots) \Pr(S_n = y | Y_{n-1} = u, \ldots) dy.
\]

Now, applying assumptions A, B, and C, one obtains

\[
\Pr(Y_n = v | Y_{n-1} = u, N_{n-1} = i, N_n = j, S_n = y) = \begin{cases} 
    p_{0v}(j;y) & \text{if } u+i=0, \\
    p_{uv}(j+1-u-i;y) & \text{if } u+i>0;
\end{cases}
\]

where

\[
\Pr(Y_n = v | Y_{n-1} = u, N_{n-1} = i, N_n = j, S_n = y) = \begin{cases} 
    e^{-\lambda(y)} \frac{(\lambda y)^j}{j!} & \text{if } u+i=0; \\
    0 & \text{if } j+1<u+i\neq0; \\
    e^{-\lambda(y)} \frac{(\lambda y)^{j+1-u-i}}{(j+1-u-i)!} & \text{if } j+1\geq u+i\neq0.
\end{cases}
\]
Then, equation (2) can be evaluated and it follows that

$$\Pr(Y_n = v | Y_{n-1} = u, Y_{n-2}, \ldots) = \Pr(Y_n = v | Y_{n-1} = u),$$

for \( u,v = 0,1 \); which establishes the Markovian property.

Q.E.D.

**Corollary 2.8.** The stationary transition probabilities for the Markov chain \( \{Y_n\} \) are given by

$$\Pr(Y_n = v | Y_{n-1} = u) = g_{uv}$$

where

$$g_{uv} = \sum_j y^j p_{uv}(j; y) \frac{e^{-\lambda y} (\lambda y)^j}{j!} \, dH(y)$$

for \( u,v = 0,1 \).

**Proof:** Using equation (2) of proposition 2.7, this is immediate.

Q.E.D.

**Proposition 2.9.** The total service process \( \{T_n\} \) is a renewal process with the stationary distribution

$$F_T(x) = g_{00}H(x) + g_{01}g_{10} \sum_k g_{11}^k (k+2)(x)$$

with the mean

$$E[T] = \overline{T} \left(1 + \frac{g_{01}}{g_{10}}\right),$$

and the variance

$$V[T] = \overline{V} \left(1 + \frac{g_{01}}{g_{10}}\right) + g_{01} \left(2 - g_{10} - g_{01}\right) \overline{S}^2 / g_{10}^2.$$
Proof: The service process \( \{S_n\} \) is assumed to form a renewal process, hence by adding a random number of service periods \( S_n' \) to get \( T_m \), the renewal property is still retained and \( \{T_m\} \) is a renewal process with stationary distribution. In order to find the probability distribution of \( T_m \), let \( F_m \) be the number of feedbacks of the \( m \)-th departure. First, the probability of \( F_m \) can be written as

\[
(1) \quad \Pr\{F_m = k\} = \Pr\{Y_{n+k} = 0, Y_{n+k-1} = 1, \ldots, Y_n = 1 | Y_{n-1} = 0\},
\]

for \( k = 0, 1, \ldots \). From proposition 2.7 and its corollary, equation (1) becomes

\[
(2) \quad \Pr\{F_m = k\} = \begin{cases} 
  g_{00} & \text{if } k=0, \\
  g_{01} g_{11}^{k-1} g_{10} & \text{if } k>1.
\end{cases}
\]

If one denotes by \( F_T(\cdot) \) the stationary distribution of \( T_m \), one easily finds

\[
(3) \quad F_T(x) = \sum_k \Pr\{T_m \leq x | F_m = k\} \Pr\{F_m = k\}.
\]

Now, using the definition of \( T_m \) together with equation (2), equation (3) becomes

\[
F_T(x) = g_{00} \Pr\{S_n \leq x\} + \sum_k g_{01} g_{11}^{k-1} g_{10} \Pr\{S_{n+k} + \ldots + S_{n+k+1} \leq x\},
\]

or

\[
(4) \quad F_T(x) = g_{00} H(x) + g_{01} g_{11}^{k+2} H^{(1)}(x).
\]

Here, \( H^{(1)}(x) \) represents the \( i \)-fold convolution of \( H(x) \) with itself.
One obtains the stationary mean and variance from equation (4) in the usual way.

Q.E.D.

An immediate property of the total service process \( \{ T_m \} \) is the following:

**Corollary 2.10.** In terms of the underlying service process we have the following relationships:

\[
\bar{S} = E_N[T] \leq E[T],
\]

\[
\bar{V} = V_N[T] \leq V[T];
\]

where the subscript \( N \) indicates the no feedback case.

Now, using proposition 2.7 and its corollary, the operating processes of the M/G/1 queue with state-dependent feedback can be found easily. From classical M/G/1 queueing theory, one has

**Proposition 2.11.** The M/G/1 queue with state-dependent feedback has stationary behavior if and only if

\[
\lambda \bar{S} (1 + g_{01}/g_{10}) < 1,
\]

where \( g_{uv} \) is given in corollary 2.8.

Now, if \( Q_m \) denotes the queue length just after a departure, then \( \{ Q_m \} \) would characterize the queue length process. So, if \( v(j) \) denotes the stationary queue length probability, with \( v = [v(j)] \) in vector form, then one can state without proof,
Proposition 2.12. The probability generating function of the queue length probabilities is

\[ \sum_j v(j)s^j = \frac{v(0)(s-1)F_T^*(\lambda-\lambda s)}{s-F_T^*(\lambda-\lambda s)} \quad |s| < 1; \]

where

\[ v(0) = 1 - \lambda S(1 + g_{01}/g_{10}), \]
\[ F_T^*(s) = \frac{g_{00} + (1 - g_{00} - g_{11})H^*(s)}{1 - g_{11}H^*(s)} \quad \text{Re}\{s\} \geq 1. \]

Proof: Using proposition 2.9 and known results from M/G/1 queues, one easily obtains the desired result.

Q.E.D.

Corollary 2.13. The steady state probability of an idle system is

\[ 1 - \lambda S(1 + g_{01}/g_{10}). \]

Proof: This is immediate, using Poisson arrivals.

Q.E.D.

In the particular case where the feedback mechanism is Bernoulli, the above result simplifies to the one found by Takács [1963]. Using standard methods from the M/G/1 queueing theory, it is possible to find the steady state mean queue length:

Corollary 2.14.

\[ E[Q] = \lambda E[T] + \frac{\lambda^2(V[T] + (E[T])^2)}{2(1 - \lambda E[T])} \]

where \( E[T] \) and \( V[T] \) are given in proposition 2.9.
If \( E_N[Q] \) denoted the mean queue length in the particular case where there is no feedback, one can easily verify the following

**Corollary 2.15.** \( E_N[Q] \leq E[Q] \).

Another operating process is the busy cycle process. Each busy cycle is composed of an idle period followed by a busy period. If one denotes by \( I_m \) the time interval between the departure of the (m-1)-st unit which leaves the system idle and the arrival of the m-th unit, the idle period process \( \{I_m\} \) form a Poisson process.

Now, if one denotes by \( B_m \) the length of the m-th busy period and by \( G(\cdot) \) its probability distribution, one states

**Proposition 2.16.** Under stationary conditions, the Laplace-Stieltjes transform of the probability distribution of busy periods is

\[
G^*(s) = g_{00}^H(e) + \frac{g_{01}g_{10}^*[H(e)]^2}{1-g_{11}^H(e)},
\]

where \( e = s+\lambda - \lambda G^*(s) \).

From proposition 2.16, one easily finds the mean of busy periods to be:

\[
E[B] = \frac{\overline{S}(g_{10}+g_{01})}{g_{10} - \lambda \overline{S}(g_{10}+g_{01})}.
\]

A third operating process that can be obtained from the transformed M/C/1 queue with state-dependent feedback is the departure process. From known results together with proposition 2.12 one can state
Proposition 2.17. Under stationary conditions, the probability distribution of inter-departure times, $D_m$, has the following Laplace-Stieltjes transform

$$F_D^*(s) = \left[ 1 - \left( 1 + \frac{g_{01}}{g_{10}} \right) \lambda s \right] \left( \frac{\lambda}{\lambda + s} \right) F_T^*(s) + \left( 1 + \frac{g_{01}}{g_{10}} \right) \lambda s F_T^*(s)$$

where $F_T^*(\cdot)$ is given in proposition 2.12.

2.4. THE PROBLEMS OF THE WAITING TIME PROCESS

In the waiting time process, the service discipline and any priority rules have a significant effect. In an attempt to illustrate the problems that we encounter with this operating process, we consider the $M/G/1$ queue with the state-dependent feedback defined in section 2.3.

In addition to the service discipline stated in assumption E, it is also possible to distinguish between units which have already been fed back and the others. Hence, a priority rule can be designed as follows: a fed back unit rejoins the queue at the point where it will be, at most, the $R$-th unit in the queue, including the one in service. This priority rule is called "feedback at entry $R". A particular case is $R = 1$, which corresponds to the case in which fed back units are given priority. Here, the waiting time is simply the sum of the queueing time and a series of consecutive service times. Hence, if one denotes by $W_m$ the waiting time of the $m$-th unit of the departure stream, it follows that
\[ W_m = V_m + S_{m_1} + S_{m_2} + \ldots + S_{m_{F+1}}, \]

where \( V_m \) = queueing time of the \( m \)-th departure,

\( S_{m_i} \) = service time of the \( m \)-th departure at its \( i \)-th period of service,

\( F_m \) = number of feedbacks associated with the \( m \)-th departure.

If one denotes by \( F^*_W(\cdot) \) the stationary probability distribution of the waiting time, the following theorem characterizes its Laplace-Stieltjes transform.

**Theorem 2.18.** Under stationary conditions, the probability distribution of the waiting time of units is given by

\[ F^*_W(s) = F^*_V(s)H^*(s)[g_{00} + \frac{g_{01}g_{10}^H(s)}{1-g_{11}H^*(s)}], \]

where \( F^*_V(\cdot) \) is the probability distribution of the queueing time in a \( M/G/1 \) queue without feedback whose service times distribution is given in proposition 2.9.

**Proof:** Consider the probability distribution of the waiting time \( W_m \):

\[ F^*_W(x) = \sum_k P_{F_m=k} P_{W_m} < x | F_m = k \cdot P_{F_m=k}. \]

From equation (2) in proposition 2.9, recall

\[ P_{F_m=k} = \begin{cases} g_{00} & \text{if } k = 0, \\ g_{01}g_{11}g_{10}^{k-1} & \text{if } k \geq 1; \end{cases} \]
now by taking the Laplace-Stieltjes transform in equation (1), one obtains

\[ F^*_W(s) = g_{00}^*F^*_V(s)H^*(s) + \sum_{k=1}^{\infty} g_{\infty}^*g_{11}^* \sum_{n} F^*_V(s)[H^*(s)]^{k+2}. \]

Under stationary conditions, the above equation is rewritten into the desired result.

Q.E.D.

For the case \( R = \infty \), fed back units are no longer given priority. Here, the waiting time of a particular unit consists of a series of waiting times, each one being the waiting time for a unit to get a period of service. In this case, the determination of the probability distribution of the waiting time is very complex. Nevertheless, for the M/G/1 queue with Markovian feedback, a procedure was developed (Davignon [1972]) to evaluate the probability distribution of the waiting time. Since no closed form for the distribution could be found, it is therefore not instructive to present this procedure here.

2.5. CONCLUSIONS

This chapter stated the feedback problem in queueing systems. It was found that only a limited number of queueing systems with feedback can be transformed into queueing systems without feedback. In fact it was shown that the existence of a transformation depends on the operating process used as well as on the particular queueing system under consideration. The condition that the service process
is independent of the type of unit, the feedback mechanism is independent of the type of unit and either the arrival process has the forgetfulness property or the feedback mechanism is independent of the queue lengths are necessary and sufficient for the existence of a transformation. Therefore, the $M/G/1$ queues with state-dependent feedback mechanism can be transformed into $G$-server queues without feedback; this case was treated as an illustration in section 2.3. In section 2.4, one found the probability distribution of the waiting time in the case where priority is given to the feedback unit. Difficulties with the waiting time process were then pointed out.

For the queueing systems with feedback that cannot be transformed, a direct analysis must be carried out. Furthermore, even when the transformation can be carried out there are still reasons to study queues with feedback as such. Among the reasons, one can mention the characterization of the output process as well as the feedback process.

In the next chapter, a model for the $MR_b/G_b/l$ queues with feedback will be investigated. Results concerning several particular queueing systems will be derived. From the output process, one would obtain the characterization of the queue length process and of the departure process. The busy cycle process will also be investigated.
CHAPTER 3

THE QUEUEING MODEL

The feedback problem was introduced in chapter 2. It was then stated that only a small class of queueing systems with feedback can be transformed into queueing systems without feedback. For queueing systems with feedback that cannot be transformed, a direct study must be carried out.

Therefore, this chapter contains the analysis of $\text{MR}_b/\text{G}_b/1$ queues with feedback. Assumptions concerning this queueing system are stated in section 2.1. Section 3.1 presents a characterization of the output process together with its main properties. The queue length process is obtained from the output process and is studied in section 3.2. The busy cycle is analyzed in section 3.3. The output process is decomposed by the feedback mechanism into the departure process and feedback processes. It is the object of section 3.4 to investigate these decomposed processes.

Throughout the chapter particular cases are mentioned. For instance, when the Markov renewal arrival process is composed of a finite number of Poisson streams and there is no feedback, one obtains a model studied by Miller [1960]. Also, if the Markov renewal arrivals contain only one type and when there is no feedback, the output process studied in this chapter becomes the departure process analyzed by Vlach [1969].
3.1. THE OUTPUT PROCESS

As was mentioned in section 2.5, the output process gives rise to the queue length process as well as the departure process. Therefore, this section develops the main properties of the output process.

Since the queueing system is considered only at output epochs $t_n$, one must carry extra information on the arrival process, in order that the arrival process be completely known at service completion times. Hence, one denotes by $K_n$ the type of the last arrival before $t_n$ and by $U_n$ the time since the last arrival measured from $t_n$. Moreover, if one sets $O_n$ to be the output interval between output epochs $t_{n-1}$ and $t_n$ with $O_0 = 0$, the sequence $\{Y_n, N_n, K_n, U_n, O_n\}$ specifies the output process. The state space of such random process is the cross product of a denumerable set and the non-negative real numbers.

Denote by $I_n$ the idle period associated with the $n$-th output.

Notice that whenever the system does not become empty after the service completion $t_{n-1}$, $I_n = 0$; in this case, one says that the idle period $I_n$ does not exist.

Later on, we will need to establish relationships among the random variables $N_n, K_n, U_n, S_n$ and $I_n$ for different output epochs $t_n$'s. Figures 3.1 and 3.2 below illustrate some of the relationships.
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**Figure 3.1.** The process with an idle period
Recall that $Z_n'$ represents the type of the n-th service or n-th output. Notice that in the case where the system becomes idle just after $t_{n-1}$ (figure 3.1), and only in this case, $Z_n'$ is also the type of the m-th arrival for some m; therefore $Z_n' = Z_m$. In the case where the system does not become idle after $t_{n-1}$ (figure 3.2), $Z_n'$ is completely specified by assumption E.

**Proposition 3.1.** The random variables $N_n$, $K_n$, and $U_n$ depends only on $S_n$, $Z_n'$, $Y_{n-1}$, $N_{n-1}$, $K_{n-1}$, and $U_{n-1}$.

**Proof:** If one sets to u the value taken by the random variable $Y_{n-1}$, then the total number of units in the system just after $t_{n-1}$, is given by $E = \sum_{c=1}^{b}(\delta_{uc} + N_{n-1}^c)$, $\sum_{c}^b$ represents the summation sign for $c = 1$ to $b$. Therefore, the system is idle or not depending on this last quantity; consequently, one considers two cases.

i) $E = 0$: assumption A and figure 3.1 enable us to derive that $N_n$, $K_n$ and $U_n$ depends only on $S_n$ and $Z_n'$.

ii) $E > 0$: in this case there is no idle period and the service starts immediately on a new unit. According to assumption E, this new unit is of type $Z_n' = r$ where
\[ r = \min\{c: \delta_{uc}^n + N_{n-1}^c > 0, c = 1, 2, \ldots, b\}. \]

Again, using assumption A and from figure 3.2, one states that \( N_n, K_n, U_n \) depends only on \( S_n, Y_n-1, N_{n-1}, K_{n-1}, U_{n-1} \).

Q.E.D.

For the particular cases to be treated later, the joint probability of \( N_n, K_n, U_n \) will be explicitly evaluated. Therefore, some notation is introduced in the following

**Remark 3.2.** Denote by \( f_{nk}(e, y-t|s) \) the joint probability of \( N_n, K_n, U_n \) illustrated in figures 3.1 and 3.2. This is the probability of a set of arrivals associated with the Markov renewal arrival process \( \{Z_m, X_m\} \) defined in assumption A. In words, this is the probability for a set \( e = [e_c] \) of arrivals in an interval of length \( y-t \) with the last one of type \( k \) and no other arrival during a length \( t \) given that prior to that interval of length \( y-t \) the last arrival was of type \( h \) and occurred at a distance \( s \) from the beginning of the interval of length \( y-t \). If one denotes by

\[ i = e_1 + e_2 + \ldots + e_b, \]

the total number of arrivals in the length \( y-t \), figure 3.3 below illustrates this probability.

![Figure 3.3. Set of arrivals associated with the arrival process](image-url)

- [Image of Figure 3.3. Set of arrivals associated with the arrival process]
Formally, the above probability can be written as follows:

\[
f_{hk}(e,y-t|s) = \Pr\{Z_{m+1}^k, X_{m+1}^+, \ldots, X_{m+1}^e = y-t+s \text{ with } \\
e \text{ type-c arrivals, } X_{m+1}^+ > t | Z_m^h, X_{m+1}^h > s\}. 
\]

For the case where \( e = 0 \), the above probability is found to be

\[
f_{hk}(0,y-t|s) = \delta_{hk} \frac{1-B_h(t)}{1-B_h(s)},
\]

since there is no arrival in the length \( y-t \), one must have \( t = s+y \) and the last arrival of type \( h \).

For the case where \( e \neq 0 \), there is some arrival and \( t \) must be smaller or equal to \( y \). Otherwise, one sets \( f_{hk}(e,y-t|s) = 0 \).

In the case where \( b = 1 \); that is, when there is only one type of unit in the arrival process; the above notation is simplified to \( f(e,y-t|s) \).

**Proposition 3.3.** Whenever the idle period \( I_n \) exists, it depends only on \( Z_n', K_n-1 \) and \( U_{n-1} \); and its probability distribution is given by

\[
\Pr\{I_n \leq x | Z_n'=r, K_{n-1}^h, U_{n-1}=s\} = \frac{A_{hr}(s+x)-A_{hr}(s)}{a_{hr} - A_{hr}(s)},
\]

for \( r, h = 1, 2, \ldots, b \) and \( x, s \geq 0 \).

**Proof:** The situation is illustrated in figure 3.1; and from assumption A, one derives that \( I_n \) depends only on \( Z_n', K_{n-1} \) and \( U_{n-1} \).
Furthermore, it follows that

\begin{equation}
\Pr\{I \leq x, Z_n^{'} = r, K_{n-1} = h, U_{n-1} = s\} = \frac{\Pr\{Z_n^{'} = r, U_{n-1} = s, I \leq x | K_{n-1} = h\}}{\Pr\{Z_n^{'} = r, U_{n-1} = s | K_{n-1} = h\}}
\end{equation}

By considering the arrival process defined in assumption A, one finds

\[\Pr\{Z_n^{'} = r, U_{n-1} = s, I \leq x | K_{n-1} = h\} = A_{hr}(s+x) - A_{hr}(s),\]

and

\[\Pr\{Z_n^{'} = r, U_{n-1} = s | K_{n-1} = h\} = A_{hr}(s);\]

which after substitution in equation (1), gives the desired result.

Q.E.D.

Proposition 3.4. The type of the n-th output, \(Z_n^{'}\), depends only on \(Y_{n-1}, N_{n-1}, K_{n-1}\) and \(U_{n-1}\); and its probability distribution is given by

\[\Pr\{Z_n^{'} = k | Y_{n-1} = u, N_{n-1} = i, K_{n-1} = h, U_{n-1} = s\} = \begin{cases} 
\frac{a_{hk} - A_{hk}(s)}{1 - B_{h}(s)} & \text{if } u = 0 \text{ and } i = 0, \\
\delta_{rk} & \text{otherwise;}
\end{cases}\]

where \(r = \min\{c: \delta_{uc} + i > 0, c = 1,2,\ldots,b\}\).

Proof: Again there are two cases to consider;

i) \(u = 0 \text{ and } i = 0\): in this case the system becomes idle just after the output epoch \(t_{n-1}\); the situation is illustrated in figure 3.1. From
assumption A, the next arrival which becomes the n-th output depends only on $K_{n-1}$ and $U_{n-1}$. Furthermore, its probability distribution is derived as follow:

$$\Pr[Z_n' = k | K_{n-1} = h, U_{n-1} = s] = \frac{\Pr[Z_n' = k, U_{n-1} = s | K_{n-1} = h]}{\Pr[U_{n-1} = s | K_{n-1} = h]}.$$

By the arrival process of assumption A, one computes

$$\Pr[Z_n' = k, U_{n-1} = s | K_{n-1} = h] = a_{hk} A_k(s),$$

and

$$\Pr[U_{n-1} = s | K_{n-1} = h] = 1 - B_h(s).$$

Substituting equations (2) and (3) into equation (1), one obtains the first part of the desired result.

ii) $u \neq 0$ or $i \neq 0$: in this case the system remains busy after $t_{n-1}$ and the next unit to be served is chosen with respect to assumption E. Therefore, the type of the n-th output is $Z_n' = r$, where

$$r = \min\{c : \delta_{uc} + i > 0, c = 1, 2, \ldots, b\}.$$

Then, the second part of the desired result follows.

Q.E.D.

Now, one can state and prove the following important result.

**Theorem 3.5.** The output process $\{Y_n, N_n, K_n, U_n, 0\}$ is Markov renewal over the state space

$\{0, 1, \ldots, b\} \times \{0, 1, 2, \ldots\} \times \{1, 2, \ldots, b\} \times \{0, \infty\}$.
Proof: By definition, the range of the random variable $Y_n$ is
$\{0,1,\ldots,b\}$ and by considering the range of the other random variables,
one obtains the state space specified.

Whenever the $n$-th idle period $I_n$ exists, the output interval
$O_n$ can be written as

$$O_n = \begin{cases} 
I_n + S_n & \text{if } \sum_{c=1}^{b} (\delta_{uc} + N_{c,n-1}) = 0, \\
S_n & \text{otherwise};
\end{cases}$$

where $u$ is the value taken by the random variable $Y_{n-1}'$.

The above relationship gives two cases;

1) $\sum_{c=1}^{b} (\delta_{uc} + N_{c,n-1}) = 0$: this case corresponds to the situation where
the $(n-1)$-st output departs from the system leaving the server idle.

Therefore, a unit of unknown type must arrive to initiate the service
period $S_n$. Let $Z_m^*$ be the type of this new arriving unit. This unit
will also be the $n$-th output; therefore $Z_n^* = Z_m$, and one can derive
the following:

\[
Pr\{Y_n, N_n, K_n, U_n, O_n < x | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; U_{n-1}, \ldots; O_{n-1}, \ldots\}
\]

\[
= \sum_{k=0}^{\infty} Pr\{Y_n | Y_{n-1}, \ldots; N_n, \ldots; K_n, \ldots; U_n, \ldots; O_{n-1}, \ldots; I_n + S_n < x, S_n = y, Z_n^* = k\}
\]

\[
\times Pr\{N_n, K_n, U_n | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; U_{n-1}, \ldots; O_{n-1}, \ldots; I_n + S_n < x, S_n = y, Z_n^* = k\}
\]
\[
\text{Pr}(I_{n} + S_{n} \leq x | Y_{n-1}, \ldots, N_{n-1}, \ldots, K_{n-1}, \ldots, U_{n-1}, \ldots, O_{n-1}, \ldots, S_{n} = y, Z'_{n} = k) \\
\text{Pr}(S_{n} = y | Y_{n-1}, \ldots, N_{n-1}, \ldots, K_{n-1}, \ldots, U_{n-1}, \ldots, O_{n-1}, \ldots, Z'_{n} = k) \\
\text{Pr}(Z'_{n} = k | Y_{n-1}, \ldots, N_{n-1}, \ldots, K_{n-1}, \ldots, U_{n-1}, \ldots, O_{n-1}, \ldots)dy. \\
\]

Using assumption C, the first probability term on the right hand side of equation (1) is simplified to \(\text{Pr}(Y_{n} | Y_{n-1}, N_{n}, N_{n-1}, S_{n} = y, Z'_{n} = k)\). Together with propositions 3.1, 3.3, 3.4 and assumption B, equation (1) becomes:

(2) \[ \text{Pr}(Y_{n}, N_{n}, K_{n}, U_{n}, O_{n} \leq x | Y_{n-1}, \ldots, N_{n-1}, \ldots, K_{n-1}, \ldots, U_{n-1}, \ldots, O_{n-1}, \ldots) \]

\[ = \int_{0}^{x} \sum_{k} \text{Pr}(Y_{n} | Y_{n-1}, N_{n}, N_{n-1}, S_{n} = y, Z'_{n} = k) \]

\[ \text{Pr}(N_{n}, K_{n}, U_{n}, S_{n} = y, Z'_{n} = k) \]

\[ \text{Pr}(I_{n} \leq x | K_{n-1}, U_{n-1}, S_{n} = y, Z'_{n} = k) \]

\[ \text{Pr}(S_{n} = y | Z'_{n} = k) \]

\[ \text{Pr}(Z'_{n} = k | K_{n-1}, U_{n-1})dy. \]
Equation (2) can now be rewritten as

\begin{equation}
\Pr\{Y_{n}, N_{n}, K_{n}, U_{n}^{0}, 0 < x | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; U_{n-1}, \ldots; 0_{n-1}, \ldots\}
\end{equation}

\begin{equation*}
= \Pr\{Y_{n}, N_{n}, K_{n}, U_{n}^{0} < x | Y_{n-1}, N_{n-1}, K_{n-1}, U_{n-1}\}.
\end{equation*}

ii) \(\Sigma_{c}^{b}(\delta_{uc} + N_{n-1}^{c}) > 0\): in this case, there is no idle period and the service immediately starts on a new unit of type \(Z'_{n} = r\), where

\[ r = \min\{c: \delta_{uc} + N_{n-1}^{c} > 0, c = 1, 2, \ldots, b\}.\]

One derives the following:

\begin{equation}
\Pr\{Y_{n}, N_{n}, K_{n}, U_{n}^{0} < x | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; U_{n-1}, \ldots; 0_{n-1}, \ldots\}
\end{equation}

\begin{equation*}
= \int_{0}^{x} \Pr\{Y_{n} | Y_{n-1}, \ldots; N_{n}, \ldots; K_{n}, \ldots; U_{n}, \ldots; 0_{n-1}, \ldots; S_{n} = y, Z'_{n} = r\}
\end{equation*}

\begin{equation*}
\times \Pr\{N_{n}, K_{n}, U_{n} | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; 0_{n-1}, \ldots; S_{n} = y, Z'_{n} = r\}
\end{equation*}

\begin{equation*}
\times \Pr\{S_{n} = y | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; U_{n-1}, \ldots; 0_{n-1}, \ldots; Z'_{n} = r\} \, dy,
\end{equation*}

using the fact that \(0_{n} = S_{n}\) in this case. In the above equation, the first probability term on the right hand side is simply
\( \Pr\{Y_n | N_{n-1}, N_n, S_n = y, Z'_n = r\} \), using assumption C. The second term
is simplified upon using proposition 3.1 and for the third term, one
notes that \( S_n \) depends only on \( Z'_n = r \) from assumption B.

Hence equation (4) becomes:

\[
(5) \quad \Pr\{Y_n, N_n, K_n, U_n | 0 \leq x | Y_{n-1}, \ldots; N_{n-1}, \ldots; K_{n-1}, \ldots; U_{n-1}, \ldots;
0_{n-1}, \ldots\}
\]

\[
= \int_0^x \Pr\{Y_n | Y_{n-1}, N_{n-1}, N_n, S_n = y, Z'_n = r\}
\]

\[
\times \Pr\{N_n, K_n, U_n | Y_{n-1}, N_{n-1}, K_{n-1}, U_{n-1}, S_n = y, Z'_n = r\}
\]

\[
\times \Pr\{S_n = y | Z'_n = r\} \, dy.
\]

Equation (5) can be rewritten as equation (3) above and one
concludes that \( \{Y_n, N_n, K_n, Y_0, O\} \) has the Markov renewal property.

Q.E.D.

**Corollary 3.6.** The stationary transition probabilities for the
Markov renewal process \( \{Y_n, N_n, K_n, U_n, 0\} \) are given by

\[
A_{uv}\{(i, h, s), (j, k, t); x\}
\]

\[
= \Pr\{Y_n = v, N_n = i, K_n = k, U_n = t, 0 \leq x | Y_{n-1} = u, N_{n-1} = i, K_{n-1} = h,
U_{n-1} = s\},
\]

where
\[
A_{uv}[(i, h, s), (j, k, t); x] = \begin{cases} 
\sum_{0}^{x} p_{0v}(i, a; y) f_{ak}(j, y-t|0) \\
\frac{a_{ha}(s+x-y)-a_{ha}(s)}{1-B_{h}(s)} dH_{a}(y) & \text{if } u=0 \land i=0, \\
0 & \text{if } e_{c} < 0 \text{ for some } c, \\
\int_{0}^{x} p_{uv}(e, r; y) f_{hk}(e, y-t|s) dH_{r}(y), & \text{otherwise.}
\end{cases}
\]

with \( e = [e_{c}] \) and \( e_{c} = j_{c} + d_{c} - r_{c} \cdot u_{c} - i_{c} \); for \( r = \min\{c: d_{c} + i_{c} > 0, c = 1, 2, ..., b\} \).

**Proof:** From theorem 3.5, there are two cases to consider;

i) \( u=0 \land i=0 \): here equation (2) of theorem 3.5 can be applied and after using assumption C, one finds

\[
Pr\{Y_{n}=v|Y_{n-1}=0, N_{n-1}=0, N_{n}=i, S_{n}=y, Z'_{n}=a\} = p_{0v}(i, a; y).
\]

From remark 3.2, it follows that

\[
Pr\{N_{n}=i, K_{n}=k, U_{n}=t|S_{n}=y, Z'_{n}=a\} = f_{ak}(j, y-t|0).
\]

Furthermore, from proposition 3.3, one writes

\[
Pr\{I_{n}<x-y|Z'_{n}=a, K_{n-1}=h, U_{n-1}=s\} = \frac{a_{ha}(s+x-y)-a_{ha}(s)}{a_{ha} - a_{ha}(s)},
\]

and from assumption B, one denotes

\[
Pr\{S_{n}=y|Z'_{n}=a\} dy = dH_{a}(y).
\]
Finally, from proposition 3.4,

\[ \Pr\{Z'_n = a | K_{n-1} = h, U_{n-1} = s\} = \frac{a_{h,a} - A_{a}(s)}{1 - B_{h}(s)}. \]

Then

\[ A_{0v}[(0,k,s),(i,h,t);x] = \int_0^x \sum_{a=0}^b p_{0v}(i,a;y)f_{ah}(i,y-t|0) \]

\[ \cdot \left[ \frac{A_{a}(s+x-y) - A_{a}(s)}{1 - B_{h}(s)} \right] dH_{a}(y). \]

ii) \( u > 0 \) or \( i \neq 0 \): here one computes

\[ r = \min\{c: \delta \cdot c + i > 0, \ c = 1,2,\ldots,b\}, \]

for the type of unit to be served and one can apply equation (5) of theorem 3.5 to get

\[ A_{uv}[(i,h,s),(j,k,t);x] = \int_0^x p_{uv}(e,r;y)f_{hk}(e,y-t|s)dH_{r}(y), \]

where \( e = [e_c] \) with \( e_c = j_c + \delta \cdot c - i_c \) representing the set of the required number of arrivals. Notice that for the case where some components \( j_c + \delta \cdot r_c - i_c \) are negative, the transition probabilities given by equation (1) are zero.

Q.E.D.

Proposition 3.7. The joint probability distribution of \( Z'_n \) and \( O_n \) depends only on \( Y_{n-1}, N_{n-1}, K_{n-1}, U_{n-1} \), and is given by
\[
\Pr\{Z'_n=k, 0 < x | Y_{n-1}=u, N_{n-1}=i, K_{n-1}=h, U_{n-1}=s\}
\]
\[
= \begin{cases}
\int_0^x \frac{A_{hk}(s+y)-A_{hk}(s)}{1-H_k(h)} dH_k(y) & \text{if } u=0 \text{ and } i=0, \\
\delta_{rk} h_k(x) & \text{if } u>0 \text{ or } i \neq 0;
\end{cases}
\]

where \( r = \min\{c: \delta_{uc}^i + i > 0, \ c = 1, \ldots, b\} \).

**Proof:** Using theorem 3.5 and proposition 3.4, one can establish the correct dependence. The explicit probability is found by using corollary 3.6; note that in the case \( u=0 \) and \( i=0 \), a unit of type-\( k \) must arrive.

Q.E.D.

**Proposition 3.8.** If \( b = 1 \), then the output process \( \{Y_n, N_n, U_n, 0_n\} \) is Markov renewal over the state space \( \{0, 1\} \times \{0, 1, 2, \ldots\} \times \{0, \infty\} \) with stationary transition probabilities given by

\[
A_{uv}[(i, s), (j, t); x]
\]
\[
= \begin{cases}
\frac{1}{1-A(s)} \int_0^x p_{0v}(j; y) f(j, y-t|0) [A(s+x-y)-A(s)] dH(y) & \text{if } u+i = 0, \\
0 & \text{if } j+1 < u+i \neq 0, \\
\int_0^x p_{uv}(j+1-u-i; y) f(j+1-u-i; y-t|s) dH(y) & \text{otherwise}.
\end{cases}
\]

**Proof:** In the case where the Markov renewal arrival defined in assumption A contain only one type, the arrival process becomes a renewal process and the random variable \( K_n \) always takes the same value. Hence, if one sets

\[ A(x) = A_{kh}(x), \]

then

\[ B_k(s) = A(s). \]
Similarly, one could set

\[ f(e, y-t|s) = f_{hk}(e, y-t|s). \]

Substituting these quantities in the transition probabilities of corollary 3.6, the desired result is obtained. Q.E.D.

**Corollary 3.9.** If \( b = 1 \) and there is no feedback, the output process becomes the departure process of the GI/G/1 queue, denoted by \( \{N_n, U_n, O_n\} \), with the stationary transition probabilities given by

\[ A[(i,s),(j,t);x] = \Pr\{N_n=j, U_n=t, 0 < x | N_{n-1}=i, U_{n-1}=s\} \]

where

\[ A[(i,s),(j,t);x] = \begin{cases} \frac{1}{1-A(s)} \int_0^x f(j,y-t|0)[A(s+x+y)-A(s)]dH(y) & \text{if } i=0, \\ 0 & \text{if } j+1 < i \neq 0, \\ \int_0^x f(j+1-i;y-t|s)dH(y) & \text{if } j+1 \geq i \neq 0. \end{cases} \]

**Proof:** To obtain the no feedback case, one sets

(1) \[ p_{uv}(j;y) = \delta_{0v}, \]

for all \( u,v=0,1; \ j = 0,1,\ldots; \) and \( y > 0 \). Substituting equation (1) in proposition 3.8, one gets the desired result. Q.E.D.
Note that corollary 3.9 gives the result found by Vlach [1969].

Rather than continuing the investigation along the line where there is only one type of arrival, the particularization will be made where the arrival process is composed of several independent Poisson streams. Some results concerning this arrival process are stated in section A.3.

**Proposition 3.10.** If $MR_b = M_b$, then

\[
f_{hk}(\mathbf{e}, y-t | s) = \begin{cases} 
\delta_{hk} \delta(y+s-t) e^{-(t-s)\Sigma \lambda} & \text{if } e=0, \\
\frac{-\lambda_r(y-t) e^{-\delta r_k}}{\prod_{r} \left( \frac{\lambda_r(y-t)}{e^{-(e-r_k) \delta}} \right)} & \text{if } e\neq 0; 
\end{cases}
\]

for $e = [e_c]$ and $e_c = 0, 1, 2, \ldots$ . $\prod_r$ denotes the product sign for $r = 1$ to $b$.

**Proof:** From remark 3.2, there are two cases to consider: for $e=0$, one uses proposition A.8 and obtains

\[
f_{hk}(\mathbf{e}, y-t | s) = \delta_{hk} \delta(t-s-y) e^{-(t-s)\Sigma \lambda}.
\]

For $e \neq 0$, figure 3.3 applies. Therefore, one needs a set $e = [e_c]$ of arrivals, where $e_c$ denotes the number of type-c arrivals. Using lemma A.10, the number of arrivals of each type in an interval of length $y-t$ is Poisson distributed, and since one wants a type-$k$ arriving at the end of the interval of length $y-t$ and no arrival for a length $t$, remark 3.2 gives

\[
f_{hk}(\mathbf{e}, y-t | s) = \begin{cases} 
\sum_{r=1}^{b} \frac{\lambda_r^y}{[\lambda_r(y-t)]} \frac{e^{\lambda_r(y-t)}}{\prod_{r=1}^{r \neq k} e_{r}! (e_{r}-1)!} \left( \frac{e_{k}^{y-t}}{e_{k}-1} \right) & \text{if } e \neq 0; 
\end{cases}
\]

which is the desired result.

Q.E.D.
Proposition 3.11. If \( MR_b = M_b \), then the output process is characterized by \( \{ Y_n^0, N_n, 0 \} \) and its stationary transition probabilities are given by

\[
A_{uv}(i,j;x) = \Pr\{ Y_n^0 = v, N_n = j, 0 < x | Y_{n-1} = u, N_{n-1} = i \},
\]

where

\[
A_{uv}(i,j;x) = \begin{cases} 
\int_0^x \ell_n^b \alpha_h \rho_{uv}(j,h;y)(1-e^{-(x-y)\sum_{c} e_{c}^\lambda y_{c}^\lambda j_{c}!} \Delta \gamma_{j,c} dH_h(y), & \text{if } u=0 \text{ and } i=0, \\
0 & \text{if } e_c < 0 \text{ for some } c, \\
\int_0^x \rho_{uv}(e,r;y) e^{-c y_{c}^\lambda e_{c}!} \Delta \gamma_{j,c} dH_r(y), & \text{otherwise};
\end{cases}
\]

with \( e = [e_c], e_c = j_c + \delta_c r_{c} - \delta_{c} u_{c} - i_c; \) for \( r = \min\{c: \delta_{c} r_{c} + i_c > 0, c = 1,2,.. \}, c = 1,2,...b \).

Proof: Since one has the forgetfulness property whenever the arrival process is composed of independent Poisson streams (lemma A.10), the information on the arrival process carried by \( K_n \) and \( U_n \) becomes unnecessary and can be removed. Hence, in this case, the output process \( \{ Y_n^0, N_n, K_n, U_n, 0 \} \) can be reduced to \( \{ Y_n^0, N_n, 0 \} \). This reduction is accomplished by computing the transition probabilities

\[
(1) \quad A_{uv}(i,h,s)(j,k,t;x) = \int_0^b A_{uv}(i,h,s)(j,k,t;x) dt.
\]
Consider two cases:

1) \( u=0 \) & \( i=0 \); from corollary 3.6, equation (1) becomes

\[
A_{0v}[\{(0,h,s),(\cdot, \cdot, \cdot)\}; x] = \int_0^x \sum_k \alpha_k a_k p_{0v}(j,a) f_{ak}(i,y-t|0) dt
\]

\[
\cdot \left[ \frac{A_{ha}(s+x-y)-A_{ha}(s)}{1-B_h(s)} \right] dH_a(y).
\]

From lemma A.10, one obtains

\[
\frac{A_{ha}(s+x-y)-A_{ha}(s)}{1-B_h(s)} = \alpha_a \left[ 1-e^{-(x-y)\Sigma \lambda} \right].
\]

Also, from proposition 3.10, one finds

\[
(2) \quad \sum_k b_{ak}(i,y-t|0) = \begin{cases} 
\delta(y-t)e^{-t\Sigma \lambda} & i = 0, \\
\frac{j_c}{\text{Re}^{-y\Sigma \lambda} \left( \prod_{\lambda_c} \frac{\lambda_c}{j_c!} \right) (y-t)^{R-1}} & i \neq 0,
\end{cases}
\]

where \( R = \sum_c j_c \).

Then

\[
A_{0v}[\{(0,h,s),(0, \cdot, \cdot)\}; x] = \int_0^x \sum_k \alpha_k a_k p_{0v}(0,a,y) (1-e^{-(x-y)\Sigma \lambda}) e^{-y\Sigma \lambda} dH_a(y),
\]

and for \( i \neq 0 \),

\[
A_{0v}[\{(0,h,s),(i, \cdot, \cdot)\}; x] = \int_0^x \sum_k \alpha_k a_k p_{0v}(i,a,y) (1-e^{-(x-y)\Sigma \lambda}) \frac{\lambda_c y^{j_c} e^{-\lambda_c y j_c}}{j_c!} dH_a(y).
\]
Since the right hand side does not depend on \( h \) and \( s \), one can write

\[
A_{0v}(0,i; x) = \sum_{a} a^b \sum_{a} p_{0v}(j, a; y) (1 - e^{-\lambda \sum_{c} e_{c} (\lambda_{c} y)} e_{c}^j (\lambda_{c} y) e_{c}^{j_c}) dH_{a}(y).
\]

(ii) \( u > 0 \) or \( i \neq 0 \); again from corollary 3.6, equation (1) becomes

\[
A_{uv}[i, h, s, (j, \ldots, y); x] = \sum_{k=0}^{x} \int_{0}^{\lambda_{c}} f_{uv}(e, r; y) f_{hk}(e, y-t|s) dt \cdot dH_{r}(y),
\]

where \( r = \min\{c: \delta_{uc} + i > 0, c = 1, 2, \ldots b\} \);

using equation (2) and integrating out \( t \), one obtains:

\[
A_{uv}[i, h, s, (j, \ldots, y); x] = \sum_{k=0}^{x} \int_{0}^{\lambda_{c}} p_{uv}(e, r; y) \prod_{c} e_{c}^e (\lambda_{c} y) e_{c} \cdot dH_{r}(y),
\]

since

\[
\int_{0}^{\lambda_{c}} f_{hk}(e, y-t|s) dt = \prod_{c} e_{c}^e (\lambda_{c} y) e_{c} \prod_{c} e_{c}^e,
\]

for \( e = [e_{c}] \) with \( e_{c} = j_{c} + d_{rc} - \delta_{uc} i_{c} > 0 \). Since the right hand side of equation (4) does not depend on \( h \) and \( s \), one can rewrite it as:

\[
A_{uv}(i, j; x) = \int_{0}^{\lambda_{c}} p_{uv}(e, r; y) \prod_{c} e_{c}^e (\lambda_{c} y) e_{c} \cdot dH_{r}(y).
\]

Equations (3) and (5) prove the proposition.

Q.E.D.
Proposition 3.12. If \( MR_b = M_b \), then the joint probability distribution of \( Z_n' \) and \( O_n \) is given by

\[
\Pr\{Z_n'=k, O_n < x | Y_n = u, N_{n-1} = i\} = \begin{cases} \\
\alpha_k \int_0^x (1-e^{-(x-y)\Sigma c})dH_k(y) & \text{if } u=0 \text{ & } i=0, \\
\delta_{rk} H_k(x) & \text{if } u>0 \text{ or } i\neq0;
\end{cases}
\]

where \( r = \min\{c: \delta_{uc} + i > 0, c = 1,2,...,b\} \).

Proof: Use propositions A.8 and 3.7.

Q.E.D.

Corollary 3.13. If \( MR_b = M_b \), then \( Z_n' \) depends only on \( Y_{n-1} \) and \( N_{n-1} \) and its probability is given by

\[
\Pr\{Z_n'=k | Y_{n-1} = u, N_{n-1} = i\} = \begin{cases} \\
\alpha_k & \text{if } u=0 \text{ & } i=0, \\
\delta_{rk} & \text{if } u>0 \text{ or } i\neq0,
\end{cases}
\]

where \( r = \min\{c: \delta_{uc} + i > 0, c = 1,2,...,b\} \).

Proof: Use limit as \( x \) goes to \( \infty \) in proposition 3.12.

Q.E.D.

Proposition 3.14. If \( MR_b = M_b \), then \( Y_n, Z_n', N_n, O_n \) depend on \( Y_{n-1} \) and \( N_{n-1} \). Moreover, its joint probability distribution is given by

\[
\Pr\{Y_n = y, Z_n'=k, N_n = j, O_n < x | Y_{n-1} = u, N_{n-1} = i\} = \begin{cases} \\
\alpha_k \int_0^x (1-e^{-(x-y)\Sigma c})p_{0y}(j,k;y)\frac{\lambda_c y^j}{j!}dH_k(y) & \text{if } u=0 \text{ & } i=0, \\
\delta_{rk} \int_0^x p_{uv}\frac{\lambda_c y^j}{j!}dH_r(y) & \text{if } u>0 \text{ or } i\neq0;
\end{cases}
\]
where \( e = \{c\} \) with \( e_c = \frac{j + \delta_r c - \delta u_c - \delta c}{uc - \delta c} \) and \( r = \min\{c: \delta u_c + i_c > 0, c = 1, 2, \ldots, b\} \). 

**Proof:** Using propositions 3.11 and 3.12, it follows that \( Y_n' \), \( Z_n' \), \( N_n \) and \( O_n \) depend only on \( Y_{n-1} \) and \( N_{n-1} \). Depending whether or not the system becomes idle just after \( t_{n-1} \), there are two cases to consider:

i) \( u = 0 \) & \( i = 0 \): here, one notices that to have \( Z_n' = k \), the first arrival after \( t_{n-1} \) must be a type-\( k \) unit. Therefore, following the development used in the proof of proposition 3.11, one obtains the first part of the desired result.

ii) \( u > 0 \) or \( i \neq 0 \): here, the type of the next unit to serve is given by 

\[
Z_n' = r \quad \text{where} \quad r = \min\{c: \delta u_c + i_c > 0, c = 1, 2, \ldots, b\},
\]

using assumption E. Similarly, one obtains the second part of the desired result.

Q.E.D.

The above propositions enables us to find the stationary probability for the type of output and the stationary distribution of output interval lengths.

In the case of no feedback, proposition 3.12 characterizes the departure process for priority queues. This is a new development for the queueing system studied by Miller [1960].

It is also worthwhile to note that in the case where there is only one Poisson stream and no feedback, proposition 3.12 gives the departure process from the M/G/1 queues.
3.2. QUEUE LENGTH PROCESS AND GENERATING FUNCTIONS

From theorem 3.5 and its corollary, one obtains the following theorem and corollary 3.16, using well-known results from Markov renewal theory.

**Theorem 3.15.** The queue length process \( \{Y_n, N_n, K_n, U_n\} \) is Markovian over the state space

\[ \{0,1,\ldots,b\} \times \{0,1,\ldots\} \times \{1,2,\ldots,b\} \times \{0,\infty\}. \]

**Corollary 3.16.** The stationary transition probabilities for the Markov process \( \{Y_n, N_n, K_n, U_n\} \) are given by

\[
A_{uv}[(i,h,s),(j,k,t)] = \Pr\{Y_n = v, N_n = j, K_n = k, U_n = t | Y_{n-1} = u, N_{n-1} = i, K_{n-1} = h, U_{n-1} = s\},
\]

where

\[
A_{uv}[(i,h,s),(j,k,t)] = \begin{cases} 
\sum \int_{y_0}^{y_1} p_{0v}(i,a;y)f_{ak}(j,y-t|0) \frac{1-A_h(a)}{1-B_h(s)} dH_a(y) & \text{if } u=0 \text{ & } i=0, \\
0 & \text{if } e_c < 0 \text{ some } c, \\
\int_{y_0}^{y_1} p_{uv}(e,r;y)f_{hk}(e,y-t|s) dH_r(y), & \text{if } e_c > 0 \text{ all } c;
\end{cases}
\]

with \( e_c = [e_c] \) for \( e_c = j + \delta r_c - \delta u_c - i_c \),

\[ r = \min\{c: \delta u_c + i_c > 0, c = 1,2,\ldots,b\}, \]

and \( f_{hk}(e,y-t|s) \) given in remark 3.2.
Denote by \( P \) the matrix whose entries are the transition probabilities given in corollary 3.16 and by \( \pi \) the row vector whose entries are the stationary probabilities

\[
\pi(v; i, k, t) = \lim_{n \to \infty} \Pr(Y_n = v, N_n = i, K_n = k, U_n = t).
\]

The conditional stationary probabilities are denoted by

\[
\pi_v(j, k, t) = \lim_{n \to \infty} \Pr(N_n = j, K_n = k, U_n = t \mid Y_n = v),
\]

and in vector form \( \pi_v = [\pi_v(j, k, t)] \).

Assume there exists stationary conditions under which the probabilities given in the above equations exists and can be derived by solving

\[
\pi = \pi P.
\]

In the second chapter of Cherry [1972], conditions for the existence of such stationary probabilities are discussed. Because of the complexities caused by the general switching rules, we have been unable to find simple conditions for these equations to be satisfied in general. Later on in this dissertation, the arrival process is particularized and then explicit conditions for the existence of stationary probabilities are found.

We are now in a position to prove theorem 2.4 of chapter 2.
Proof of Theorem 2.4: As indicated in section 2.2; whenever the operating process is either the queue length, the busy cycle or the departure process, fed back units may be given service priority. Let $F_m$ be the number of feedbacks associated with the $m$-th unit and $T_m$ be the total service time of the $m$-th unit. One can write

(1) \[ \Pr\{T < x\} = \sum_{k} \Pr\{T < x | F_m = k\} \Pr\{F_m = k\}. \]

Furthermore, $\Pr\{F_m = k\}$ involves the transition probabilities

(2) \[ g_{uv} = \Pr\{Y_n = v | Y_{n-1} = u\}, \]

for $u, v = 0, 1, \ldots, b$. Under stationary conditions, consider the following two cases:

i) $u=0$: upon introducing the random variables associated with output epochs $t_n$ and $t_{n-1}$ in the probability of equation (2) and using remark 3.2 and corollary 3.6, one obtains

(3) \[ g_{0v} = \sum_{j \geq 0} \sum_{s} \sum_{a} \int \gamma_{j:s} \int p_{0v}(i, a; y) \gamma(j; y, a, 0) d\gamma_a(y) \]

\[ \cdot \beta_{a}(h, s) \pi_0(0, h, s) ds \]

\[ + \sum_{i > 0} \sum_{e > 0} \sum_{s} \sum_{h} \int \gamma_{i:s} \int p_{0v}(e, r; y) \gamma(e; y, h, s) d\gamma_r(y) \pi_0(i, h, s) ds, \]

where

$\beta_{a}(h, s) = \Pr\{Z_m = a | K_{n-1} = h, U_{n-1} = s\},$

$\gamma(e; y, h, s) = \int_{k} f_{hk}(e, y-t|s) dt,$
and the index \( r \) of the second term of equation (3) is given by

\[
   r = \min\{k: i_k > 0, k = 1,2,\ldots,b\}.
\]

ii) \( u>0 \): again by introducing the same random variables and using the same remark 3.2 and corollary 3.5, one obtains

\[
   g_{uv} = \sum_{i \geq 0} \sum_{e \geq 0} E_h \int_s^y p_{uv} (e,r;y) \gamma(e;y,h,s) dH_r(y) u_{i,h,s} ds,
\]

where \( \gamma(e;y,h,s) \) is defined above and the index \( r \) is given by

\[
   r = \min\{k: \delta_{uk} + i_k > 0, k = 1,2,\ldots,b\}.
\]

Notice that \( \gamma(e;y,h,s) \) is independent of \( h \) and \( s \), noted \( \gamma(e;y) \), if and only if the arrival process has the forgetfulness property stated in definition A.9. This is so, after considering proposition A.8. Moreover, from lemma A.10, a necessary and sufficient condition for the forgetfulness property is to have the arrival process \( M_b \).

To prove the necessary part, there are two cases to consider:

a) If neither the service process nor the feedback mechanism depends on the type of unit and if the arrival process is \( M_b \) for \( b \geq 1 \), then equation (3) becomes

\[
   g_{0v} = \sum_{j \geq 0} J_y p_{0v}(j;y) \gamma(j;y) dH(y).
\]

Similarly, equation (4) becomes

\[
   g_{uv} = \sum_{j \geq 0} J_y p_{uv}(j;y) \gamma(j;y) dH(y).
\]
The transition probabilities of equations (5) and (6) depend only on known quantities; therefore, one computes $Pr\{F_m = k\}$. Moreover, condition 1 implies that

$$Pr\{T_{m-} | F_m = k\} = H^{(k)}(x).$$

Now, under stationary conditions, the sequence of total service times $\{T_m\}$ form a renewal process whose probability distribution is given in equation (1). Therefore, using definition 2.2, one obtains a $G$-server queue without feedback. Hence, one can characterize any one of the above three operating processes using the $G$-server queue and then derive the corresponding operating process in the $M\alpha_b/\alpha_b/1$ queue with feedback. Then, from definition 2.3, one obtains the first part of the desired result.

b) If conditions 1, 2, and 3a are satisfied, then similarly, equations (3) and (4) becomes:

$$g_{0v} = \int y p_{0v}(y) dH(y),$$

and

$$g_{uv} = \int y p_{uv}(y) dH(y)$$

respectively. Again, the transition probabilities of equations (7) and (8) depend only on known quantities and one obtains the same conclusions as in part a) above.

To establish the sufficiency, one notes that if any one of conditions 1, 2 or 3 is not satisfied, then the transition probabilities $g_{uv}$ found in equations (3) and (4) would depend on the stationary
probabilities $\pi_0(i,k,s)$. From definition 2.2, one is then unable to obtain a G-server queue without feedback in this case. Thus the $MR_b/G_b/1$ queues with feedback which do not satisfy conditions 1, 2 and 3 are never equivalent to G-server queues without feedback.

Q.E.D.

Notice that in the case where there is only one type of arrivals, that is $b = 1$, theorem 3.15 together with its corollary gives a characterization of the queue length process for the $GI/G/1$ queue with state-dependent feedback. Instead of particularizing along that direction, we will keep several types of arrival, but assume a Poisson stream for each type. Hence, proposition 3.11 gives directly

Proposition 3.17. If $MR_b = M_b$, then the queue length process $\{Y_n, N_n\}$ is Markovian and its stationary transition probabilities are given by

$$A_{uv}(i,j) = \Pr\{Y_n = v, N_n = j | Y_{n-1} = u, N_{n-1} = i\},$$

where

$$A_{uv}(i,j) = \begin{cases} \sum_b \sum_y \alpha_b p_{0v}(i,b; y) \Pi_c \frac{e^{-\lambda_c y} \cdot j_c}{j_c!} \cdot dH_h(y) & \text{if } u = 0 \text{ and } i = 0, \\ 0 & \text{if } e < 0 \text{ for some } c, \\ \int_y p_{uv}(e_c, r; y) \Pi_k \frac{e^{-\lambda_k y} \cdot e_k}{e_k!} \cdot dH_r(y) & \text{otherwise}; \end{cases}$$

with $e = [e_c]$, $e_c = \begin{cases} j_c + \delta_{rc} - \delta_{uc} & \text{for } r = \min\{c: \delta_{rc} + i > 0, c = 1,2,\ldots,b\}. \end{cases}$
Corollary 3.18. The Markov chain \(\{Y_n, N_n\}\) is aperiodic and irreducible.

Proof: Considering the stationary transition probabilities given in proposition 3.17 and the conditions on \(p_{uv}(e, r; y)\) given in assumption C, one obtains the desired result.

Q.E.D.

Remark 3.19. Consider the matrix \(P\) whose entries are the transition probabilities \(A_{uv}(i, j)\) given in proposition 3.17 and \(\pi\) the stationary probability vector whose entries are

\[
\pi(v; j) = \lim_{n \to \infty} \Pr\{Y_n = v, N_n = j\},
\]

for \(v = 0, 1, \ldots, b\) and \(j = [j_c]; j_c = 0, 1, \ldots, \) and \(c = 1, 2, \ldots, b.\)

Using corollary 3.18, the states of the Markov chain \(\{Y_n, N_n\}\) are ergodic if and only if there exists a stationary probability vector \(\pi\) to the matrix equation

\[
(1) \quad \pi = \pi P.
\]

Introduce the generating functions

\[
V_v(\xi) = \sum_{j \geq 0} \xi^j \pi(v; j).
\]

and

\[
(2) \quad G_{uv}(\xi; r) = \sum_{j \geq 0} \xi^j p_{uv}(j, r; y) \cdot \frac{e^{-\lambda_k y} \cdot j^k}{k!} \cdot \text{d}H_r(y),
\]

for \(u, v = 0, 1, \ldots, b\) and \(r = 1, 2, \ldots, b.\) The notation \(\xi^j\) would denote
\[ \xi_1^j \xi_2^j \cdots \xi_b^j \text{ with } |\xi_c^j| \leq 1 \text{ for } c = 1,2,\ldots,b. \] Later on, it will be necessary to consider states where there is no type-\(k\) unit in the system just after an output, for \(k < r\). Thus, one defines the following generating functions:

\[ v_v^r(\xi_r^j) = \sum_{i_r \geq 0} \xi_{i_r}^j \pi(v;i_r), \]

where

\[ \xi_r = [1,1,\ldots,1,\xi_r^r,\xi_{r+1}^r,\ldots,\xi_b^r], \quad \xi_k \leq 1; \]

\[ i_r = [0,0,\ldots,0,i_r^r,i_{r+1}^r,\ldots,i_b^r]. \]

Notice that in equation (3) the index \(r\) takes value in the set \(\{1,2,\ldots,b+1\}\). For \(r = 1\), the vectors \(\xi_1^1\) and \(i_1^1\) are the usual \(\xi\) and \(i\), therefore one can write

\[ v_v^1(\xi_1^1) = v_v(\xi). \]

For \(r = b+1\), the vectors \(\xi_{b+1}^b\) and \(i_{b+1}^b\) become the vector of ones and the vector of zeros respectively, thus

\[ v_v^{b+1}(\xi_{b+1}^b) = \pi(v;0). \]

For \(v = 1,2,\ldots,r-1\), if one considers states of the form given in equation (4), the generating functions \(v_v^r(\xi_r^j)\) do not exist since these generating functions are defined whenever there is no type-\(k\) unit in the system \((k < r)\). Therefore, the range of the index \(v\) depends on the value of \(r\); in fact \(v = 0,r,r+1,\ldots,b\).
Now, section A.1 can be used to find the system of generating functions:

\begin{equation}
V_v(\xi) = \sum_{u=1}^{b} \left[ G_{0v}(\xi;u) [\alpha_u \pi(0;0) + \xi_u^{-1} (V_0^u(\xi_u) - V_0^{u+1}(\xi_u+1))] \\
+ \xi_u \sum_{k=1}^{u-1} G_{uv}(\xi;\xi_k) \xi_k^{-1} [V_0^k(\xi_k) - V_0^{k+1}(\xi_k+1)] + G_{uv}(\xi;u) V_0^u(\xi_u) \right],
\end{equation}

for \( v = 0,1,\ldots,b \).

There are still unknown generating functions in equation (5); these are defined in equation (3). For every \( r = 2,3,\ldots,b \), one finds \( V_v^r(\xi) \) as follows: consider the embedding of a new Markov chain \( \{Y_m, N_m^1 = 0, N_m^2 = 0, \ldots, N_m^{r-1} = 0, N_m^r, \ldots, N_m^b \} \) in the original Markov chain \( \{Y_n, N_n^1, \ldots, N_n^b \} \). One then finds the transition probabilities of this new Markov chain, which involve only the busy period of type-\( k \) units, for \( k = 1,2,\ldots,r-1 \). Then, one can find explicitly the generating functions given by equation (3).

The determination of the generating functions \( V_v^r(\xi) \) is done for the case where \( b = 2 \) and a restricted feedback mechanism in chapter 4. As it will be seen, finding these generating functions involves computational difficulties. Thus, it is assumed that given a specific feedback mechanism, one can find the generating functions \( V_v^r(\xi) \) for \( v = 0, r, r+1,\ldots,b \) and \( r = 2,3,\ldots,b \).

Substituting these generating functions in equation (5), one obtains a system of \( b + 1 \) equations and \( b + 1 \) unknown generating
functions \( V_v(\hat{s}) \). This system is then studied for the possibility of finding solutions \( V_v(\hat{s})(v = 0,1,\ldots,b) \), for fixed \( \hat{s} \) such that \( 0 \leq \hat{s}_c \leq 1 \) \((c = 1,2,\ldots,b)\).

Using the fact that

\[
\lim_{\hat{s} \to u} [V_0(\hat{s}) + \sum_{v=1}^{b} V_v(\hat{s})] = 1,
\]

where \( u \) is the vector whose entries are all one; together with L'Hospital's rule, it is believed that an expression for \( \pi(0;0) \) could be found, whenever it exists. Necessary and sufficient conditions for the states to be ergodic would be

\[ \pi(0;0) > 0. \]

The above relation would impose conditions on the arrival process, the service process and the feedback mechanism such that the states of queue length process are ergodic. These are stationary conditions.

3.3. THE BUSY CYCLE

In this section, the occupation of the server is analyzed. This occupation alternates between busy and idle periods. A busy period followed by an idle period constitutes a busy cycle. If \( I_m \) denotes the length of the \( m \)-th idle period, one can recall that the sequence \( \{I_m\} \) was characterized by proposition 3.3. Here, two corollaries can be derived from that proposition.
Corollary 3.20. If \( b = 1 \), then the idle period \( I_m \) depends only on \( U_{m-1} \). Furthermore, the probability distribution of \( I_m \) given \( U_{m-1} \) is given by

\[
\Pr\{I_m < x \mid U_{m-1} = s\} = \frac{A(s+x) - A(s)}{1 - A(s)},
\]

where \( A(\cdot) \) is the probability distribution associated with the arrival process.

Notice that the above result is independent of the feedback mechanism. This is not surprising, since the length of an idle period depends only on the arrival process. Moreover, corollary 3.20 agrees with results from Vlach [1969].

Corollary 3.21. If \( MR_b = M_b \), then the idle period process \( \{I_m\} \) is Poisson with parameter \( \Sigma \lambda \).

Proof: This is immediate upon using lemma A.10.

Q.E.D.

Now, turning our attention to the busy period process, let \( B_m \) be the length of the \( m \)-th busy period length and \( G(\cdot) \) its probability distribution under stationary conditions.

Theorem 3.22. If \( MR_b = M_b \), then, under stationary conditions, the probability distribution of busy period lengths is given by:

\[
G^*(s) = \sum_r b_r \alpha_r [L_{00}(s;r) + \sum_{u,v} b_u b_v (s;r) (I-J(s))^{-1} L_{uv} v_0 (s;v)],
\]
where

$$L_{uv}(s;r) = \sum_{j \geq 0} e^{-sy} p_{uv}(1,r;y) \prod_k \frac{\lambda_y y^k}{j_k!} \frac{e^{-\lambda y}}{j_k!} \frac{1}{j_k!} dH_r(y);$$

and $J(s)$ is the matrix $[L_{uv}(s;u)]$ from which the first row and the first column has been removed.

Proof: The busy period is independent of the service discipline stated in assumption E. Moreover, the order of service is immaterial to the busy period as long as it does not increase the time spent in service. Hence, one can give priority to a fed back unit; that is a unit is given successive period of service until it departs from the system. If one calls the originator, the unit which initiates the busy period, the busy period of the system can be written as follows:

\[(1)\quad B_m = S_n + S_{n+1} + \ldots + S_{n+F_m} + B_{m+1} + \ldots + B_K,\]

where $S_{n+1}$ is the $(i+1)$-th service period of the originator,

$F_m$ = number of feedbacks of the originator,

$K = \sum_{k} b_k n_{n+F_m}$ = number of units in the system when the originator departs,

$N^k_{n+i}$ = queue length of type-$k$ units just after the $(i+1)$-th service completion of the originator,

$B_m^j$ = busy period initiated by the $j$-th arrival during the service periods of the originator.
The index \( n \) refers to a count on the number of services by the server. The service period \( S_{n+1} \) depends only on the type \( Z_{n+1}^i \) for \( i = 1,2,\ldots,F \), which in turn depends on \( Y_{n+1} \). Hence given the output type \( Y_{n+1} \), the service periods \( S_{n+1}^i \)'s are independent. Furthermore, during the total period of service of the originator, \( S_n + S_{n+1} + \ldots + S_{n+F} \), there has been \( K \) arrivals divided among \( b \) different types. Since the arrival process is \( M_b \), the sequence of types of these \( K \) arrivals constitutes an independent process. Moreover, each of these \( K \) arrivals will be the originator of the busy period \( B_m^j \) for some \( j = 1,2,\ldots,K \). Therefore, all \( B_m^j \)'s are independent and have the same probability distribution that \( B_m \) has, \( G(\cdot) \). Moreover, each busy period \( B_m^j \) is independent of the above service periods, \( S_{n+1} \).

If \( Z_m \) denotes the type of the originator, then the probability distribution of the busy period \( B_m \) is derived as follows:

\[
G(x) = \Pr[B_m < x]
= \sum_{r=0}^{b} \sum_{k=1}^{x} \Pr[B_m < x, F = k | Z_m = r]
= \sum_{r=0}^{b} F \sum_{k=1}^{x} G_r(x; r).
\]

Using equation (1), the probability term for \( k = 0 \) in equation (2) is:

\[
G_0(x; r) = \Pr[S_{n+1}^1 + \ldots + S_{n+F}^1 < x, Y_{n+1} = 0 | Y_{n+1} = 0, N_{n+1} = 0, Z_m = r]
= \sum_{j=0}^{x} \int_0^x g(h) (x-y) p_{00}(j, y) \prod_{k=1}^{j} \frac{e^{-\lambda_k y} \lambda_k^j}{j!} dH_r(y);
\]
where \( h = \sum_{k}^{b} j_k \). Considering the Laplace-Stieltjes transform of the probability distribution given in equation (3), one gets

\[
G_0^*(s;r) = L_0^0(s;r);
\]

using an appropriate change of variables and the notation

\[
L_{uv}(s;r) = \sum_{j \geq 0} \int f e^{-sy} p_{uv}(j,r;y) \prod_{k}^{e-\lambda_k y (\lambda_k y C^*_k(s))^{j_k}} \frac{1}{j_k!} dh_r(y),
\]

for \( u,v = 0,1,\ldots,b \).

For the case \( k = 1 \), the term on the right hand side of equation (2) is:

\[
G_1(x;r) = \sum_{v}^{b} \Pr \{ S_n + S_{n+1} + b_1 + \ldots + b_{m} < x, Y_n = v, Y_{n+1} = 0 | Y_{n-1} = 0, N_{n-1} = 0, Z_m = r \}
\]

\[
= \sum_{i \geq 0} \sum_{j \geq i} \int_{0}^{x} \int_{0}^{x-y} \prod_{k}^{e-\lambda_k y (\lambda_k y C^*_k(s))^{j_k-1} k} \frac{1}{(j_k-1)_k!} dh_r(z)p_{0v}(i-1,v; y)
\]

\[
\cdot \prod_{k}^{e-\lambda_k y (\lambda_k y C^*_k(s))^{j_k}} \frac{1}{j_k!} dh_r(y),
\]

where \( h = \sum_{k}^{b} j_k \). Now, taking the Laplace-Stieltjes transform of the above distribution, and by an appropriate change of variables, one finds

\[
G_1^*(s;r) = \sum_{v}^{b} L_{0v}^*(s;r)L_{v0}^*(s,v);
\]

using notation given in equation (5).
Now, for $k = 2$, one could find

$$G_2^*(s; r) = \sum_{u, v} b_{0 u} b_{v 0} J_{s}^*(s; r) L_{0 u}^v(s; v),$$

where $J(s)$ is the matrix $[L_{s u}^v(s; u)]$ from which the first row and the first column has been removed. It also follows that for $k \geq 1$

$$G_k^*(s; r) = \sum_{u, v} b_{0 u} b_{v 0} (s; r) (J^k(s))_{u v}^0 L_{0 u}^v(s; v).$$

For fixed $s$ with $\Re\{s\} \geq 0$, the matrix $J(s)$ is such that $0 \leq L_{s u}^v(s; u) < 1$ and $\sum_{v} L_{s u}^v(s; u) < 1$, using the definition of $L_{s u}^v(s; u)$ and condition 1 of assumption C. Thus, all the eigenvalues of $J(s)$ have moduli less than 1, using a result from Lancaster [1969]. Therefore, $\Sigma J_k^*(s)$ converges and is equal to $(I-J(s))^{-1}$. Hence, summing equation (7) over $k$ from 1 to $\infty$, one obtains

$$\Sigma_{k} G_{k+1}^*(s; r) = \sum_{u, v} b_{0 u} b_{v 0} (s; r) ([I-J(s)]^{-1})_{u v}^0 L_{0 u}^v(s; v),$$

together with equation (4), equation (2) gives the desired result.

Q.E.D.

Notice that when the arrival process $MR_b$ is considered, the busy periods $B_j^i$ and $B_j^h$ for $j \neq h$ are no longer independent.

3.4. DECOMPOSITION OF THE OUTPUT PROCESS

The output process is decomposed by the feedback switch into two types of processes: the feedback processes and the departure process. The feedback switch acts like a filter on the state space of the output process.
If one filters the states with $Y_n = v$ for fixed $v = 0, 1, \ldots, b$, the resulting process is either the feedback stream going into the type-$v$ units whenever $v = 1, 2, \ldots, b$ or the departure stream whenever $v = 0$. Using results from Cherry [1972], one can state without proof.

**Theorem 3.23.** The decomposed process \( \{Y_n = v, N_n, K_n, U_n, O_n\} \) is Markov renewal for every $v = 0, 1, \ldots, b$ over the state space \( \{0, 1, \ldots\}^b \times \{1, 2, \ldots, b\} \times [0, \infty) \).

In the above process, the index $n$ no longer represents a count on the number of services but a count on the number of jumps into states with output status equal $v$. To remove ambiguity, note by \( \{Y_m = v, N_m, K_m, U_m, O_m\} \) the decomposed process for every $v = 0, 1, 2, \ldots, b$.

Hence, the length $O_m$ represents the interval length between two consecutive outputs with $Y_n = v$. It is also worthwhile to note that the decomposed process is a kind of first passage time. Therefore, one could, in theory, find the stationary transition probabilities for every decomposed process.

Now, let us turn our attention to one particular decomposed process, the departure process. In fact when $v = 0$, the corresponding output leaves the system. If one denotes by $t'_m$ the epoch of the $m$-th departure; by $D_m$ the interval length between the $(m-1)$-st and the $m$-th departure; by $Q_m$ the queue length at $t'_m + 0$; by $K'_m$ the type of the last arrival prior to $t'_m$ and by $U'_m$ the time since the last arrival measured from $t'_m$, then the process \( \{Q_m, K'_m, U'_m, D_m\} \) represents the departure process and is Markov renewal, using theorem 3.23.
3.5. CONCLUSIONS

In this chapter it was shown that the output process from the \( \text{MR}_b/G_b/1 \) queues with feedback is Markov renewal on a state space which is the cross product of denumerable sets and the non-negative real numbers. Theorem 3.5 and corollary 3.6 characterize the structure of the output process. This characterization of the output process was used to derive the queue length process as well as the departure process. The busy cycle of such a queueing system was also analyzed.

In the next chapter, the formulation considered above will be illustrated in the case of two Poisson streams forming the arrival process with a feedback mechanism depending on the type only. Explicit stationary conditions will be found and then applied to two computer time-sharing models.
CHAPTER 4

PARTICULAR QUEUEING SYSTEM WITH FEEDBACK

In chapter 2 the problem of queueing systems with feedback was introduced. One thing proved there was that if the feedback mechanism depends on the type of unit then the queueing system with feedback cannot be transformed into an equivalent system without feedback. The content of chapter 3 enabled us to analyze directly a queueing system with a general feedback rule.

It is the object of this chapter to illustrate the analysis of the preceding chapter using a particular queueing system with feedback. Specifically, the system to be considered assumes two independent Poisson streams as the arrival process and the feedback mechanism depends only on the type of unit.

4.1. SPECIFIC ASSUMPTIONS

The queueing system with feedback considered in this chapter is a particular model of the one stated in section 2.1. Therefore, we will particularize the appropriate assumptions, namely A and C and leave unchanged the others.

Whenever the arrival process \( \{Z_m, X_m\} \) is composed of two independent Poisson streams of parameters \( \lambda_1 \) and \( \lambda_2 \) respectively; proposition
A.8 with \( b = 2 \) gives the transition probabilities

\[
A_{hk}(s) = a_k(1 - e^{-xL_k}),
\]

for \( h, k = 1, 2 \) and \( x \geq 0 \).

Here, the feedback mechanism is assumed to depend only on the type of the unit being directed and furthermore whenever there is feedback, the unit joins the queue of type-2 units. Therefore, associated with the \( n \)-th output, the random variable \( Y_n \) is defined as follow:

\[
Y_n = \begin{cases} 
0 & \text{if the } n \text{-th output departs,} \\
2 & \text{if the } n \text{-th output feeds back.}
\end{cases}
\]

Thus, assumption C concerning the probabilistic structure of the feedback mechanism is particularized to

\[
Pr\{Y_n = v | Y_{n-1}, \ldots; Y_n, \ldots; S_n; Z'_n = r\} = Pr\{Y_n = v | Z'_n = r\},
\]

for \( v = 0, 2 \) and \( r = 1, 2 \). Therefore,

\[
p_{uv}(j,r;y) = (\delta_{u0} + \delta_{u2})p_v(r),
\]

for \( u, v = 0, 1, 2 \);

and without loss of generality, it can be written that

\[
p_v(r) = p_r \delta_{2v} + (1-p_r)\delta_{0v},
\]

where \( p_1 \) and \( p_2 \) vary in the interval \([0,1)\).
The above queueing system with feedback is best visualized by figure 4.1 below.

Figure 4.1. Particular queueing system with feedback

4.2. STATIONARY CONDITIONS

In this section, we study in detail the queue length process \( \{Y_n, N^1_n, N^2_n\} \) and determines its stationary conditions. Using proposition 3.17 the queue length process \( \{Y_n, N^1_n, N^2_n\} \) is Markovian over the state space \((0,2)\times(0,1,...)\times(0,1,...)\). Furthermore, one has the following result:

Proposition 4.1. The stationary transition probabilities for the Markov chain \( \{Y_n, N^1_n, N^2_n\} \) are given by

\[
A_{uv}[(i_1, i_2), (j_1, j_2)] = \\
Pr(Y_n = v, N^1_n = j_1, N^2_n = j_2 | Y_{n-1} = u, N^1_{n-1} = i_1, N^2_{n-1} = i_2),
\]

with

\[
A_{uv}[(i_1, i_2), (j_1, j_2)] = \begin{cases} 
\sum_k p_v(k)g_k(j_1, i_2) & \text{if } u+i_1+i_2 = 0, \\
p_v(r)g_r(j_1+\delta_r-1, j_2+\delta_r-\delta_u-1_2) & \text{otherwise}; 
\end{cases}
\]
where \( r = \min\{c: \delta + i > 0, c=1,2\} \),

\[
g_k(j_1, j_2) = \left( \frac{-\lambda}{e} \right)^c (\lambda y)^j e^{y c} \frac{c^j}{j!} \text{d}H_k(y);
\]

and set \( g_k(i,j) = 0 \) whenever \( i \) or \( j \) is negative.

Furthermore, from proposition 3.14, another result is obtained.

**Proposition 4.2.** The joint probability distribution of \( Y_n, Z'_n, N^1_n, \) and \( N^2_m \) is given by

\[
\Pr\{Y_n = y, Z'_n = z, N^1_n = j_1, N^2_n = j_2 | Y_{n-1} = u, N^1_{n-1} = i_1, N^2_{n-1} = i_2\} = \begin{cases} 
q_k p_v(k) g_k(j_1, j_2) & \text{if } u + i_1 + i_2 = 0, \\
\delta_{rkv} p_r(r) g_r(j_1 + \delta_{r_1} i_1 - \delta_{r_2} i_2, j_2 + \delta_{r_2} i_2 - \delta_{r_1} i_2) & \text{otherwise};
\end{cases}
\]

where \( r = \min\{c: \delta + i > 0, c=1,2\} \) and \( g_k(i,j) \) is given in proposition 4.1.

From proposition 4.1 and the feedback switch defined in section 4.1, the Markov chain \( \{Y_n, N^1_n, N^2_n\} \) is irreducible and aperiodic.

We are now ready to make use of the method stated in remark 3.19 to find explicitly the stationary conditions for the particular queueing system with feedback. In the process of doing so, we need several additional results; which are given in section A.2.

**Theorem 4.3.** The states of the queue length process \( \{Y_n, N^1_n, N^2_n\} \) are ergodic if and only if

\[
\rho_1 + \rho_2 + \rho_2 (1 - \rho_1) + \rho_1 \lambda \bar{S} < 1,
\]

where \( \rho_r = \frac{\lambda \bar{S}}{r} \) for \( r = 1,2 \).
Proof: Using equation (5) of remark 3.19 with \( b = 2 \), \( V_v(\mathcal{S}_1, \mathcal{S}_2) = V_v(\mathcal{S}_1, \mathcal{S}_2) \) and \( V_v(0,0) = \pi(0;0,0) \), one obtains

\[
V_v(\mathcal{S}_1, \mathcal{S}_2) = C_{0v}(\mathcal{S}_1, \mathcal{S}_2; 1) [\alpha_1 \pi(0;0,0) + \mathcal{S}_1^{-1}(V_0(\mathcal{S}_1, \mathcal{S}_2) - V_0(0, \mathcal{S}_2))] + C_{0v}(\mathcal{S}_1, \mathcal{S}_2; 2) [\alpha_2 \pi(0;0,0) + \mathcal{S}_2^{-1}(V_0(0, \mathcal{S}_2) - \pi(0;0,0))] + \mathcal{S}_2 C_{2v}(\mathcal{S}_1, \mathcal{S}_2; 1) \mathcal{S}_1^{-1}(V_2(\mathcal{S}_1, \mathcal{S}_2) - V_2(0, \mathcal{S}_2)) + C_{2v}(\mathcal{S}_1, \mathcal{S}_2; 2) V_2(0, \mathcal{S}_2),
\]

for \( v = 0,2 \). For this particular model \( V_1(\mathcal{S}_1, \mathcal{S}_2) = 0 \), since \( v \) cannot take the value 1.

One needs to evaluate \( V_v(0, \mathcal{S}_2) \). As mentioned in remark 3.19, the probabilities \( \pi(v;0,i) \) can be found by embedding a second Markov chain within the original one, \( \{Y_n, N_1^n, N_2^n\} \). This has been done in section A.2 and the generating function \( R_v(\mathcal{S}) = \sum_i \pi(v;0,i) \mathcal{S}_i \) has been found and evaluated for \( \mathcal{S} = 1 \). Since the second Markov chain is to be viewed as embedded within the first, one can use proposition A.7 and write

\[
V_v(0, \mathcal{S}_2) = R_v(\mathcal{S}_2),
\]

for \( v = 0,2 \).

Also, from equation (2) of remark 3.19 and the specific assumptions of section 4.1, it follows that

\[
G_{uv}(\mathcal{S}_1, \mathcal{S}_2; r) = p_v(r) H^*_r(\lambda_1 - \mathcal{S}_1^\lambda_1 + \lambda_2 - \mathcal{S}_2^\lambda_2).
\]
If one denotes by \( A_r(\bar{a}_1, \bar{a}_2) \) the coefficient of \( p_v(r) \) on the right hand side of equation (2); and if one uses the above substitutions, equation (1) can be rewritten as

\[
(3) \quad V_v(\bar{a}_1, \bar{a}_2) = \pi(0;0,0)[\sum_r^2 p_v(r)A_r(\bar{a}_1, \bar{a}_2) - p_v(2)\bar{a}_2^{-1}A_2(\bar{a}_1, \bar{a}_2)] \\
+R_0(\bar{a}_2)[p_v(2)\bar{a}_2^{-1}A_2(\bar{a}_1, \bar{a}_2) - p_v(1)\bar{a}_1^{-1}A_1(\bar{a}_1, \bar{a}_2)] \\
+R_2(\bar{a}_2)[p_v(2)A_2(\bar{a}_1, \bar{a}_2) - p_v(1)\bar{a}_1^{-1}A_1(\bar{a}_1, \bar{a}_2)] \\
+p_v(1)\bar{a}_1^{-1}A_1(\bar{a}_1, \bar{a}_2)V_0(\bar{a}_1, \bar{a}_2) \\
+p_v(1)\bar{a}_1^{-1}A_1(\bar{a}_1, \bar{a}_2)V_0(\bar{a}_1, \bar{a}_2),
\]

for \( v = 0, 2 \).

Denoting by \( b_v(\bar{a}_1, \bar{a}_2) \) the first three terms of equation (3) and by \( B_v(\bar{a}_1, \bar{a}_2) \) and \( \gamma_v(\bar{a}_1, \bar{a}_2) \) the coefficients of \( V_0(\bar{a}_1, \bar{a}_2) \) and \( V_2(\bar{a}_1, \bar{a}_2) \) respectively, one can solved equation (3) with respect to \( V_0(\bar{a}_1, \bar{a}_2) \) and \( V_2(\bar{a}_1, \bar{a}_2) \); it is verified that

\[
(4) \quad V_0(\bar{a}_1, \bar{a}_2) = \frac{(1-\gamma_2(\bar{a}_1, \bar{a}_2))b_0(\bar{a}_1, \bar{a}_2) + \gamma_0(\bar{a}_1, \bar{a}_2)b_2(\bar{a}_1, \bar{a}_2)}{1-B_0(\bar{a}_1, \bar{a}_2) - \gamma_2(\bar{a}_1, \bar{a}_2) + C(\bar{a}_1, \bar{a}_2)},
\]

and

\[
(5) \quad V_2(\bar{a}_1, \bar{a}_2) = \frac{(1-B_0(\bar{a}_1, \bar{a}_2))b_2(\bar{a}_1, \bar{a}_2) + B_2(\bar{a}_1, \bar{a}_2)b_0(\bar{a}_1, \bar{a}_2)}{1-B_0(\bar{a}_1, \bar{a}_2) - \gamma_2(\bar{a}_1, \bar{a}_2) + C(\bar{a}_1, \bar{a}_2)},
\]

where \( C(\bar{a}_1, \bar{a}_2) = \gamma_2(\bar{a}_1, \bar{a}_2)B_0(\bar{a}_1, \bar{a}_2) - \gamma_0(\bar{a}_1, \bar{a}_2)B_2(\bar{a}_1, \bar{a}_2) \).

Using proposition A.7, there exist a function \( X_v(\bar{a}_2) \) such that

\[
(6) \quad R_v(\bar{a}_2) = \pi(0;0,0)X_v(\bar{a}_2),
\]
for $v = 0, 2$; therefore, it is verified that

\begin{align*}
(7) \quad b_v(\bar{s}_1, \bar{s}_2) &= \pi(0; 0, 0) \left\{ \sum_{r}^{2} \alpha_r p_r(v) A_r(\bar{s}_1, \bar{s}_2) - p_v(2) \bar{s}_2^{\perp} A_2(\bar{s}_1, \bar{s}_2) \right. \\
&\quad + X_0(\bar{s}_2)\left[p_v(2) \bar{s}_2^{\perp} A_2(\bar{s}_1, \bar{s}_2) - p_v(1) \bar{s}_1^{\perp} A_1(\bar{s}_1, \bar{s}_2) \right] \\
&\quad + X_2(\bar{s}_2)\left[p_v(2) A_2(\bar{s}_1, \bar{s}_2) - p_v(1) \bar{s}_1^{\perp} A_1(\bar{s}_1, \bar{s}_2) \right] \left\} ,
\end{align*}

for $v = 0, 2$. If one denotes by $f_v(\bar{s}_1, \bar{s}_2)$ the coefficient of $\pi(0; 0, 0)$
on the right hand side of equation (7), equations (4) and (5) become

\begin{align*}
(8) \quad V_0(\bar{s}_1, \bar{s}_2) &= \pi(0; 0, 0) \frac{(1-\gamma_2(\bar{s}_1, \bar{s}_2)) f_0(\bar{s}_1, \bar{s}_2) + \gamma_0(\bar{s}_1, \bar{s}_2) f_2(\bar{s}_1, \bar{s}_2)}{1 - B_0(\bar{s}_1, \bar{s}_2) - \gamma_2(\bar{s}_1, \bar{s}_2) + C(\bar{s}_1, \bar{s}_2)} , \\
(9) \quad V_2(\bar{s}_1, \bar{s}_2) &= \pi(0; 0, 0) \frac{(1-B_0(\bar{s}_1, \bar{s}_2)) f_2(\bar{s}_1, \bar{s}_2) + B_2(\bar{s}_1, \bar{s}_2) f_0(\bar{s}_1, \bar{s}_2)}{1 - B_0(\bar{s}_1, \bar{s}_2) - \gamma_2(\bar{s}_1, \bar{s}_2) + C(\bar{s}_1, \bar{s}_2)} .
\end{align*}

Now, using the fact that $V_v(\bar{s}_1, \bar{s}_2)$ are monotone and bounded
functions, one can set

$$
\lim_{\bar{s}_1 \rightarrow 1} V_v(\bar{s}_1, \bar{s}_2) = \lim_{\bar{s}_1 \rightarrow 1} \lim_{\bar{s}_2 \rightarrow 1} V_v(\bar{s}_1, \bar{s}_2) .
$$

Furthermore, adding equations (8) and (9) and setting $\bar{s}_2 = 1$,
one obtains

\begin{align*}
(10) \quad V_0(\bar{s}_1, 1) + V_2(\bar{s}_1, 1) &= \pi(0; 0, 0) \frac{f_0(\bar{s}_1, 1) + f_2(\bar{s}_1, 1)}{1 - B_0(\bar{s}_1, 1) - \gamma_2(\bar{s}_1, 1)} ,
\end{align*}

where

\begin{align*}
B_v(\bar{s}_1, 1) &= \gamma_v(\bar{s}_1, 1) = p_v(1) \bar{s}_1^{\perp} A_1(\bar{s}_1, 1) , \\
\gamma_v(\bar{s}_1, 1) &= \sum_{r}^{2} \alpha_r p_r(v) A_r(\bar{s}_1, 1) - p_v(2) A_2(\bar{s}_1, 1) \\
&\quad + [X_0(1) + X_2(1)]\{p_v(2) A_2(\bar{s}_1, 1) - p_v(1) \bar{s}_1^{\perp} A_1(\bar{s}_1, 1) \} ,
\end{align*}

for $v = 0, 2$. 
Now letting $\delta \to 1$ in equation (10) and using L'Hospital's rule, it follows that

$$V_0(1,1)+V_2(1,1) = \pi(0;0,0) \frac{(\lambda_1 \bar{S}_2 + 1 - \rho_1)[X_0(1)+X_2(1)-\alpha_1]+\alpha_1}{1-\rho_1},$$

where $\rho_1 = \lambda_1 \bar{S}_1$. From equation (6) and proposition A.7,

$$X_0(1)+X_2(1)-\alpha_1 = \frac{1}{\lambda_1 + \lambda_2} \left[ \frac{\lambda_2 + p_1 \lambda_1}{(1-p_2)(1-\rho_1)-p_2-p_1 \lambda_1 \bar{S}_2} \right].$$

Using equation (12) together with the fact that $V_0(1,1) + V_2(1,1) = 1$, equation (11) gives

$$\pi(0;0,0) = \frac{(\lambda_1 + \lambda_2)[(1-p_2)(1-\rho_1)-p_2-p_1 \lambda_1 \bar{S}_2]}{\lambda_1 (1 + p_1 - p_2) + \lambda_2}.$$

A necessary and sufficient condition for the states to be ergodic is $\pi(0;0,0) > 0$, or

$$\rho_1 + p_2 (1-\rho_1) + p_1 \lambda_1 \bar{S}_2 < 1,$$

which proves the theorem.

Q.E.D.

**Proposition 4.4.** Under stationary conditions, the joint probability of $Y_n$ and $Z_n'$ is given by

$$\Pr\{Y_n = v, Z_n' = k\} = \pi(0;0,0){\alpha}_k p_v(k) + A(\delta_{2k} p_v(2)-\delta_{1k} p_v(1)) - \delta_{2k} p_v(2) + \delta_{1k} p_v(1),$$
where $\pi(0;0,0)$ is given by equation (13) of theorem 4.3 and

$$A = \frac{1}{\lambda_1 + \lambda_2} \left[ \frac{\lambda_1 (1-\rho_1 - \rho_2 + p_1 - p_2 (1-\rho_1)) + \lambda_2 - p_1 \lambda_1 S_2}{(1-p_2)(1-\rho_1) - \rho_2 - p_1 \lambda_1 S_2} \right].$$

Proof: Under stationary conditions, one can write

$$\Pr(Y_n = v, Z_n' = k) = \sum_{u=0,2} \Sigma_i \Sigma_{i_1 i_2} \pi(u; i_1, i_2)$$

$$\cdot \Pr(Y_n = v, Z_n' = k | Y_{n-1} = u, N_{n-1}^i = i_1, N_{n-1}^{i_2} = i_2),$$

now, using proposition 4.2, equation (1) becomes

$$\Pr(Y_n = v, Z_n' = k) = \pi(0;0,0)\alpha_k p_v(k) + \sum_{u=0,2} \Sigma_i \Sigma_{i_1 i_2} \pi(u; i_1, i_2) \delta_{rk} p_v(r);$$

where $r = \min\{c: \delta_{uc} + i > 0, c=1,2\}$. Evaluating the second term on the right hand side of equation (2), it follows that

$$\Pr(Y_n = v, Z_n' = k) = \pi(0;0,0)\alpha_k p_v(k) + \delta_{2k} p_v(2)\pi(0;0,0)(X_0(1)+X_2(1)-1)$$

$$+ \delta_{1k} p_v(1)[1-(X_0(1)+X_2(1))\pi(0;0,0)],$$

where $X_v(\delta)$ has been introduced in the proof of theorem 4.3. Now, using proposition A.7, one obtains the desired result.

Q.E.D.

From the above joint probability, one can find the marginal with respect to $Y_n$. In particular, the probability that the $n$-th output departs is given by the following

**Corollary 4.5.** Under stationary conditions,

$$\Pr(Y_n = 0) = \frac{(\lambda_1 + \lambda_2)(1-p_2)}{\lambda_1 (1+p_1-p_2) + \lambda_2}.$$
Corollary 4.6. Under stationary conditions, the probability of an idle system is

$$1 - \rho_1 - \frac{p_1 \lambda \bar{S}_2}{1 - p_2}.$$  

Proof: The system becomes idle whenever $N_n^1 = 0$ and $N_n^2 = 0$, knowing that the n-th output departs. Hence,

$$\Pr\{\text{idle system}\} = \Pr\{N_n^1 = 0, N_n^2 = 0 | Y_n = 0\}$$

$$= \frac{\pi(0;0,0)}{\Pr\{Y_n = 0\}},$$

and then use corollary 4.5 and theorem 4.3.

Q.E.D.

Theorem 4.3 specifies stationary conditions for the $M_2/G_2/1$ queueing system with the feedback mechanism stated in section 4.1. Under stationary conditions, the mean queue lengths are found as follow:

First, for the mean queue lengths of type-1 units, one derives

$$E[N_n^1] = \sum_{u=0,2} \sum_j \Sigma_j \pi(u;j,k)$$

$$= \lim_{\delta_1 \rightarrow 1} [V'_1(\delta_1;1)+V'_2(\delta_1;1)].$$

where $V_u'(\delta_1;1)$ can be evaluated by equations (8) and (9) of theorem 4.3.

Second, for the mean queue lengths of type-2 units, one also derives

$$E[Y_n + N_n^2] = E[Y_n] + E[N_n^2],$$
for \( E[Y_n] = \Pr\{Y_n = 2\} \),

and

\[
E[N_{n}^{2}] = \lim_{\delta_{1} \to 1} [V_{0}^{\prime}(1, \delta_{2}) + V_{2}^{\prime}(1, \delta_{2})];
\]

where \( V_{u}^{\prime}(1, \delta_{2}) \) can be evaluated by equations (8) and (9) of theorem

4.3.

**Theorem 4.7.** Under stationary conditions, the probability that there is no type-1 units in the system is

\[
\frac{\lambda_{1}(1-p_{1}-p_{2}+p_{1}-p_{2}(1-p_{1})) + \lambda_{2}p_{1}}{\lambda_{1}(1-p_{1}-p_{2}) + \lambda_{2}}
\]

**Proof:** Consider the following for large value of \( n \);

\[
(1) \quad \Pr\{N_{n}^{1}=0\} = \sum_{u=0,2} \Sigma_{k} \pi(u; 0, k).
\]

Using proposition A.7 and theorem 4.3, equation (1) becomes

\[
(2) \quad \Pr\{N_{n}^{1}=0\} = R_{0}(1) + R_{2}(1)
\]

\[
= \frac{\pi(0; 0, 0)}{\lambda_{1} + \lambda_{2}} \left[ \frac{\lambda_{1}(1-p_{1}-p_{2}+p_{1}-p_{2}(1-p_{1})) + \lambda_{2}p_{1}}{(1-p_{2})(1-p_{1})-p_{2}-p_{1}\lambda_{1}\delta_{2}} \right].
\]

Finally, making use of equation (13) of theorem 4.3, equation (2) gives the desired result.

Q.E.D.
Notice that for $\lambda_2 = p_1 = p_2 = 0$, theorems 4.3-4.7 give the corresponding results for M/G/1 queues without feedback. Moreover, if one sets $p_1 = p_2 = 0$ in the above theorems, results on priority queues by Miller [1960] follow.

If $\lambda_1 = 0$ in the above model, one obtains the M/G/1 queue with Bernoulli feedback. In fact, theorem 4.3 gives $\rho_2 < 1 - p_2$ as stationary conditions. This result has been first found by Takács [1963] and can also be derived from proposition 2.11 using the method of transformation.

4.3. THE BUSY PERIOD PROCESS

Here, the distributions of idle periods and busy periods are immediately found from corollary 3.21 and theorem 3.22 respectively.

Proposition 4.8. The idle periods $I_m$'s are exponentially distributed with parameter $\lambda_1 + \lambda_2$. 

Proposition 4.9. Under stationary conditions the probability distribution of busy periods is given by

$$G^*(s) = \sum_{r=1}^{\infty} [1-p_r - (p_2 - p_r)H^*_2(e)] \frac{H^*_r(e)}{1-p_2H^*_2(e)},$$

where $e = s + \lambda_1 + \lambda_2 - (\lambda_1 + \lambda_2)G^*(s)$.

Proof: Using theorem 3.22 and the specific assumptions of section 4.1, one obtains
\[ L_{uv}(s;r) = (\delta_{u0} + \delta_{u2}) p_v(r) H_r^*(e), \]

for \( u,v = 0,1,2. \) Therefore

\[
J(s) = \begin{bmatrix}
0 & 0 \\
0 & p_2 H_2^*(e)
\end{bmatrix}.
\]

Substituting in the expression for \( G^*(s) \), one gets

\[
G^*(s) = \sum_{r=1}^2 \alpha_r \left[ \frac{1 - p_r H_r^*(e)}{1 - p_2 H_2^*(e)} \right] H_r^*(e),
\]

and then the desired result follow.

Q.E.D.

Notice that in the case of no feedback, one could obtain Miller [1960]'s results. Furthermore, if there is only one arrival stream \((\lambda_1=0)\), one obtains results in the case of Bernoulli feedback, which are extensions of Takács [1963]'s results and can be also found from proposition 2.16.

Corollary 4.10. Under stationary conditions, the mean of busy period lengths is

\[
E[B_m] = \frac{1}{\lambda_1 + \lambda_2} \left[ \frac{\rho_1 + \rho_2 + \rho_1 \lambda_1 S_2 - p_2 \rho_1}{1 - p_2 - \rho_1 - p_2 \lambda_1 S_2 + p_2 \rho_1} \right].
\]

Proof: In the usual way, one differentiates the Laplace-Stieltjes transform given in proposition 4.9, then set \( s = 0 \) and note that \( G^*(0) = -E[B_m] \).

Q.E.D.
4.4. THE OUTPUT PROCESS

For the particular queueing system stated in section 4.1, several properties of the output process are now derived. From proposition 3.11, one states

**Proposition 4.11.** The output process \( \{Y_n, N_n^1, N_n^2, 0\} \) is Markov renewal and its stationary transition probabilities are given by

\[
A_{uv}[i_1,i_2),(j_1,j_2);x] = \Pr\{Y_n = v, N_n^1 = j_1, N_n^2 = j_2, 0 < x | Y_n = u, N_n^1 = i_1, N_n^2 = i_2\}
\]

where

\[
A_{uv}[i_1,i_2),(j_1,j_2);x] = \begin{cases} 
\int_0^x \sum_k \alpha_k p_v(k)(1-e^{-\Sigma\lambda(x-y)}) & \text{if } u+i_1+i_2=0, \\
\int_0^x p_v(r) \frac{\Pi_c^{j_1} (\lambda_c)^{j_1} e^{-\lambda_c r} e^{r} e^c}{\Pi_c^{j_2} (\lambda_c)^{j_2} e^{-\lambda_c r} e^c} \, dr & \text{if } e_k < 0 \text{ some } k, \\
0 & \text{if } e_k > 0 \text{ all } k;
\end{cases}
\]

with \( e_c = i_c + \delta_c - \delta_c - 1, c = 1, 2; r = \min\{c: d_c + i_c > 0, c = 1, 2\} \).
Furthermore, from proposition 3.14, one states

**Proposition 4.12.** The random variables $Y_n, Z_n', N_n^1, N_n^2$ and $\hat{O}_n$ depends only on $Y_{n-1}, N_{n-1}^1, N_{n-1}^2$. Moreover, its joint probability distribution is given by

$$\Pr\{Y_n = v, Z_n = k, N_n^1 = j_1, N_n^2 = j_2, 0 < x | Y_{n-1} = u, N_{n-1}^1 = i_1, N_{n-1}^2 = i_2\}$$

$$= \begin{cases} 
\int_0^x a_k \rho_v(k) (1-e^{-(x-y)} \sum_j e^{\lambda_j y} \frac{\lambda_j^j}{j!} \frac{y^j}{c^j} \frac{e}{c^j} \frac{y^j}{c^j} \frac{e}{c^j} \frac{y^j}{c^j} \frac{e}{c^j} d\mathcal{H}_v(y) \\
\int_0^x \delta\rho_v(r) \frac{\lambda_j^j}{j!} \frac{y^j}{c^j} \frac{e}{c^j} \frac{y^j}{c^j} \frac{e}{c^j} \frac{y^j}{c^j} \frac{e}{c^j} d\mathcal{H}_v(y) 
\end{cases}$$

if $u+i_1+i_2 = 0$,

otherwise;

where $r = \min\{c: \delta + i > 0, c=1,2\}$ and $e = j + \delta - \delta - i$.

**Proposition 4.13.** Under stationary conditions, output interval lengths $O_n$'s are identically distributed.

**Proof:** Using conditional probabilities, the distribution of output interval lengths can be written as

$$(1) \quad \Pr\{0_{n+1} < x\} = \sum_{u=0,2} \sum_{j} \Pr\{0_{n+1} < x | Y_n = u, N_n^1 = i, N_n^2 = j\} \pi(n)(u,i,j),$$

where one defined the state probability just after the $n$-th output to be

$$(2) \quad \pi(n)(u,i,j) = \Pr\{Y_n = u, N_n^1 = i, N_n^2 = j\}.$$
(3) \[ \pi(u; i, j) = \lim_{n \to \infty} \pi^{(n)}(u; i, j), \]
and is independent of \( n \). Now, from proposition 4.12 the conditional probability in equation (1) is independent of \( n \) and is found to be

\[
\Pr\{0_{n+1}^{<X| Y_n = u, N_n^1 = i, N_n^2 = j, 0_n \}
\begin{cases}
\int_{y}^{X} \frac{2}{\kappa_k} \alpha_k (1-e^{-\sum_{k=1}^{\kappa_k} (x-y)}) dH_k(y) & \text{if } u+i+j=0, \\
H_r(x) & \text{if } u+i+j>0;
\end{cases}
\]

where \( r=1 \) whenever \( i>0 \) and \( r=2 \) otherwise. Then, the probability distribution of \( 0_n \) given in equation (1) is independent of \( n \).

Q.E.D.

Considering proposition 4.13 and the output process \( \{Y_n, N_n^1, N_n^2, 0_n\} \), one can state without proof the following property.

**Proposition 4.14.** The sequence \( \{0_n\} \) of output interval lengths forms a collection of mutually conditionally independent random variables given \( \{Y_{n-1}, Y_n, N_{n-1}^1, N_n^1, N_{n-1}^2, N_n^2\} \).

**Theorem 4.15.** Under stationary conditions, the probability distribution of output interval lengths is

\[
F_0^*(s) = H_1^*(s)[(\frac{\lambda_1}{s+\lambda_1+\lambda_2})\pi(0; 0, 0) + (s+\lambda_1+\lambda_2)^{-1}A\pi(0; 0, 0)]
+ H_2^*(s)[(\frac{\lambda_2}{s+\lambda_1+\lambda_2})\pi(0; 0, 0) + (s+\lambda_1+\lambda_2)^{-1}(A-1)\pi(0; 0, 0)],
\]

where \( \pi(0; 0, 0) \) is given by equation (13) of theorem 4.3 and \( A \) by proposition 4.4.
Proof: From proposition 4.13, one can write

\[ F_0(x) = \sum_{u=0,2} \sum_i \sum_j \Pr\{0 \leq X \mid Y = u, N^1 = i, N^2 = j\} \pi(u; i, j), \]

after the notation

\[ F_0(x) = \lim_{n \to \infty} \Pr\{0 \leq X\}. \]

Taking the Laplace-Stieltjes transform of the probability distribution given in equation (1) and using equation (4) of proposition 4.13, one obtains, as a first step,

\[ F_0^*(s) = \pi(0; 0, 0) \left( \frac{\lambda_1 + \lambda_2}{s + \lambda_1 + \lambda_2} \right) E_{\lambda_1, \lambda_2}(s) + \sum_{u=0,2} \sum_i \sum_j H_r(s) \pi(u; i, j) \]

where \( r = 1 \) whenever \( i > 0 \) and \( r = 2 \) otherwise. The second term on the right hand side of equation (2) is evaluated as follow:

\[ \sum_{u=0,2} \sum_i \sum_j H_r^*(s) \pi(u; i, j) \]

\[ = H_2^*(s) \sum_i \pi(0; 0, j+1) + H_1^*(s) \sum_i \pi(0; i+1, j) \]

\[ + H_2^*(s) \sum_i \pi(2; 0, j) + H_1^*(s) \sum_i \pi(2; i+1, j) \]

\[ = H_2^*(s) \{ \sum_i (\pi(0; 0, j) + \pi(2; 0, j)) - \pi(0; 0, 0) \} \]

\[ + H_1^*(s) \{ \sum_i \pi(0; i+1, j) + \pi(2; i+1, j) \} \]

\[ = H_2^*(s) \{ R_0(1) + R_2(1) - \pi(0; 0, 0) \} + H_1^*(s) \{ 1 - R_0(1) - R_2(1) \} \]

using theorem 4.3. Now using proposition A.7, one obtains
\[ \pi^*(s) = H_2^*(s)(A-1)\pi(0;0,0) + H_1^*(s)(1-\pi(0;0,0)A), \]

where \( \pi(0;0,0) \) is given by equation (13) of theorem 4.3 and A by proposition 4.4. Then, from equation (2), one finally obtains the desired result.

Q.E.D.

Notice that in the case where the service periods have the same probability distribution regardless of the type of unit being served, one can state from theorem 4.15,

**Corollary 4.16.** If \( H_1(x) \equiv H_2(x) \), then the probability distribution of output interval lengths is

\[ F_0^*(s) = H^*(s) \left[ \frac{\lambda_1 + \lambda_2}{s + \lambda_1 + \lambda_2} \pi(0;0,0) + 1 - \pi(0;0,0) \right], \]

where \( \pi(0;0,0) \) is given by equation (13) of theorem 4.3.

**Theorem 4.17.** Under stationary conditions, the mean of the output interval lengths is

\[ \mathbb{E}[O] = \left[ \frac{1 + \rho_1 + \rho_2}{\lambda_1 + \lambda_2} - \frac{\bar{S}_2 + A(\bar{S}_2 - \bar{S}_1)}{\bar{S}_2 + A(\bar{S}_2 - \bar{S}_1)} \right] \pi(0;0,0) + \bar{S}_1, \]

where A and \( \pi(0;0,0) \) are given in theorem 4.15.

**Proof:** From theorem 4.15, using standard techniques, one obtains the desired result.

Q.E.D.

**Corollary 4.18.** If \( H_1(x) \equiv H_2(x) \), then the mean of output interval lengths is
\[ E[0] = \left[ \frac{1+\rho_1+\rho_2}{\lambda_1+\lambda_2} - \frac{1}{\lambda_1+\lambda_2} \right] \pi(0;0,0) + \bar{S}, \]

where \( \pi(0;0,0) \) is given in corollary 4.16.

Notice that in the case of only one Poisson stream \( (\lambda_1=0) \), corollary 4.16 characterizes the output interval lengths for the M/G/1 queue with Bernoulli feedback. This result is new for the model first studied by Takács [1963].

4.5. THE DEPARTURE PROCESS

Once the output process is known, it is a matter of filtering the state space to get the departure process. If one notes by \( D_m^k \) the interval length between the \((m-1)\)-st and the \(m\)-th departure, and by \( Q_m^k \) the queue length of type-\( k \) units just after the \(m\)-th departure, the sequence \( \{Q_m^1, Q_m^2, D_m \} \) would be the departure process. By definition, it is the process \( \{Y_n=0, N_1^1, N_2^2, 0 \} \), obtained by filtering the states \( (Y_n=0, N_1^1=i, N_2^2=j) \) for \( i, j=0, 1, \ldots \). Results from Anderson [1967] on filtered Markov renewal process, enable us to state

Theorem 4.19. The departure process \( \{Q_m^1, Q_m^2, D_m \} \) is Markov renewal over the state space \( \{0, 1, \ldots \} \times \{0, 1, \ldots \} \).

Proposition 4.20. Under stationary conditions; if \( Z_m^* \) denotes the type of the \(m\)-th departure, then the probability of \( Z_m^* \) is given by

\[ \Pr(Z_m^* = k) = \frac{1}{\lambda_1+\lambda_2} \left[ \delta_{1k} \lambda_1 (1-p_1) + \delta_{2k} (\lambda_2 + p_1 \lambda_1) \right], \]

for \( k=1, 2 \).
Proof: Under stationary conditions, one derives

\[
\Pr[Z_m^* = 2] = \frac{\Pr[Y_n = 0, Z'_n = 2]}{\Pr[Y_n = 0]},
\]

for some \( n \).

The terms on the right hand side of equation (1) are given in proposition 4.4 and in corollary 4.5. Furthermore, one obtains \( \Pr[Z_m^* = 1] \) from \( 1 - \Pr[Z_m^* = 2] \).

Q.E.D.

Notice that the random process \( \{Z_m^*, D_m\} \) could also be characterized. One would need to filter the process \( \{Y_n, Z'_n, N_n^1, N_n^2, O_n\} \) and then convolve the probability distribution given in proposition 4.12. Since the convolution involves a random number of terms, one would expect the result to be messy.

4.6. APPLICATIONS TO COMPUTER MODELLING

In this section, the queueing system with feedback is particularized further to a specific application: the modelling of computer time-sharing systems. Basically, there are two kinds of models: round-robin (RR) and foreground-background (FB). Each kind of model will be described and theorems from above will be used to derive results concerning these models. These results will be found identical to those previously published, whenever they could be found in literature.

Notice that the emphasis in this dissertation was on building a probabilistic structure for feedback problems rather than on specific
results that could be obtained from RR and FB models. It so happened that our structure also fits the one used in computer modelling. Moreover, the waiting time process has been disregarded at the end of chapter 2, hence no attempt is made here to characterize the waiting time process related to these computer models; although, this constitutes one of the main interests in computer modelling.

In the round-robin model (figure 4.2), jobs are taken from the queue on a first-come first-served basis and are provided with a quantum $q$ of service. If a specific job is completed within the time interval allocated, then it is simply released from the system. On the other hand, if the specific job requires more time than the quantum, then it is removed from the service and returned to the end of the queue. In the latter case, this job waits until all the jobs in front of it get through the processor before it gets another quantum of service. The process continues this way for all jobs.

![Figure 4.2. Round-robin model](image-url)
Assume that jobs arrive according to a Poisson process with parameter \( \lambda \) and that the sequence of service times form a renewal process with the partial probability distribution \( H(x) = 1 - \exp(-\mu x) \). Furthermore, there is a quantum of size \( q > 0 \). Here, there is only one type of unit, therefore the model of figure 4.1 can be used with \( \lambda_1 = 0 \). Since services are exponential, the probability for a unit to feedback is given by

\[
P_2 = \Pr\{S > q\} = e^{-\mu q}.
\]

For this simple model, proposition 4.1 is applied and the queue length process \( \{Y_n, N_n\} \) is Markovian. Furthermore the states are ergodic if and only if \( \rho < 1 - \exp(-\mu q) \), using theorem 4.3. These results were previously obtained by Coffman [1968] for the M/M/1 queue with RR discipline.

Notice that the model developed in this dissertation enables us to find much more than the results from Coffman [1968]. On one hand, one could obtain also the characterization of busy period process as well as output process for these RR model. On the other hand, one could analyze system where service times are represented by a general distribution.

It is also worthwhile to note that such a RR model could be analyzed by the method of transformation illustrated in section 2.3.
In the foreground-background model (figure 4.3), jobs to be processed form two queues. First, the arriving jobs form a line on a first-come first-served basis and then, one at a time, they are given a quantum $q_1$ of service. Again, if a specific job is completed within this period of time, it leaves the system. If, on the other hand, the specific job requires additional time, it is placed at the end of the second queue where it must wait, along with all similar jobs, for another quantum $q_2$ of service. After this quantum is exhausted, if the job needs more time, it is put at the end of the second queue in a round-robin fashion. In such a model, priority is given to the first queue. Moreover, this model can be generalized to allow any number of queues, where at the end of a quantum the unfinished job is placed at the end of the next lower priority queue. In fact, this generalization has been done by Schrage [1967] where he allows a countable number of these queues.

![Figure 4.3. Foreground-background model](image-url)
Assume that jobs arrive according to a Poisson process with parameter $\lambda$. Moreover, suppose that the service times given to arriving jobs is exponentially distributed with parameter $\mu_1$ and quantum size $q_1$; while the service times given to the background jobs is exponentially distributed with parameter $\mu_2$ and quantum size $q_2$. Since all arrivals are of the same type, one can use the model of figure 4.1 with $\lambda_2=0$. The probabilities for units to feed back are

$$p_i = \Pr\{S_i > q_i\} = \operatorname{Exp}(-\mu_i q_i),$$

for $i=1,2$. Again for this model, proposition 4.1 can be used and the queue length process $\{Y_n, N^1_n, N^2_n\}$ is a Markov chain. Furthermore, the states are ergodic if and only if

$$\lambda \mu_1 \operatorname{Exp}(-\mu_1 q_1) < \mu_2 (\mu_1 - \lambda) [1 - \operatorname{Exp}(-\mu_2 q_2)],$$

after using theorem 4.3.

4.7. CONCLUSIONS

In this chapter, a queueing model with two Poisson streams as arrival and a particular feedback mechanism was analyzed. The queue length process was completely characterized and stationary conditions explicitly found from theorems of chapter 3. As a by-product, results from Miller [1960] were obtained by considering the no feedback case. Moreover, the results of this chapter can be particularized to obtain those already known for the M/G/1 queue. The probability distribution
of busy period lengths found in this chapter can be simplified, by considering the no feedback case, to the results found by Miller [1960]. Moreover, the treatment of the output process is completely new as far as priority queues are concerned and therefore can be viewed as an extension of results from Miller [1960]. As expected, the departure process is proved to be Markov renewal.

In section 4.6, results were further particularized to the RR and FB models of computer time-sharing systems. For the RR feedback, theorem 4.3 gave the same stationary conditions previously found by Coffman [1968]. For the FB feedback, stationary conditions are also derived; these results are new as far as the author could find out.
CHAPTER 5

DISCUSSION

This dissertation was concerned with the analysis of queueing systems with feedback. A literature survey revealed very few research reports in that area. In chapter 2, such systems were analyzed with a view to finding an equivalent queueing system without feedback. In chapter 3, a more general model was introduced and several properties derived. The model was then particularized in chapter 4 to the case where the arrival process is formed by two independent Poisson streams.

5.1. SUMMARY

The primary contribution of this dissertation consists in the establishment of a model capable of analyzing queueing systems with feedback. The class of queueing systems is characterized by the \( \text{MR}_b/\text{G}_b/1 \) queues; that is Markov renewal arrivals over a finite state space and renewal-type service process with one server. The feedback mechanism depends stochastically on the increment in queue length, the amount of service the unit has just received, the type of unit and whether or not the previous unit has fed back.

In chapter 2, we derived necessary and sufficient conditions for the existence of an equivalence between a queueing system with feedback and a G-server queue without feedback. In the case where
such an equivalence exists, one can transform certain operating processes for queueing systems with feedback into corresponding operating processes for G-server queues without feedback. It was then found that in the class of all $MR_b/G_{b}/1$ queues with feedback, systems with one type of unit and Poisson arrivals are equivalent to some G-server queues without feedback. Therefore, if one studies the queue length process, the busy cycle process or the departure process for the $M/G/1$ queues with feedback and one type of unit, then one could use known results and make the appropriate transformation.

Chapter 3 developed a model to analyze directly queueing systems with feedback. We consider the sequence of output epochs as embedding points. The queue length process was characterized by a Markov chain over a many-dimensional state space. The output process together with the departure process were proved to be Markov renewal. It turns out that this model is rich enough to generate a large number of known results for single-server queueing systems.

Thus the model of chapter 3 permits us to derive results obtained by Vlach [1969] on the departure process from GI/G/1 queues; results by Miller [1960] on priority queues and finally results by Takács [1963] on the $M/G/1$ queue with Bernoulli feedback. In addition, the model of chapter 3 permits some extensions for the queueing systems studied by the above authors: the departure process from $M_2/G_2/1$ queues with priority and $M/G/1$ queues with state-dependent feedback.
A secondary objective is to relate queueing systems with feedback to some applications. One area of applications that uses queueing systems with feedback is the computer time-sharing modelling. The main two models used, the RR and FB models, turned out to be special cases of the model developed in chapter 4. In section 4.6, a particular case for each model is worked out, results are obtained and are shown to be the same as those previously published, whenever they already appeared in the literature.

5.2. FUTURE STUDIES

The most significant assumption made in this investigation is that there is no delay for a unit to feed back. This assumption makes possible, when there is only one unit in the system, for the unit to receive two consecutive periods of service without having the server idle between the two periods. It will be a significant contribution to analyze several of the random processes introduced in this dissertation, taking into account a delay. This delay could be deterministic as well as stochastic. Moreover, it could depend on the type of unit and might affect the order of units in the feedback process.

In section 2.4, it was shown that any priority rule of the kind "feedback at entry R" affects the waiting time process. In this dissertation, the waiting time process for a particular queueing system has been analyzed with R=1. In some applications, it would be advantageous to characterize the waiting time process in a queueing system with feedback for all positive values of R. Such a waiting time process might be used in the RR and RB models.
The busy period process analyzed in section 3.3 considered the arrival process $M_b$ only. When the arrival process $MR_b$ is considered, the busy periods generated by arrivals during the service periods of the originator become dependent. Consequently, the analysis of the busy period process in $MR_b/G_b/1$ queues has to take into account these dependencies. Nevertheless, it is believed that such an analysis can be carried out.

The random process $\{Y_n, Z'_n, N_n, O_n\}$ was characterized in proposition 3.14 for the arrival process $M_b$. In the case where the arrival process is $MR_b$, we conjecture that $Y_n, Z'_n, N_n, K'_n, U_n$ and $O_n$ depend only on $Y_{n-1}, N_{n-1}, K_{n-1}, U_{n-1}$. Furthermore, the process $\{Y_n, Z'_n, N_n, K'_n, U_n, O_n\}$ can be used to characterize the sequence of types and the time between types in the departure stream.

The sequence $\{O_n\}$ was characterized in theorem 4.15 for the arrival process $M_2$. We conjecture that a necessary condition for $\{O_n\}$ to be a renewal process is to have only one Poisson arrival stream. Then, one can use results from Disney, Farrell and DeMorais [1973] to characterize completely the departure process.

In section A.3 the arrival process $M_b$ was introduced as a particular case for the arrival process $MR_b$. An arrival process more general than $M_b$ but still a particular case of $MR_b$ is obtained when the arrival process is composed of $b$ dependent Poisson streams. The dependence is such that the type of an arrival depends only on the type of the previous arrival and the time between the two arrivals.
is exponentially distributed. We conjecture that proposition A.8 and lemma A.10 can be generalized to that arrival process. As pointed out earlier, the analysis of the busy period process will be more complicated for this new arrival process.

5.3. RELATED TOPICS

The distribution of service times was assumed to depend only on the type of unit to be served, throughout the dissertation. A possible generalization would be to make the sequence of service times Markov renewal over the state space formed by all types of units to be served. We conjecture that most of the results will still hold with minor modifications. These modifications might be applied to set-up time problems.

The arrival process assumed here was a Markov renewal process over a finite state space. A possible extension would be to consider a countable state space or even arbitrary state spaces (Çinlar [1969]).

At present, very little is known about queueing systems with feedback in which there are more than one server. The model introduced in chapter 3 uses the embedding at output epochs. It is not yet known to the author how this model can be adapted to the study of queueing systems with feedback which contain several servers.

A queueing system such as the one defined in section 1.1 might contain a decomposition switch, located after a service facility, which may either feed back units to a previous service facility or feed forward units to some further service facility. At present, it is not
known if a technique such as the one introduced in chapter 3 could be used to analyze either case. Nevertheless, it is believed that it will be preferable to separate the queueing network and analyze each component separately. Otherwise, the main difficulty would be to handle two or more service facilities simultaneously.

Again in section 1.1, the technique of separation of queueing network into components was introduced. If we try to use this method in the analysis of queueing systems with feedback, another problem will appear. The input process in figure 1.1 is formed by the superposition of the arrival process and the feedback process. A preliminary investigation showed that these two processes are in general dependent. Therefore, one needs to study the superposition of two dependent Markov renewal processes. The analysis of the superposition of two independent Markov renewal processes has been carried out (Cherry [1972]) and proved to be complicated. Hence, it is not obvious how one should model the superposition of Markov renewal processes related by the feedback mechanism of assumption C.

5.4. CONCLUDING COMMENTS

Having characterized several operating processes for queueing systems with feedback, two observations are appropriate. First, the framework underlying this dissertation suggests many more investigations. A few of these investigations are mentioned in section 5.2. Second, the basic structure assumed in section 2.1 can be generalized. Some of these generalizations are introduced in section 5.3.
A detailed analysis, involving particular cases, could have been done in chapter 3, but the desire for generality and the dissertation's main stream of development prevailed. There are many investigations that could be pushed further for the different random processes introduced in chapter 3. Thus, this dissertation presents only the beginning of several research topics, which hopefully will be continued.

If one measures the challenge of a topic by the number of new developments which it generates, the "queueing network" topic has certainly achieved a very high score—for the author at least!
APPENDIX

SOME DERIVATIONS

A.1. SYSTEM OF GENERATING FUNCTIONS

Lemma A.1. The generating functions for the queue length process are given by the following system:

\[
V_v(\xi) = \sum_{u=1}^{b} \left[ C_{0v}(\xi; u)[\pi(u; 0; 0) + \xi_{u-1}^{-1}(V_v^u(\xi_u) - V_v^{u+1}(\xi_u+1))] 
+ \xi_u \sum_{k=1}^{\infty} G_{uv}(\xi_u; k) \xi_k^{-1} [V_v^k(\xi_k) - V_v^{k+1}(\xi_{k+1})] + G_{uv}(\xi; u) V_v^u(\xi_u)] \right]
\]

for \( v = 0, 1, \ldots, b \).

Proof: Using the definition of generating function \( V_v(\xi) \) and proposition 3.17, equation (1) of remark 3.19 becomes

\[
(1) \quad V_v(\xi) = \pi(0; 0) \sum_{i \geq 0} \xi_i A_{0v}(0, i) + \sum_{\Delta} \pi(u; i) \sum_{i \geq 0} \xi_i A_{uv}(i, i),
\]

for \( v = 0, 1, \ldots, b \). The index set \( \Delta \) is defined to be

\[
\Delta = \{(u; i) : u = 0, 1, \ldots, b, i = [i_c, i_c, \ldots, i_c] : i_c = 0, 1, \ldots, c = 1, 2, \ldots, b\}.
\]

Let \( A \) and \( B \) be the first and the second term respectively of equation (1). Using generating functions \( G_{0v}(\xi; h) \), defined in equation (2) of remark 3.19, one can write

\[
(2) \quad A = \pi(0; 0) h^{-b} \sum_{h} C_{0v}(\xi; h).
\]
In the evaluation of the term $B$, one first partitions the index set into sets representing the different value of $u$. Hence, the term $B$ can take the form

$$B = B_0 + \sum_u B_u. \tag{3}$$

On one hand, one recalls

$$B_0 = \sum_{i>0} \pi(0;i) \cdot \sum_{j \geq 0} s^i_0 A_{0v}(i,j). \tag{4}$$

The above summation can be further partitioned into $b$ terms with respect to $i_k > 0$, for $k = 1,2,\ldots,b$. Let $B_{0k}$ denote each of the terms, with the meaning that for the term $i_k > 0$, one also has $i_1 = i_2 = \ldots = i_{k-1} = 0$.

Thus, one can rewrite equation (4) as

$$B_0 = \sum_b B_{0k}; \tag{5}$$

where

$$B_{0k} = \sum_{i \geq 0} \sum_{i_1 = 1}^{\infty} \ldots \sum_{i_k+1}^{\infty} \pi(0;i_k) \cdot s^{i_k}_{0v}(i_{k+1}, \ldots, i_b). \tag{6}$$

for $i_k = [0, \ldots, 0, i_k^*, i_{k+1}^*, \ldots, i_b^*]$.

From assumption $E$, the type of the unit to be served is found from

$$r = \min\{c : i_c > 0, c = 1,2,\ldots,b\},$$

therefore $r = k$ and the number of arrivals of each type is given by:
\[
\begin{align*}
    e_c &= \begin{cases} 
        j_c & \text{for } c=1,2,\ldots,k-1; \\
        j_{c+1} - i_c & \text{for } c=k; \\
        j_c - i_c & \text{for } c=k+1,\ldots,b.
    \end{cases}
\end{align*}
\]

Now, using the expression for \( A_{0v}(i,k) \) given in proposition 3.17, equation (6) becomes

\[
B_{0k} = G_{0v}(\xi; k) \xi_{k}^{-1} (v_{0}^{k}(\xi_{k}) - v_{0}^{k+1}(\xi_{k+1})),
\]

where the generating functions \( v_{0}^{k}(\xi_{k}) \) are defined in remark 3.19.

Hence equation (5) becomes

\[
B_{0} = \sum_{k=0}^{b} G_{0v}(\xi; k) \xi_{k}^{-1} (v_{0}^{k}(\xi_{k}) - v_{0}^{k+1}(\xi_{k+1})).
\]

On the other hand, for \( u=1,2,\ldots,b; \) the term \( B_{u} \) of equation (3) can be written as

\[
B_{u} = \sum_{i \geq 0} \sum_{j \geq 0} \xi_{u}^{i} A_{uv}(i,j).
\]

Again, the above summation can be partitioned into two groups of terms. A first group contains \( u-1 \) terms and are identified with respect to \( i_{k} > 0 \) for \( k = 1,2,\ldots,u-1 \). Use \( B_{uk} \) to denote each of these terms, with the meaning that for the term with \( i_{k} > 0 \), one also has \( i_{1}=\ldots=i_{k-1}=0 \). The second group contains only one term and is denoted by \( B_{uu} \); it is characterized by \( i_{1}=i_{2}=\ldots=i_{u-1}=0, i_{u} \geq 0 \). Thus, equation (8) can be rewritten as

\[
B_{u} = \sum_{k} B_{uk},
\]
where

\[(10) \quad B\ u_k = \sum_{j=0}^{\infty} \sum_{i_k=k+1}^{i_{k+1}} \Sigma_{i_{k+1}} \cdots \Sigma_{i_b} \pi(u; i_k) \frac{\delta_{i_{k+1}}}{u} A_{uv}(i_k, j)\]

with \(a = 1-\delta_{uk}\).

Similarly to the logic used in evaluating equation (6), it follows that

\[
B_u = \begin{cases} 
G_{uv}(\delta; k) \delta_{k}^{-1} (\delta_{u} - k_{+1}) & \text{if } k < u, \\
G_{uv}(\delta; u) \delta_{u}^{-1} (\delta_{u}) & \text{if } k = u.
\end{cases}
\]

Therefore, equation (9) is found to be

\[(11) \quad B_u = \sum_{k=1}^{u-1} G_{uv}(\delta; k) \delta_{k}^{-1} (\delta_{u} - k_{+1}) + G_{uv}(\delta; u) \delta_{u}^{-1} (\delta_{u}),\]

for \(u = 1, 2, \ldots, b\). Combining equations (2), (3), (7) and (11) into equation (1), one obtains the desired result.

Q.E.D.

A.2. THE EMBEDDED MARKOV CHAIN

Definition A.2. If \(B(\cdot; \cdot)\) denotes the joint probability distribution of the number of service completions and the length of the busy period of type-1 units, one defines its transform to be

\[B^*(\delta; s) = \sum_{i} \delta_{i+1} \int_{y} e^{-sy} dB(i+1; y),\]

with \(|\delta|<1\) and \(\text{Re}(s)>0\).
Lemma A.3. For $k \geq 1$,

$$
\sum_{i=0}^{\infty} \int_{0}^{\infty} e^{-sy} dB(k)_{i} = \sum_{i=1}^{k} B^{*}(\mathcal{S};s)_{k} ;
$$

with $|\mathcal{S}|<1$ and $\text{Re}(s)\geq0$.

Proof: For $k=1$, this is simply a restatement of definition A.2 above. Here, we will show the statement for $k=2$; for $k\geq3$ the proof is similar. Recall

$$
B^{(2)}_{y} = \int_{0}^{\infty} \sum_{j=1}^{y+i} B(2-i-j; y-t) dB(j; t).
$$

Hence, one is able to write

$$
\sum_{i=0}^{\infty} \int_{0}^{\infty} e^{-sy} dB^{(2)}_{i} = \sum_{i=0}^{\infty} \int_{0}^{\infty} e^{-sy} dB(2-i; y-t) dB(j; t),
$$

now with an appropriate change of variables and change of summation indexes, one obtains the desired results.

Q.E.D.

Lemma A.4. Whenever the length of the busy period is finite; if

$$
F(\mathcal{S}) = B^{*}(\mathcal{S}_{p_{2}}+\mathcal{S}_{1}; \lambda_{2}^{-}\mathcal{S}_{1});
$$

then $F(1)=1$ and $F^{1}(1) = (p_{1}+\lambda_{2} \bar{S})/(1-\lambda_{1} \bar{S})$.

Proof: From the definition of $B^{*}(\cdot; \cdot)$, it is immediate that $F(1)=1$.

Now, using the change of variable $u = \mathcal{S}_{p_{2}}+\mathcal{S}_{1}$ and $v = \lambda_{2}^{-}\mathcal{S}_{1}$, the derivative of $F(\cdot)$ becomes

$$
F'(\mathcal{S}) = \frac{\partial}{\partial u} B^{*}(u; v) - \lambda_{2} \frac{\partial}{\partial v} B^{*}(u; v).
$$
Note that when $s \to 1$ then $u \to 1$ and $v \to 0$; therefore, one computes

\[ \lim_{u \to 1, \quad v \to 0} \frac{3}{\partial u} B^*(u; v) = \frac{1}{\kappa} \Gamma(k+1) B(k+1; \infty). \]

and

\[ \lim_{u \to 1, \quad v \to 0} \frac{3}{\partial v} B^*(u; v) = -\int y \cdot d\Gamma_k B(k+1; y). \]

If one denotes by $B_1$ the length of busy period of type-1 units and by $A$ the number of services during $B_1$, then the right hand side of equation (2) become $E[A]$, while the right hand side of equation (3) is $-E[B_1]$. Consequently, equation (1) is rewritten into

\[ F'(1) = p_1 E[A] + \lambda_2 E[B_1]. \]

The busy period can be written as

\[ B_1 = \sum_{i=1}^{A} S_i, \]

where $S_i$ represents the length of the $i$-th service of type-1 units. Since $\{S_n\}$ forms the renewal process introduced in assumption B, Wald's theorem can be used to transform equation (5) into

\[ E[B_1] = E[A] \cdot \bar{S}_1; \]

$E[A] < \infty$, since the length of busy periods are finite under stationary conditions.
Using equation (6), the quantity given in equation (4) becomes

\[ F'(1) = \left( \frac{p_1}{S_1} + \lambda_2 \right) E[B_1]. \]

Since type-1 units cannot feed back into type-1 units in this particular case, \( E[B_1] \) can be evaluated from known results of \( M/G/1 \) queues; that is,

\[ E[B_1] = \frac{S_1}{(1-\lambda_1 S_1)}. \]

Substituting the expression of equation (8) into equation (7), one obtains the desired result.

Q.E.D.

**Lemma A.5.** The stationary transition probabilities of the Markov chain \( \{Y_m, N_m^2 | N_m^1 = 0\} \) are given by

\[ Q_{uv}(i,j) = \Pr\{Y_m=\nu, N_m^2=j | Y_{m-1}=u, N_{m-1}^1=0, N_{m-1}^2=1\}, \]

where

\[ Q_{uv}(i,j) = \begin{cases} \alpha_1 p_\nu(1)A(j,1,0) + \alpha_2 D_\nu(0,j) & \text{if } u+i=0, \\ D_\nu(d,j) & \text{if } u+i>0; \end{cases} \]

with \( d = i+\delta_{u2} - 1 \). In addition,

\[ D_\nu(d,j) = p_\nu(0,j-d) \]

\[ + \sum_{e=0,2} p_\nu(2) \sum_{k=1}^{f} \sum_{h=d}^{g_2(k,h-d)} p_\nu(1)A(f,k,h), \]
\[
A(j, k, h) = \sum_{a=0}^{\infty} \sum_{c=0}^{j-h} \binom{k+a-1}{c} p_1^c (1-p_1)^{k+a-1-c} \cdot \frac{-\lambda_2 y^{j-h-c}}{(\lambda_2 y)^{(j-h-c)}!} dB(k)(k+a;y)
\]

such that \( h = j - \delta e_2 \). Moreover, the above transitions are defined for \( u, v = 0, 2 \) and \( i, j = 0, 1, \ldots \). The quantity \( g_2(\cdot, \cdot) \) is given in proposition 4.1.

Proof: The random process \( \{Y_m, N_m^2 | N_m^1 = 0\} \) is a second Markov chain embedded in the original one, \( \{Y_n, N_n^1, N_n^2\} \), where one considers the states \( (u; 0, i) \) such that \( N_n^1 = 0 \), that is, whenever there is no type-1 unit in the system just after a service completion. Thus, the one-step transition probabilities can be denoted by

\[ Q_{uv}(i, j) = \text{Pr}\{Y_m = v, N_m^2 = j | Y_{m-1} = u, N_{m-1}^1 = 0, N_{m-1}^2 = i\}, \]

for \( u, v = 0, 2 \) and \( i, j = 0, 1, \ldots \). In finding these transition probabilities there are two cases to consider;

i) \( u+i=0 \): In this case, the system becomes idle just after some output epoch \( t_{m-1}' \). Let \( Z_m \) be the type of the first arrival after \( t_{m-1}' \), thus equation (1) becomes

\[ Q_{0v}(0, j) = \sum_r \alpha_r \text{Pr}\{Y_m = v, N_m^2 = j | Y_{m-1} = 0, N_{m-1}^1 = 0, N_{m-1}^2 = 0, Z_m = r\}. \]

![Figure A.1. Busy period of type-1 units](image-url)
In the case of an arrival of type-1, one needs only to consider
the busy period of type-1 units, denoted by $B_1$, with an appropriate
number of arrivals of type-2 during $B_1$; thus from figure A.1, it is
readily verified that

$\Pr\{Y_m = v, N_m^2 = j | Y_{m-1} = 0, N_{m-1}^1 = 0, N_{m-1}^2 = 0, Z_m = 1\} = p_v(1) \sum_{a=0}^{\infty} \sum_{c=0}^{j} \binom{c}{a} p_1^{c} (1-p_1)^{a-c} \frac{e^{(-\lambda_2 y)} j-c}{(\lambda_2 y)^{j-c} (j-c)!} \, dB(a+1;y),$  

where $B(\cdot;\cdot;\cdot)$ represents the joint probability distribution of the
number of service completions and the length of the busy period of
type-1 units introduced in definition A.2.

![Figure A.2. Service time preceding the busy period](image)

In the event that an arrival of type-2 comes first, one needs
to consider its service time $S_2$ and then possibly the busy period
generated by the $k$ arrivals of type-1 during $S_2$. Then, from figure
A.2, it follows that

$\Pr\{Y_m = v, N_m^2 = j | Y_{m-1} = 0, N_{m-1}^1 = 0, N_{m-1}^2 = 0, Z_m = 2\} = p_v(2) g_2(0,j) + p_v(1) \sum_{e=0,2}^{\infty} \sum_{k=1}^{f} \sum_{h=0}^{g_2(k,h)A(f,k,h)},$
where

\[ A(f,k,h) = \sum_{a=0}^{\infty} \sum_{c=0}^{f-h} \binom{k+a-1}{c} p_1^c (1-p_1)^{k+a-1-c} \]

\[ \cdot \lambda_2^y \cdot \frac{f-h-c}{(f-h-c)!} \cdot \frac{e^{-\lambda_2 y}}{\gamma} \cdot dB(k)(k+a;y) \]

with \( f = j - \delta_{e_2} \) and \( g_r(\cdot, \cdot) \) was introduced in proposition 4.1.

ii) \( u+i>0 \): In this case, a unit of type-2 enters into service facility immediately after \( t_{m-1} \); therefore, a service time \( S_2 \) is first considered; the situation can be illustrated in figure A.3 below.

![Figure A.3. Busy period without idle period](image)

This case is similar to the one in figure A.2 with no idle period; therefore, one can use equation (4), to write

\[ Q(i,j) = p_v(2)g_2(0,j-d) \]

\[ + p_v(1) \sum_{e=0,2} p_e(2) \sum_{k=1}^{\infty} \sum_{h=d}^{f} g_2(k,h-d)A(f,k,h), \]

where \( d = i + \delta_{u_2} - 1 \) and \( f = j - \delta_{e_2} \); this is for \( j > i + \delta_{u_2} - 1 \).
For $j=1+\delta u_2, Q_{uv}(i,j)=0$ since both terms on the right hand side of equation (5) becomes zero. Now, combining equations (3), (4) and (5) through equation (2), equation (1) gives the desired result.

Q.E.D.

**Lemma A.6.** For the embedded Markov chain $\{Y_m, N_m^2|N_m^1=0\}$, the generating functions $G_v(\delta) = \sum_j \pi_0(v;j)\delta^j (|\delta|<1$ and $v=0,2)$ are such that

$$G_0(1)+G_2(1) = \frac{\pi_0(0;0)\left[\lambda_1(1-\rho_1-\rho_2+p_1-p_2(1-\rho_1))+\lambda_2-p_1\lambda_1^2\right]}{\lambda_1+\lambda_2 \left[(1-p_2)(1-\rho_1)-\rho_2-p_1\lambda_1 S_1\right]},$$

where $\rho_k = \lambda_k \bar{S}_k$ for $k=1,2$. $\pi_0(v;j)$ denotes the stationary probabilities for this Markov chain.

**Proof:** Associated with the embedded Markov chain $\{Y_m, N_m^2|N_m^1=0\}$, let the stationary probabilities be

$$\pi_0(v;j) = \lim_{n \to \infty} \Pr\{Y_n=v, N_n^2=j|N_n^1=0\},$$

which are such that

$$\pi_0(v;j) = \sum_{u=0,2} \sum \pi_0(u;i)Q_{uv}(i,j), \tag{1}$$

where the transition probabilities $Q_{uv}(i,j)$ are given in lemma A.5.

Now, multiplying equation (1) by $\delta^j$ and summing over for $j=0,1,...$, one obtains

$$G_v(\delta) = \pi_0(0;0)\sum_j \delta^j Q_{0v}(0,j) + \sum_{i=0,2} \sum_{i=0}^\infty \pi_0(u;i)\sum_{u+i>0} \delta^i Q_{uv}(i,j). \tag{2}$$
Using lemma A.5, the first term of equation (2) can be rewritten as

\begin{equation}
\sum_j \xi_j^j Q_0 v(0,j) = \alpha_1 p_v(1) d_1^{-1} B^*(d_1; c) \\
+ \alpha_2 \{ p_v(2) H_2^*(a) + p_v(1) d_2 d_1^{-1} (H_2^*(b) - H_2^*(a)) \},
\end{equation}

and the last term of equation (2) is evaluated by the following two equations:

\begin{equation}
\sum_i \pi_0(0;i+1) \sum_j \xi_j^j Q_0 v(i+1,j) = \xi_1^{-1} (C_0(\xi) - \pi_0(0;0)) \{ p_v(2) H_2^*(a) \\
+ p_v(1) d_2 d_1^{-1} (H_2^*(b) - H_2^*(a)) \},
\end{equation}

\begin{equation}
\sum_i \pi_0(2;i) \sum_j \xi_j^j Q_0 v(i,j) = C_2(\xi) \{ p_v(2) H_2^*(a) \\
+ p_v(1) d_2 d_1^{-1} (H_2^*(b) - H_2^*(a)) \}.
\end{equation}

Collecting equations (3), (4) and (5) together, equation (2) becomes

\begin{equation}
G_v(\xi) = \pi_0(0;0) A_v(\xi) + [\xi_1^{-1} (C_0(\xi) - \pi_0(0;0)) + C_2(\xi)] B_v(\xi),
\end{equation}

for \( v=0,2 \), where \( A_v(\xi) \) is the right hand side of equation (3) and \( B_v(\xi) \) is the coefficient of \( C_2(\xi) \) on the right hand side of equation (5); while

\begin{align*}
a &= \lambda_1 + \lambda_2 - \xi \lambda_2, \\
b &= a - \lambda_1 B^*(d_1; c), \\
c &= \lambda_2 - \xi \lambda_2, \\
d_k &= \xi p_k + 1 - p_k,
\end{align*}

for \( k = 1,2 \); \( B^*(\cdot; \cdot) \) has been introduced in definition A.2.
Solving equation (6) for $G_0(\delta)$ and $G_2(\delta)$, it is readily verified that

$$G_0(\delta) = \pi_0(0;0) \frac{(1-B_2(\delta))A_0(\delta)+A_2(\delta)\delta^{-1}B_0(\delta)}{1-B_2(\delta)-\delta^{-1}B_0(\delta)},$$

$$G_2(\delta) = \pi_0(0;0) \frac{A_2(\delta)\delta^{-1}[B_2(\delta)+A_2(\delta)B_0(\delta)-A_0(\delta)B_2(\delta)]}{1-B_2(\delta)-\delta^{-1}B_0(\delta)}.$$

Adding $G_0(\delta)$ and $G_2(\delta)$; using L'Hospital's rule with $\delta \to 1$, and finally substituting the expression found in lemma A.4, one obtains the desired result.

Q.E.D.

**Proposition A.7.** For the embedded Markov chain $\{Y_m, N^1_m=0, N^2_m\}$, the generating functions $R_v(\delta) = \sum_j \pi(v;0,j)\delta^j(|\delta|<1 \text{ and } v=0,2)$ are such that

$$R_0(1)+R_2(1)=\pi(0;0,0) \frac{\lambda_1(1-\rho_1+\rho_2-\rho_2(1-\rho_1))+\lambda_2-\rho_1\lambda_2^2\delta_2}{\lambda_1+\lambda_2 \left[(1-\rho_2)(1-\rho_1)-\rho_2-\rho_1\lambda_2^2\delta_2\right]},$$

where $\rho_k=\frac{\lambda_k}{\lambda_k+\lambda_2}$ for $k=0,2$. $\pi(v;0,j)$ denotes the stationary probabilities for this Markov chain.

**Proof:** Consider the two embedded Markov chains $\{Y_m, N^1_m=0, N^2_m\}$ and $\{Y_n, N^1_n=N^2_n=0\}$. On one hand, if states $(v;0,j)$ are filtered from the process $\{Y_m, N^1_m, N^2_m\}$, on obtains the filtered Markov chain $\{Y_m, N^1_m=0, N^2_m\}$. On the other hand, if one conditions the process $\{Y_n, N^1_n, N^2_n\}$ by the event $N^1_n=0$, the Markov chain $\{Y_m, N^2_m|N^1_m=0\}$ is obtained. Consequently, the sets of sample paths generated by $\{Y_m, N^1_m=0, N^2_m\}$ and $\{Y_m, N^2_m|N^1_m=0\}$ are identical. Therefore, the stationary probabilities of these Markov chains are the same; thus
\[ \pi_0(v;j) = \pi(v;0,j), \]

for \( v=0,2 \) and \( j=0,1,\ldots \). Then, from lemma A.6, it follows that

\[ R_v(\$) \equiv G_v(\$), \]

for \( v=0,2 \); and one obtains the desired result. Q.E.D.

A.3. A SUB-CLASS OF ARRIVAL PROCESSES

**Proposition A.8.** \( MR_b = M_b \) if and only if the arrival process stated in assumption A has the stationary transition probability distributions given by

\[ A_{hk}(x) = \alpha_k (1 - e^{-x\Sigma \lambda}), \]

where \( \alpha_k = \lambda_k / \Sigma \lambda \) for \( h,k = 1,2,\ldots,b \) and \( x \geq 0 \). \( \Sigma \lambda \) represents the summation of \( \lambda_k \) for \( k \) going from 1 to \( b \).

**Proof:** The necessary part is easily obtained by considering results from McFadden [1962] and Cherry [1972]. The sufficiency is first proved for \( b=2 \); let \( T_k \) be the time interval between two arrivals of type-\( k \) units for \( k=1,2 \). If \( N \) denotes the number of arrivals necessary to obtain a second type-\( k \) unit, then \( N \) is a random variable with the range \( \{1,2,\ldots\} \).

Now, the probability distribution of \( T_1 \) is derived as follow:

\begin{align*}
(1) \quad F_{T_1}(x) &= \sum_{n=1}^{\infty} \Pr\{T_1 \leq x, N=n\}, \\
&= \sum_{n=1}^{\infty} F_{T_1}(x;n).
\end{align*}
Assumption A is used to find

\[
F_T^*(s;n) = \begin{cases} 
A_{11}^*(s) & \text{if } n=1, \\
A_{12}^*(s)[A_{22}^*(s)]^{n-2}A_{21}^*(s) & \text{if } n=2,3,\ldots;
\end{cases}
\]

where

\[
A_{hk}^*(s) = \frac{\lambda_k}{\lambda_1 + \lambda_2 + s},
\]

for \( h,k=1,2 \).

Thus, using equations (2) and (3) into equation (1), one obtains

\[
F_T^*(s) = \frac{\lambda_1}{\lambda_1 + s},
\]

that is, \( T_1 \) is exponentially distributed with parameter \( \lambda_1 \). Similarly, one can show that \( T_2 \) is also exponentially distributed with parameter \( \lambda_2 \).

Since the stationary transition probability distribution, \( A_{hk}(\cdot) \) does not depend on \( h \), the types of two consecutive arrivals are independent. Also, since \( T_k (k=1,2) \) has the usual forgetfulness property, the arrival process is \( M_2 \).

For the case \( b>2 \), one can form two groups: \( \lambda_1 \) and \( \lambda'_2 = \lambda_2 + \lambda_3 + \ldots + \lambda_b \) and use the method above to show that \( T_k (k=1,2,\ldots,b) \) has the usual forgetfulness property. Therefore, the arrival process is \( M_b \).

Q.E.D.
The forgetfulness property is well-defined in the context of renewal processes. Since the arrival process considered in this paper is Markov renewal, let us extend the forgetfulness property to more general random processes.

**Definition A.9.** A Markov renewal process \( \{Z_n, S_n\} \) such that

\[
\Pr[Z_n = k, X_n < x+y | Z_{n-1} = h, X_n > x] = \Pr[Z_n = k, X_n < y],
\]

is said to have the **forgetfulness property**.

Remark that whenever the Markov renewal process \( \{Z_m, X_m\} \) has only one type, definition A.9 becomes the usual forgetfulness property.

**Lemma A.10.** A Markov renewal process \( \{Z_n, X_n\} \) over the finite ergodic state space \( \{1,2,\ldots,b\} \) has the forgetfulness property if and only if the transition probabilities are given by

\[
A_{hk}(x) = \alpha_k (1 - e^{-x\Sigma \lambda}),
\]

for \( h,k=1,2,\ldots,b \).

**Proof:** On one hand, if the transition probabilities of \( \{Z_n, X_n\} \) is the one specified above, the equation of definition A.9 is obviously satisfied and one obtains the forgetfulness property.

On the other hand, if \( \{Z_n, X_n\} \) satisfies the forgetfulness property, then from definition A.9, one obtains

\[
(1) \quad \frac{A_{hk}(x+y) - A_{hk}(x)}{1 - B_h(x)} = \sum_r u_r A_{rk}(y),
\]

where \( u_r \) is the stationary probability associated with the Markov chain \( \{Z_m\} \) given in assumption A.
From assumption A, the transition probabilities satisfy

\[ A_{hk}(0+) = 0, \]  

hence equation (1) can be rewritten as

\[ \frac{A_{hk}(x+y)-A_{hk}(x)}{y} = (1-B_h(x)) \sum_r b_r u_r \frac{A_{rk}(y)-A_{rk}(0+)}{y}. \]

By taking the limit as \( y \) goes to 0+ in the above equation, one gets

\[ A'_{hk}(x) = (1-B_h(x)) \sum_r b_r u_r A'_{rk}(0+), \]

these derivatives exist from assumption A. Notice that a particular solution of the differential equation given by equation (2) is precisely

\[ A_{hk}(x) = \alpha_k (1-e^{-\Sigma \lambda}). \]

The boundary condition \( A_{hk}(0+) = 0 \) is satisfied by the above solution; therefore, this solution is unique and one obtains the desired result.

Q.E.D.
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