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SUMMARY

There has been some recent work in the statistical literature for modelling the relationship between tumour biology properties and tumour progression in screening trials. While non-parametric methods have been proposed for estimation of the tumour size distribution at which metastatic transition occurs, their asymptotic properties have not been studied. In addition, no testing or regression methods are available so that potential confounders and prognostic factors can be adjusted for. We develop a unified approach to non-parametric and semi-parametric analysis of modelling tumour size-metastasis data in this article. An association between the models considered by previous authors with survival data structures is discussed. Based on this relationship, we develop non-parametric testing procedures and semi-parametric regression methodology of modelling the effect of size of tumour on the probability at which metastatic transitions occur in two situations. Asymptotic properties of these estimators are provided. The proposed methodology is applied to data from a screening study in lung cancer. Copyright © 2005 John Wiley & Sons, Ltd.
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BACKGROUND

There has been a rich literature existing on statistical models for tumour progression [1–3] in which the phenotype considered was size of the tumour. Solid cancers develop through a process in which tumours originate as a progenitor cell, which grows to a local lesion that shed cancer cells into the lymphatic system and/or blood stream [4]. Some of these cells are transported to distant organs and lead to the development of metastases. In most oncology settings, cancers where metastases have developed are more likely to be associated...
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with worse clinical prognosis. It is thus of vital scientific interest to understand the relationship between tumour size and probability of detectable metastases. This also has implications for the development of screening programs.

Most of the work in this area has focused on non-parametric estimation of the distribution function of tumour size at which metastatic transitions occur. By metastatic transition, what we are really referring to is the transition to metastasis that would be detectable at diagnosis. As Kimmel and Flehinger [1] write, ‘pragmatically, we consider the point at which metastases first become detectable by techniques standardly used in the medical community as the point of metastatic transition.’ The data that typically exist in these settings are the sizes of tumour samples and an indicator of presence of detectable metastases. Since the data are collected cross-sectionally, the distribution function of tumour size at which metastatic transitions occur is non-identifiable. Under certain assumptions made by previous authors [1–3], this quantity becomes identifiable. In this work, we focus primarily on the proposal of Kimmel and Flehinger [1], who developed various non-parametric estimation procedures for the distribution function of the tumour size at which detectable metastases occur. However, the asymptotic properties of these estimators have not been studied.

A limitation of the methods described in the previous paragraph is that they do not allow for adjustment of covariates. In the cancer setting, covariates such as the tissue of origin of the tumour or age of the patient can affect the relationship between tumour size and probability of detectable metastases. Knowing if there exists such a difference might lead to different treatment and/or follow-up regimens. It would thus be desirable to have semi-parametric regression models for analysing such data. However, no such models currently exist.

In this article, we develop a comprehensive approach to the analysis of data on tumour size and metastases. More generally, the methods described in this paper can be used to study the relationship between biological properties of tumours and clinical progression in screening studies. A crucial step in our methodology is the demonstration of the relationship between the observed data structures with those from survival data analysis. Based on the formulation, we can use existing results to derive asymptotic results for previously proposed estimators in the literature and formulate hypothesis testing methods and regression generalizations for analysing data on tumour size and metastases that incorporates other covariates. The structure of the paper is as follows. We first consider the model assumptions in Reference [1] about tumour size and progression and relate it to data structures in survival analysis. We then present two scenarios in which the distribution function of tumour size at which detectable metastatic transition occurs is identifiable. Asymptotic results for the one-sample distribution function estimators are then provided. We also develop hypothesis testing procedures and regression models and estimation procedures for the two scenarios. The proposed methodology is illustrated with an example from a lung cancer data screening study. Finally, we conclude with some brief discussion.

NOTATION AND PRELIMINARIES

Data structure and model assumptions

Let $V$ denote the size of the tumour at detection, $Z$ a $p$-dimensional vector of covariates and $\delta$ be an indicator of tumour metastasis (i.e. $\delta = 1$ if metastases are detected when the primary
tumour is diagnosed, \( \delta = 0 \) otherwise. We observe the data \((V_i, \delta_i, Z_i, i = 1, \ldots, n)\), a random sample from \((V, \delta, Z)\). In much of the literature previously described in the Background, only \((V_i, \delta_i)\) \((i = 1, \ldots, n)\) were available. We will now state the model assumptions utilized in Reference [1]:

(a) Primary cancers grow monotonically, and metastases are irreversible.

(b) We will let \( Y \) be the random variable for the tumour size at which transition to detectable metastasis occurs. Let the cdf of \( Y \) be denoted by \( F^Y \).

(c) Let \( \lambda_1(x) \) denote the hazard function for detecting a cancer with metastasis when the tumour size is \( x \). Let \( \lambda_0(x) \) denote the hazard function for detecting a cancer with no metastases when the tumour size is \( x \). Assume that \( \lambda_1(x) \geq \lambda_0(x) \).

This is also the general framework utilized by Xu and Prorok [2, 3]. Based on assumptions (a)–(c), \( F^Y \) is in general non-identifiable. However, there are two conditions in which \( F^Y \) becomes identifiable. The first situation is when cancers are detected immediately when the metastasis occurs. The second is when detection of the cancer is not affected by the presence of metastases. We will refer to these situations as case I and case II, respectively. Under these two situations, non-parametric estimators of \( F^Y \) were developed in Reference [1]. However, no asymptotic results regarding these estimators were given.

**Equivalences with censored data structures**

We now recast the problem in terms of failure time data structures. In survival analysis, the focus is on modelling the distribution to time to event. Let us define \( T \) to be the time to detectable metastatic transition (i.e. the time at which the tumour goes from being non-metastatic to metastatic and can be detected by standard diagnostic methods). We will take the starting point of \( T \) to be the initiation of the tumour. The assumptions in the previous section allow \( Y \) to be treated as a failure time variable. What this implies is that the tumour size will define an alternative time scale relative to that defined by \( T \). The time scale defined by \( Y \) will measure progression on a non-linear scale relative to that defined by \( T \). We might be scientifically interested in the time scale defined by \( Y \) in and of itself; that is the position taken in this paper.

Note that another key assumption is that we are referring to data collected from a screening trial. Thus, we are testing asymptomatic individuals in a population for presence of a disease. The framework defined in the previous setting might not work in other clinical settings. For example, let us consider prostate cancer. Typically, men receive hormone therapy after being biopsied for prostate cancer; the entire tumour is then resected during surgery (this is referred to as radical prostatectomy). If the tumour sizes of the individual subjects are measured at this time, then assumption that tumour size can be treated as a failure time variable would be questionable because of the fact that the tumours were subject to treatment.

Under the case I scenario (i.e. cancers are detected immediately when the metastasis occurs), we can treat the data structure \((V, \delta, Z)\) as a right-censored data structure. For this situation, \( V = Y \wedge C \), where \( C \) is a random monitoring size, and \( \delta = I(Y \leq C) \), where \( a \wedge b \) is the minimum of two numbers \( a \) and \( b \) and \( I(A) \) is the indicator function of the event \( A \). Note that under this observation scheme, there is positive probability of \( Y \) being observed. What this also means is that the standard methodology for right-censored data [5] can be applied to these data in the case I situation.
For the case II scenario, we consider the observed data under the assumption that the detection of the cancer is not affected by the presence of metastases. In this situation, $Y$ is never directly observed. Instead, $V$ is always observed, which represents a monitoring size; thus, $(V, \delta, Z)$ has a structure analogous to that of current status data [6]. Now the definition of $\delta$ is $\delta \equiv I(Y \leq V)$. Note that the definition of $\delta$ will change depending on whether we are talking about the case I or case II scenarios; the appropriate choice of $\delta$ should be evident from the context. Because $Y$ is never directly observed for the case II situation, there is inherently less information available about the distribution of $Y$ than in the case I scenario. This will affect the asymptotic results for the non-parametric estimators of tumour size at which metastatic distributions occur.

STATISTICAL METHODOLOGY

In this section, we describe the appropriate statistical methodology for the case I and II scenarios. As noted before, the tumour size for these situations can be treated as survival times, so existing methodologies for the analysis of survival data can be applied to the tumour size. We now develop non-parametric and semi-parametric procedures for modelling tumour size-metastasis data in the case I and case II scenarios.

Before proceeding, we make two comments. The first is regarding regression models. The standard regression model for the analysis of failure time data is the proportional hazards model [7]

$$\lambda(y|Z) = \lambda_0(y) \exp(z'_0Z)$$ (1)

where $\lambda(y|Z)$ is the conditional hazard function of $Y$ given $Z$, $z_0$ is a $p$-dimensional vector of unknown regression coefficients, and $\lambda_0(y)$ is an unspecified baseline hazard function. In model (1), $z$ has a relative risk interpretation on a logarithmic scale, and estimation of $z$ has been well-studied for both right-censored data [7,8] and for interval-censored data [9]. However, for simplicity of computation, the additive risk model [10, pp. 53–57] is used here

$$\lambda(y|Z) = \lambda_0(y) + \beta'_0Z$$ (2)

where $\beta_0$ is a $p$-dimensional vector of unknown regression coefficients. We comment on the use of the proportional hazards model (1) in the discussion.

The second comment deals with the issue of non-measured tumours. In the framework of Reference [1], there was the possibility that there were tumours, both with and without metastases, for which the tumour size was not measured. In the framework presented earlier, this corresponds to observations with missing observed failure time measurements. In this article, we assume that the proportion of non-measured tumours relative to the total number of tumours is asymptotically negligible. This will imply that the limiting distributions of the estimators proposed here with those proposed in Reference [1] will be equivalent. In order to develop estimation procedures with non-measured tumours, some type of imputation method [11] would be required. While Kimmel and Flehinger [1] use an imputation method for incorporating information on non-measured tumours, it requires a missing at random assumption that we believe may not be valid. It seems reasonable to assume that whether a tumour was measured would depend on the size of the tumour, which then becomes a non-ignorable missing data mechanism. How to account for this is beyond the scope of the paper.
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Procedures for the case I scenario

We first consider the case I situation. In this case, we can treat $V$ as a right-censored version of $Y$. For non-parametric estimation of the survival function corresponding to $F_Y$, say $S_Y$, the Kaplan–Meier method can be used. Let $v(1) < v(2) < \cdots < v(m)$ denote the sorted tumour sizes. Then the Kaplan–Meier estimator is given by

$$
\hat{S}_Y(y) = \prod_{v(i) < y} \left(1 - \frac{d_i}{n_i}\right)
$$

where $d_i$ is the number of tumours with metastases with size $v(i)$, and $n_i$ is the number of tumours of size at least $v(i)$, $i = 1, \ldots, m$. An alternative estimator of $S_Y$ can be derived using the exponentiated Nelson–Aalen type estimator

$$
\tilde{S}_Y(y) = \exp \left( - \sum_{v(i) < y} d_i/n_i \right)
$$

Asymptotically, the difference between $\hat{S}_Y$ and $\tilde{S}_Y$ will be negligible. The estimator $\hat{S}_Y$ is the estimator proposed in Reference [1] and is asymptotically equivalent to the estimator of Reference [2] in the case where $C = 1$ (in their notation).

Before proving asymptotic results about the estimator $\hat{S}_Y$, we introduce some notation. Let $N_i(t) = I(V_i \leq t, \delta_i = 1)$ and $R_i(t) = I(V_i \geq t)$, $i = 1, \ldots, n$. The following result can be proven by standard survival analysis techniques [5]:

**Theorem 1**

Assuming the usual regularity conditions, $n^{1/2}(\hat{S}_Y - S_Y)$ converges weakly to a mean-zero Gaussian process with covariance function

$$
\zeta(s,t) = S_Y(s)S_Y(t) \int_0^{s \wedge t} \frac{d\Lambda(u)}{\pi(u)}
$$

where $\Lambda(t)$ is the cumulative hazard function corresponding to $F_Y$, and

$$
\pi(t) = \lim_{n \to \infty} n^{-1} \sum_{i=1}^n R_i(t)
$$

The covariance function in Theorem 1 can be estimated consistently using empirical quantities. A similar result to Theorem 1 can be proven for the limiting distribution of $n^{1/2}(\tilde{S}_Y - S_Y)$.

Suppose that $p = 1$ and that $Z$ is a discrete covariate taking values $(1, \ldots, K)$, where $K \geq 1$. This corresponds to comparing the distribution function for tumour size at metastatic transition across $K$ groups. The data can be expressed as $\{V_{ij}, \delta_{ij}, i\}$, $j = 1, \ldots, n$, and $i = 1, \ldots, K$. We define $N_{ij}(t) = I(V_{ij} \leq t, \delta_{ij} = 1)$, $R_{ij}(t) = I(V_{ij} \geq t)$, $R_i(t) = \sum_{j=1}^n R_{ij}(t)$, $N_i(t) = \sum_{j=1}^n N_{ij}(t)$, $R_i(t) = \sum_{i=1}^n R_i(t)$, and $N_i(t) = \sum_{i=1}^n N_{ij}(t)$. In order to test $H_0: F_1^T = \cdots = F_K^T$, we can utilize the $G^p$ family of test statistics proposed by Harrington and Fleming [12]

$$
T = Z' \Sigma Z
$$

where \( Z = \{Z_i(\tau), \ldots, Z_k(\tau)\}, \tau > 0 \) is a truncation time assumed to satisfy certain technical conditions
\[
Z_i(t) = \int_0^t K(s) \, d\tilde{N}_i(s) - \int_0^t K(s) \frac{R_i(s)}{R_1(s)} \, dN_.(s)
\]
\( K(t) = \{\tilde{S}(t)\}^{\Lambda} I\{R_.(s) > 0\} \) and \( \Sigma \) is a \( K \times K \) matrix with \((l,m)\)th element
\[
\sigma_{lm} = \int_0^t K^2(s) \frac{R_i(s)}{R_.(s)} \left( \delta_{lm} - \frac{R_m(s)}{R_.(s)} \right) \, dN_.(s)
\]
and \( \delta_{lm} = I(Z_l = Z_m = 1) \). Using arguments in Section 5.2 of Reference [8], \( T \) converges in distribution to a \( \chi^2 \) random variable with \( K-1 \) degrees of freedom. The choice of \( \rho \) will affect the power of the test and will depend on what type of alternatives one wishes to have high probability of detecting.

Finally, we can formulate a semi-parametric model for the effect of covariates on the hazard function through equation (2). Estimation in this model has been previously developed [13]. The following estimating function can be used for estimation of \( \beta \) in (2):
\[
U(\beta) = \sum_{i=1}^n \int_0^\infty \{Z_i - \tilde{Z}(t)\} \{d\tilde{N}_i(t) - R_i(t)\beta'Z_i\, dt \}
\]
where \( \tilde{Z}(t) = \sum_j^n R_j(t)Z_j/\sum_j^n R_j(t) \). Setting \( U(\beta) \) from (3) equal to zero yields a closed-form estimator for \( \beta_0 \)
\[
\hat{\beta} = \left[ \sum_{i=1}^n \int_0^\infty R_i(t)\{Z_i - \tilde{Z}(t)\} \otimes d\tilde{N}_i(t) \right]^{-1} \left[ \sum_{i=1}^n \int_0^\infty \{Z_i - \tilde{Z}(t)\} \, d\tilde{N}_i(t) \right]
\]
where \( a \otimes a' = aa' \). By standard martingale arguments [13], the random vector \( n^{1/2}(\hat{\beta} - \beta_0) \) converges in distribution to a \( p \)-dimensional normal random vector with mean zero and variance \( A^{-1}BA^{-1} \), where
\[
A = \lim_{n \to \infty} n^{-1} \sum_{i=1}^n \int_0^\infty R_i(t)\{Z_i - \tilde{Z}(t)\} \otimes d\tilde{N}_i(t)
\]
and
\[
B = \lim_{n \to \infty} n^{-1} \sum_{i=1}^n \int_0^\infty \{Z_i(t) - \tilde{Z}(t)\} \otimes dN_i(t)
\]

**Procedures for the case II scenario**

We now deal with the situation where \( \bar{Y} \) is never directly observed and the observed data structure mimics that found with interval-censored data. The one-sample problem is first considered. A precise characterization of \( F^Y \) in this situation can be made [5, pp. 38–40]. Let \( \bar{u}_1(\bar{e}) \leq \bar{u}_2(\bar{e}) \leq \cdots \leq \bar{u}_n(\bar{e}) \) denote the observed order statistics for \((V_1, \ldots, V_n)\), and let \( \delta_i(\bar{e}) \) denote the corresponding value of \( \delta \). Define \( \bar{v}_0(\bar{e}) = 0 \) and \( \delta_i(0) = 0 \). The non-parametric maximum likelihood estimator (NPMLE) of \( F^Y \) corresponds to the point \( \bar{x} \equiv \bar{x}_1, \ldots, \bar{x}_n \) that maximizes
\[
f(x_1, \ldots, x_n) = \sum_{i=1}^n \{\delta_i \log x_i + (1 - \delta_i) \log(1 - x_i)\}
\]
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over \((x_1, \ldots, x_n) \in \mathbb{R}^n\) subject to the constraint

\[ 0 \leq x_1 \leq \cdots \leq x_n \leq 1. \]

We derive the NPMLE of \(F^y\), \(\hat{F}^y\), through the relationship \(\hat{x}_i = \hat{F}^y(v_{(i)}), i = 0, \ldots, n\). Note that the NPMLE of \(F^y\) is defined only up to the set of observed times. The solution to this optimization problem can be characterized in one of two ways. The first is using the so-called ‘max–min formula’ \([5, p. 40]\)

\[ \hat{x}_m = \max_{i \leq m} \min_{k \geq m} \sum_{i \leq j \leq k} \delta(j) \quad m = 0, \ldots, n. \]

A second representation of the maximizer is more graphical in nature. One plots the points \(\{i, \sum_{j \leq i} \delta(j)\} (i = 0, \ldots, n)\) and draws the greatest convex minorant of these points, defined as the function \(H^*\) such that

\[ H^*(t) = \sup \left\{ H(i) : H(i) \leq \sum_{j \leq i} \delta(j), H(0) = 0, H \text{ is convex} \right\} \]

Then \(\hat{x}_i\) is the left derivative of \(H^*\) at \(i = 0, \ldots, n\). This estimator corresponds to that proposed in Reference [1] in the case II scenario. They provided no asymptotic analysis of this estimator. Using the arguments in Chapter 5 of Reference [5], we can prove the following result.

**Theorem 2**

Define \(G(t) = \Pr(V \leq t)\). Let \(z_0\) be such that \(0 < F^y(z_0) < 1\) and \(0 < G(z_0) < 1\). Assume that \(F^y\) and \(G\) are differentiable at \(z_0\) with strictly positive derivatives \(f^y(z_0)\) and \(g(z_0)\), respectively. Then \(n^{1/3} \{\hat{F}^y(z_0) - F^y(z_0)\}\) converges in distribution to the random variable \(CZ\), where

\[ C = \left[ \frac{4F^y(z_0)\{1 - F^y(z_0)\}f^y(z_0)}{g(z_0)} \right]^{1/3} \]

and \(Z \equiv \arg\min\{W(t) + t^2\}\), and \(W\) is two-sided Brownian motion starting from zero.

Note that the limiting distribution presented in Theorem 2 is much different than that in Theorem 1. This is because in the case II scenario, \(Y\) is never directly observed. This leads to the slower convergence rate and the more complicated limiting distribution.

A 95 per cent confidence interval for \(F^y(z_0)\) is then given by

\[ \{\hat{F}^y(z_0) - n^{-1/3} \hat{Q}_{0.975}, \hat{F}^y(z_0) + n^{-1/3} \hat{Q}_{0.975}\} \]

where \(\hat{Q}_{0.975}\) is a consistent estimator of \(Q_{0.975}\), the 97.5th percentile of the limiting random variable \(CZ\). But \(Q_{0.975}\) is simply \(C \times 0.99818\) where 0.99818 is the 97.5th percentile of \(Z\), where the quantiles of \(Z\) are from Reference [14]. Since \(C\) involves the unknown parameters \(G(z_0), h(z_0),\) and \(g(z_0)\), we estimate \(C\) by

\[ \hat{C}_n = \left[ \frac{4\hat{f}^y(z_0)\hat{F}^y(z_0)\{1 - \hat{F}^y(z_0)\}}{\hat{g}(z_0)} \right]^{1/3} \]
where \( \hat{f}^Y \) and \( \hat{g} \) are estimates of \( f^Y \) and \( g \). An asymptotic 95 per cent confidence interval is then given by

\[
\left\{ \hat{F}^Y(z_0) - n^{-1/3} \hat{C}_n \times 0.99818, \hat{F}^Y(z_0) + n^{-1/3} \hat{C}_n \times 0.99818 \right\}
\]

Based on Theorem 2, constructing confidence intervals for \( F^Y(z_0) \) requires consistent estimation of \( f^Y \) and \( g \). While \( g \) can be estimated consistently using non-parametric regression methods, it is much more difficult to estimate \( f^Y \) because \( Y \) is never directly observed. We estimate \( g \) using kernel density methods, while \( f^Y \) is estimated using a numerical derivative based on a smoothing spline-based estimate of \( f^Y \) [15].

Proceeding as in the case I situation, we now consider the problem of testing the equality of the distribution function of \( Y \) across \( K \) groups. A simple test in this situation is found by modifying the method of Reference [16]. For simplicity, assume that the distribution of \( S \) is equal across the \( K \) groups. In this case, \( Z \) is \( K-1 \) dimensional. Define the counting process \( W_i(t) \equiv I(Y_i \leq t) \). A test of the null hypothesis \( H_0 : F^Y_1 = \cdots = F^Y_K \) is given by the statistic

\[
\hat{T} = \sum_{i=1}^n (Z_i - \hat{Z})W_i(V_i)
\]

where \( \hat{Z} = n^{-1} \sum_{j=1}^n Z_j \). It is shown in Reference [16] that under the null hypothesis, \( n^{-1/2} \hat{T} \) has a limiting normal distribution with mean zero and covariance matrix which is consistently estimated by \( n^{-1} \sum_{i=1}^n (Z_i - \hat{Z})^2W_i^2(V_i) \).

We now consider estimation in the regression formulation (2) in the case II scenario. Lin et al. [17] proposed a procedure for estimation of \( \beta_0 \) in model (1) based on the partial likelihood using the counting process \( \hat{N}_i(t) \equiv (1 - \delta_i)I(S_i \leq t), i = 1, \ldots, n \). Let \( dH_i(t) \) denote the hazard corresponding to \( d\hat{N}_i(t) \), the increment in \( \hat{N}_i(t) \), \( i = 1, \ldots, n \). Lin et al. [17] show that under model (2), the following model for \( dH_i(t) \) \( i = 1, \ldots, n \) is induced

\[
dH_i(t) = dH_0(t) \exp \{ \beta_0^*Z_i^*(t) \} \quad (4)
\]

where \( dH_0(t) = \exp \{ -\Lambda_0(t) \} d\Lambda^S(t), \Lambda^S(t) \) is the cumulative hazard function of \( S, \Lambda_0(t) = \int_0^t \lambda_0(u) \, du \), and \( Z_i^*(t) = -IZ_i \). The model in (4) has a form identical to that of the proportional hazards model [6]. We can estimate \( \beta_0 \) using the partial likelihood score function

\[
U(\beta) = \sum_{i=1}^n \int_0^t \left\{ Z_i^*(t) - \frac{S^{(1)}(\beta,t)}{S^{(0)}(\beta,t)} \right\} d\hat{N}_i(t) \quad (5)
\]

where \( S^{(k)}(\beta,t) = n^{-1} \sum_{j=1}^n R_j(t)Z_j^*(t)^{\otimes k} \exp \{ \beta'Z_j^*(t) \}, k = 0, 1, 2, a^{\otimes 0} = 1 \) and \( a^{\otimes 1} = a \). The constant \( \epsilon > 0 \) is a truncation time chosen to satisfy certain technical conditions; in practice, we can choose it to be the largest monitoring time. Let \( \hat{\beta} \) be the solution from setting \( U(\beta) \) in (5) equal to zero. Using martingale theory, \( n^{1/2}(\hat{\beta} - \beta_0) \) converges in distribution to a normal random vector with mean zero and variance \( \mathcal{I}(\beta_0) \equiv \lim_{n \to \infty} n^{-1}I(\beta_0) \), where

\[
I(\beta) = \sum_{i=1}^n \int_0^t \left\{ \frac{S^{(2)}(\beta,t)}{S^{(0)}(\beta,t)^2} - \frac{S^{(1)}(\beta,t)^{\otimes 2}}{S^{(0)}(\beta,t)^2} \right\} d\hat{N}_i(t)
\]

This variance can be consistently estimated based on empirical quantities.
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NUMERICAL EXAMPLE

In this section, we consider data from a screening trial involving lung cancer and reported in Reference [1]. The lung cancer data was collected on a population of male smokers over 45 years old enrolled in a clinical trial involving sputum cytology. There are two types of lung cancer diagnosed, adenocarcinomas (cancers that originate in epithelial cells) and epidermoid cancer (cancers that originate in the epidermis). For the adenocarcinomas, they were detected by radiologic screening and by symptoms; the epidermoids were detected by sputum cytology or by chest X-ray. Presence or absence of metastasis was determined using available staging, clinical, surgical and pathological readings. There are 141 adenocarcinomas, of which 19 have metastases; of the 87 epidermoid cancers, 6 have metastases. The raw data are shown in Figure 1.

The proposed techniques are now applied. First, the tumour size and metastases data are analysed under the case I situation, i.e. metastases occur at the time of detection. In this instance, we can treat the tumour size as a right-censored variable. The estimated survival functions for the size distribution and pointwise 95 per cent confidence intervals for the adenocarcinomas and for the epidermoid cancers are given in Figures 2(a) and (c), respectively. Next, differences in the size distribution between the two types of tumours was tested using the Fleming–Harrington \( G_p \) class of statistics. Results for various values of \( \rho \) are given in Table I. We find that there is slight evidence of a difference in size distributions between the two types of lung tumours. Finally, we analysed the data using additive risk model (2) in which there is one covariate \( Z \), a binary indicator for tumour site (0/1 = adenocarcinoma/epidermoid). The estimated regression coefficient was 0.0215, with an associated standard error of 0.0150. Based on the Wald statistic, we have a \( p \)-value of 0.15, which again suggests a marginal association.

Figure 1. Box plot of tumour sizes for lung cancer screening data. For the horizontal axis, 0 denotes adenocarcinoma and 1 represents epidermoid.
Next, we analysed the data using the case II scenario; here, the tumour size is now an interval censored random variable. First, we plot the survival functions for the tumour size distributions and associated pointwise 95 per cent confidence intervals; these graphs for the adenocarcinoma and epidermoid lung cancers are given in Figures 2(b) and (d), respectively. In testing for a difference in tumour size distributions between tumour type (adenocarcinoma versus epidermoid), the method of Reference [16] yields a test statistic of 1.60 and an associated $p$-value of 0.11. Finally, the estimation procedure for the semi-parametric additive hazards model of Reference [17] with $Z$ as a binary indicator for tumour site yields an estimated regression coefficient of 0.16 and standard error of 0.10. The Wald statistic gives a
corresponding $p$-value of 0.11, which again suggests a marginal association between tumour type and hazard of tumour size detection. A difference in metastatic distributions between lung cancers from the two sites of origins suggests that there may be different biological mechanisms that dictate the progression to metastasis. This in turn might lead to different treatment regimens for lung adenocarcinomas *versus* lung epidermoids.

We now highlight the differences between our analysis with that in Reference [1]. First, we have ignored the tumours on which there were missing measurements, while Kimmel and Flehinger [1] use a reweighting scheme to impute information from these tumours. We discuss the appropriateness of the reweighting in the Discussion. However, the graphs in Figure 2 are not qualitatively different from those in Reference [1]. In addition, our theory allows for such standard errors, while no standard errors were derived in Reference [1]. In addition, the testing and regression results presented here are completely new for this problem.

**DISCUSSION**

In this article, we have laid out a framework for the analysis of data on tumour size and metastases with covariates. The key step in the development of procedures was the equivalence of the observed data structure with those from the field of survival analysis. This relationship allowed us to characterize non-parametric maximum likelihood estimators of the distribution function for tumour size at which metastatic transitions occur and their associated asymptotic properties. In addition, we have been able to develop testing and regression procedures with such data.

Two cases were considered in the paper. They represent the extremes as to how much information is available in the data about the tumour size at which metastasis detectable at diagnosis occurs. Case I corresponds to the right-censored case in which there is a positive probability of observing the quantity, while case II is the situation where it is never directly observable. Thus in some sense, case I corresponds to the most optimistic analysis, while case II is the least optimistic analysis, where optimality is defined in terms of the amount of the available information. This explains why the standard errors are bigger in case II than in case I. Interestingly, however, the testing and regression procedures gave very similar inferences. One explanation for this result is that even for the case II situation, the standard $n^{1/2}$ asymptotics apply to finite-dimensional parameters such as regression coefficients. This issue is one that needs to be addressed in future work. In terms of plausibility of whether
case I or case II is more plausible, from a point of view of conservatism, we prefer the latter. A more crucial assumption is the existence of $Y$, the tumour size at which transition to metastasis detectable at diagnosis happens. The methods and theory in this paper are based on that random variable.

In terms of regression methodologies, we have primarily focused on the additive hazards model. However, extension to the proportional hazards model for the case I and II situations is straightforward by applying existing methodologies [7–9].

The major contribution of this paper is to provide a new means to thinking about biological data from screening studies. Provided that one can assume that assumptions similar to those made by Kimmel and Flehinger [1] can hold, we can model biological data as failure time variables, subject to various censoring mechanisms. This would allow the importation of existing survival analysis techniques, as well as potential generalizations. For example, if the biological response variable modelled was bivariate, then one might entertain multivariate survival analysis techniques for analysing the data. However, a key point is the monotonicity described earlier; this allows for the equivalence with survival data structures. If subjects are given treatment, then the assumption of treating the tumour size as a failure time variable becomes suspect.

As mentioned before, in many cancer screening studies, some tumours are not measured. A next logical question is whether one can incorporate information from these tumours into estimation of the distribution function for tumour size when metastasis can be diagnosed. In Reference [1], they are incorporated using a reweighting scheme that is valid when the missingness of tumour size occurs at random. However, the missing at random seems implausible, as one might expect sizes of smaller tumours to be more difficult to measure. How to adjust for this is an area we are currently pursuing.

Much of the literature in the area of cancer screening has focused on mechanistic models for tumour progression [18]. Such models tend to be parametric in nature and potentially have identifiability issues, while the methods we have proposed here are less parametric. These procedures proposed in the paper could serve as an exploratory device in order to determine what parametric models can be utilized.
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