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ABSTRACT

LASER INDUCED ELECTRON EMISSION

by

James Harvey Bechtel

Chairman: Peter A. Franken

Laser induced electron emission from tungsten,
molybdenum, and platinum has been observed using
Q-switched ruby lasers. Experimental results from
tungsten indicated that processes other than thermionic
emiséion occur at irradiances of tens of megawatts per
square centimeter and pulse durations of tens of nano-
seconds. For these"laser irradiances and pulse durations
the emitted electron pulses had maximum currents in the
range of .1 to 100 milliamperes, and this maximum current
was delayed approximately 5 nanoseconds with respect to
the maximum incident laser irradiance. This measured
time delay is consistent with a thermal origin for the
electron emission process; however, the relation between
the emitted current and the incident laser irradiance was
substantially less nonlinear than that predicted by the
Richardson-Dushman equation.

Theoretical models for expected témperature changes
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of laser irradiated materials were then developed using
several different functional forms for both the spatial

and temporal distribution of the incident laser irradiance.
These results were applied to laser induced thermionic
emission and to two other electron emission processes

which we have called one-photon assisted thermionic emission
and two-photon assisted thermionic emission. The mechanism
for these photon assisted processes is as follows: the
incident laser pulse acts not only as a heat source but

also as a photon source. The heating effect pushes the
Fermi tail of the electron distribution closer to the

vacuum level, and electrons in the tail of this distribution
may then be ejected from the metal by either a one-photon or
a two-photon process.

The experimental results from tungsten and molybdenum
rods are consistent with the theory of the two-photon
assisted thermionic emission effect. In addition, results
have also been obtained from tungsten ribbon cathodes, the
initial temperature of which could be varied by changing
the current in the ribbon. In this case, however, when the
maximum emitted current is compared to the initial cathode
temperature for constant laser irradiance, the results are
more consistent with thermionic emission than with the
two-photon assisted thermionic emission process. This

difference is as yet unexplained.
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It is the great beauty of our science that
advéncement in it, whether in a degree great or
small, instead of exhausting the'subject of re-
search, opens the doors to further and more abun-

dant knowledge, overflowing with beauty and utility.

Michael Faraday
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CHAPTER I
INTRODUCTION

Early in 1963 it was discovered that burst mode lasers
could produce substantial electron emission from an irra-

diated target. At nearly the same time Lichtman and Readyl,

3

Honig and Woolstonz, Verber and Adelman~, and Giori, Mac-
Kenzie, and McKinneyLIr reported electron emission from a
variety of sollds including tungsten, carbon, thoriated
tungsten and tantalum using a focused laser beam. All of
these authors concluded from‘their experiments that the
electron emission could be explained as thermionic emission
from the laser heated sﬁrface. Unfortﬁnately the compli-
cated temporal structure of the telaxation oscillations in
the burst mode laser made it nearly impossible to make a
detailed study of the emission process.

In 1965 Ready5 reported laser induced electron emission
produced by Q-switched ruby laser pulses with a peak irra-
diance in the range of 10-25 megawatts per square centimeter
and approximately 50 nanoseconds (full-width-at-half-max-
imum) time duration. He concluded that the observed elec-
tron emission could be explained in terms of thermionic
emission effects, and data was reported from tungsten, thor-
iated tungsten; and platinum target material. However,
his laser was not single transverse mode, and the observed

current was somewhat greater than that predicted by theory.

-1-



In other experiments lasers have been used to study
electron emission which was inferred to be other than
thermionic. Teich and Wolga6 used a pulsed GaAs laser to
study two-photon photoemission from sodium. Their measure-
ments indicated that the observed current density was pro-
portional to the square of the incident laser power per
unit area. Other measurements by Logothetis and Hartman7
have been conducted to study both two-photon and three-
photon photoemission from gold, stainless steel, CsI, and
KCl. Using laser irradiances of less than 1 megawatt
per square centimeter they have observed electron current
densities proportional to the square and the cube of the
incideht irradiance for two-photon and three-photon
photoemission respectively.

At laser irradiances of greater than 100 megawatts
per square centimeter and for pulse durations of the order
-of tens of nanoseconds most materials are vaporized at the
surface. Although we have observed effects associated with
irradiances greater than 100 megawatts per square centimeter,
the major emphasis of the research reported here is for
unfocused laser beams with irradiances of a few tens of
megawatts per square centimeter., All of the work was
accomplished with Q-switched ruby lasers.

' The studies that we have performed on laser induced
electron emission actually originated by accident in that
we observed a substantial amount of electron emission from

a 1aser_irradiated metal surface before we were aware that
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others had previously investigated this subject. Moreover,
our initial studies were directed at a rathér different
problem which is discussed in Appendix I. Our initial
observation was that the electron emission wés a highly
nonlinear effect in that a small change in the laser power
per unit area produced a very large change in the observed
electron current. Subsequently we found that at least
some of the data indicated that the electron emission
was appérently thermal in origin, but in fact it did not
seem to fit the theory of thermionic emission, at least
for any "normal'" metal. It was this basic contradiction
that stimulated our interest in the problem.,

In Chapter IT the basic experiment is described and
the lasers used in the experiment are discussed in some
detail., In Chapter III several mechanisms of electron
emission are considered and the various ways that a laser
can be uséd to produce electron emission are considered.
In Chapter IV the experimental results are presented, and
finally in Chapter V the results are discussed in the context

of our present understanding.



CHAPTER IT
THE EXPERIMENT

The block diagram of the experiment is displayed in
Figure 1. The Q-sWitched ruby laser irradiates a metal
cathode and any electron current produced thereby is
detected with oscilloscope no. 1. A small portion of the
laser beam is monitored by photodiode no. 2 which is cal-
’ibrated to measure the incident pulse enefgy. The output
of photodiode no. 2 is displayed on oscilloscope no. 2
and photographically recorded on type 410 Polaroid film.
Both oscilloscopes are externally triggeréd by photodiode
no. 1.

More details of the circuit are given in Figure 2.

A high voltage power supply is used to maintain the anode
at a positive potential with respect to the cathode.

The laser induced current pulses are detected across a

50 ohm resistor, and a 50 ohm transmission line (RG-58 C/U)
is used to transmit the signal to oscilloscope no. 1. The
laser pulsés were usually of 10-20 nanoseconds duration;
consequently, fast oscilloscopes such as the Tektronix

7704 or 790U were used to observe the laser induced current
pulses.

The electron tubes used in the experiments were of two

different geometries, as shown in Figure 3. Figure 3a
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exhibits the tube geometry employed in the first experiments
which were characterized by the utilization of a field emis-
sion point cathode. The second type of tube as seen 1n
'Figure 3b has a tungsten ribbon cathode. The electron

tubes were fabricated from borosilicate glasses; both
Corning Type 7740 and Corning Type 7052 were used in the
tube assembly. Additional graded seals were supplied

where needed.

The glass was cleaned in a weak solution of HF fol-
lowed by a rinse in deionized water and finally a rinse
in methanol. The glass was subsequently dried in hot air.

In the field emission tubes the 0.0L inch diameter
tungsten rods were vacuum brazed to Kovar using a Au-Ni
eutectic alloy, Nioro. The Kovar was found necessary to
make reliable glass to metal seals. After the complete
assemblage of the tube it was attached to a vacuum pump,
evacuated, and baked at 400 C for several days.

To clean the metal electrodes an auxiliary electron
gun was installed in the field emission tubes. The gun
consisted of a 0.0l inch diameter tungsten'filament that
‘could be used to supply an electron beam for bombardment
heating of the field emission diode. Filament currents
of approximately 6 amperes provided thermionic emission
in the 30 milliampere range. A voltage difference of
1500 volts would then provide an electron beam power of
45 watts, which was found adequate to heat the electrodes

to red hot temperatures. The scattered radiation from
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the filament made it difficult to measure these temperatures
with an optical pyrometer, but we estimate that the max-
imum temperature was about 1200 C. This tempefature was
maintained at each electrode for approximately 30 minutes.
The field emission current-voltage relation was monitored
during various stages of the tube processing, and there
were no significant changes in the Fowler-Nordheim plots
(the theory of field emission 1s reviewed briefly in Appen-
dix IT).

After the metal electrodes had been cleaned by the
electron beam bombardment the tubes were tipped off from

8-10‘9

the vacuum station. The residual pressure was 10~
tofr, and this pressure was monitored with an attached
Bayard-Alpert ionization gauge. The ionization gauge
used 1n the experiments was a tungsten filament Veecd Type
TG-T5P. We observed that this type of ionization gauge
has a significantly higher temperature than the more
common gauges that have a thoriated iridium filament. This
higher temperature provides more pumping action because
of the higher probability of molecular dissociation into
chemically active gases. We thus used the ionization gauge
not only as a monitor of the tube pressure but also as a
small vacuum pump.

The ribbon filament electron tubes were fabricated in

a similar fashion to the field emission tubes except that

no auxiliary electron gun was required. The ribbon was
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cleaned by passing approximately 10 amperes of current
through it, and the emitted electrons were used for bom-
bardment heating of the anode. After the tube was sealed
the pressure again was lO"8—].O_9 torr. The tungsten
ribbons wefe 0.003 inches thick, and both etched and
unetched ribbons were studied. The etch was KOH, the
same base that was used to electropoliéh the field emission
cathodes.
The lasers used in the experiment were both ruby

devices emitting 6943 A radiation at room temperature.

The experiments performed at the University of Michigan
| were done with a Korad K-15 system., This laser has a
Pockels cell Q-switch and a peak power of approximately

1 megawatf. The laser was found to be nearly single
fransverse mode in its output. The beam size was deter-
mined by scanning a small pinhole across the beam and
measuring the relative amount of light transmitted by this
pinhole as 1t traversed the laser beam. The temporal
structure of the'Uniﬁersity of Michigan laser was somewhat
compliéated. Several longitudinal modes would usually
beat,; and thus a modulated output was observed. The dominant
beat frequency was 200 megahertz, which is just the spectral
interval of the Fabry-Perot laser cavity. The laser was
attenuated, when appropriate, by passing the beam through
various solutions of CuSO).

The laser used at the Hughes Research Laboratories
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was a single transverse mode, single longitudinal mode
Q-switched ruby laser. The laser had a peak power of
vapproXimately 5 megawatts,and the longitudinal mode selec-
tion was obtained by the use of a dye Q-switch and a
resonant mode selector. The pulse structure of the laser
was found to be highly reproducible with only 1 shot in 20
providing any evidence of more than a single mode. The
beam size was measured by a multiple lens technique that
haé been reported in detail elsewhere8. A comparison of
the outputs of the lasers at the University of Michigan

and at the Hughes Research Laboratories is given in Figure b,
Both photographs are of CRO traces of the output of a fast
photodiode (ITT FW-114A) and were obtained with a Tektronix

519 oscilloscope.
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Figure lUa. Photodiode Output of Laser at
the Hughes Research Laboratory.

10 ns per division.

Figure U4b. Photodiode Output of Laser at
the University of Michigan.
10 ns per division,



CHAPTER IIT

LASER HEATING OF MATERIALS

AND ELECTRON EMISSION

When a laser irradiates a surface, that surface is
heated by the absorbed energy of the incident radiation.
The following analysis develops predictions for the
temperature changes that would arise from several different
sets of assumptions. In this discussion, unless otherwise
stated, we assume that the laser emits a pulse of radiation
ﬁhat is of nanosecond duration or longer; picosecond
pulses are so rapid that local thermodynamic equilibrium
may not be established on the time scale of the pulse
duration. We assume, moreover, that the material doesn't
changé state; that is, at the irradiances of interest here
no melting or vaporization occurs. Finally, we initially
assume that the optical and the thermal properties of the
material are not functions of the temperature of the mate-
rial. The effect of temperature variation of these param-
eters will be discussed later, |

in general the temperature at a point r in the mate-
rial and at any time t can be found by sblving the classical

heat-conduction equation equation

1dT(r,t G(r ,t
va(r ,t) - = S%i__i_l = - _i_?%.). (3.1)

-13-
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where T(r ,t) is the temperature, # is the thermal dif-
fusivity, K is the thermal conductivity, and G(r ,t) is
the generation function. The thermal diffusivity is relat-
ved to the thermal conductivity K, the specific heat C, and
the mass density p, by the relation
w= K_ (3.2)
pC

Before discussing detailed solutions to equation 3.1
~we should note that the function G(r ,t) specifies the net
amount of heat supplied per unit volume per unit time.

For the problem of laser induced temperature changes this
term will be determined by the power per unit area incident
upon the surface of the material and by the way that the |
laser radiation is attenuated within the material.

In principle we should also include loss effects such
as thermal radiation from the surface. Indeed, on a suffi-
ciently long time scale fhermal radiation from a heated
surface will become an important effect, but here the major
emphasis is on Q-switched laser effects for irradiances of
1-100 MW'/cm2 and for a time scale of a few tens of nanoseconds.
In this region reradiation by the surface can be ignored.

We pérenthetically note that this is quite fortunate because
the inclusion of the Stefan-Boltzmann law on the right-hand
side of equation 3.1 would make this a nonlinear differential
equation,

As an example of a solution to the equation of heat

conduction we consider a semi-infinite metal irradiated by



-15-

a spatially uniform laser beam the lateral dimensions of
which are very large compared to any distances of thermal
~diffusion. In this case equation 3.1 can be considered as

a spatially one-dimensional problem. Thus,

2

0 T 1 37T G
— = === = - (3_3)
DZ Ot K

If the laser irradiance is attenuated exponentially in the
form I(z,t)=I(t)(1-R)exp(-az) where R is the surface reflec-
tivity, and o is the absorption coefficient, then the

function G(z,t) is given by

az

G(z,t) = I(t)(1-R)ae” (3.4)

Specifically we can now consider an incidént la ser pulse
for which I(t) is a square pulse. We thus have
I(t) = I O<t<rT
(3.5)
I(t) =0 O>t>r ‘
Since the zero of temperature is arbitrary, equation 3.3
can be solved with the initial condition T(z,0)=0, and
the boundary conditions that T(e ,t)=0 and S2(%:t) o,
This solution to equation 3.3 has been given by Carslaw

and Jaeger9. Their solution is:
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2I_(1-R) I (1-R)
T(z,t) = —0——" . -0z
) K vaut ierfc - —_—
2/ %t ak

I (1-R) 2
+ O L @02 oppe |a/mE - E (3.6}

2aK 2/t

I (1-R) 2
+ 2~ WEHAZ o rpe [a/nf + z

2aK 2/%t

O< t<r
where
2
2 -y
erfc x = = e d
: [
X
and
@
1 -x2
ierfc x = erfc y dy =}# e - x erfc x
X

At this point it is useful to note that even the
simplest spatial and temporal distribution of the incident
irradiance leads to a relatively complicated expression,
viz., equation 3.6. Fortunately the major interest here is
with metais that rapidly attenuate the incident radiation.
For a wavelength of 7000vA the radiation is attenuated by

10 For

a factor of e in a distance of approximately lo'6cm.
strongly attenuated radiation equation 3.6 may be approximated
by taking the limit as a-* , which means that the radiation

is absorbed right at the surface. The mathematical impli-
cation of this approximation is that the boundary value

problem is simpler to solve. We thus find that the surface
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temperature in the limit as a -2* becomes

PI_(1-R) /%T

T(z,t) = jerfe |——tmm—
K 2 /1t
(3.7
- 2I_(1-R) 2 :
_ o / Kﬁ o2 /it % orfof —2
. K 2/ut
O< t<r
For times t greater than the pulse duration T the corre-=
sponding expression for the temperature is
2I_(1-R) /&7
T(Z2,t) = —=— ‘/% ierfe|—2—
K 2 /ut
- (E -g ierfc [ Z ]
s
% -7
t>r
For the surface temperature, T(0,t), these expressions
reduce to
2T (1-R) /[xt 21 (1-R) [%
T(0,t) = =2 [ = 2 [ e <o (3:9)
K JKp C T
' 2I_(1-R) nt u(t-r)
T(0,t) = ———" [ — - / t>r (3.10)
K ™ T

Expressions 3.9 and 3.10 représent the surface temperature
as a function of time for an incident temporally square
laser pulse. From these expressions one observes that the

thermal properties of the material enter into the result
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as JE;E.,‘ This factor as a function of the temperature
is plotted in Figure 5 for tungsten, molybdenum, and plat-
inum.

When t=t, T(0,t) reaches a maximum value; therefore,
setting t=Tt in equation 3.9 provides a convenient expres-
sion for estimating the maximum surface temperature increase
for a given pulse duration and irradiance. In Figure 6
the surface temperature increase is plotted against time
for incident square pulses of 13 nanoseconds and 20 nano-
seconds durétion. The irradiance 1s assumed to be 1 mega-
watt per square centimeter, and the material constants
of tungsten are also assumed. The effect of slight

‘differences in the values of Jﬁﬁa'at 300 K initial temper-
ature and 1500 K initial temperature is demonstrated in
this graph.

For more complicated temporal and spatial distributions
of the incident laser irradiance the solution to equation
3.3 becomes more complicated. A uniform spatial distribution
and‘an arbitrary temporal dependence of the incident irra-

diance produces an increase in surface temperature given by11

t

\/;E [(ti)’-'72 I(w) o2 /At gy (3.11)

-0

T(z,t) =

=N =

This expression can be used to find the temperature rise

associated with a spatially uniform but temporally Gaussian
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Figure 5. Thermal Parameter ,/KpC for the Metals
Tungsten, Molybdenum, and Platinum.
( see Reference 12 )
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Laser Induced Surface Temperature Rise

Produced by Temporally Square Pulsss of
13 ns and 20 ns Duration. 1 MW/cm“ and
the reflectivity of tungsten is 0.5
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incident laser pulse the irradiance of which is
2
)

1(t) = 1e”(*/Tg (3.12)

For this type of pulse the total pulse energy ¢ is related

to the maximum irradiance IO and the time Tg by
€ = /?T'IOTg = 1.064 IoTFWHM (3.13)
where the full-width-at-half-maximum T FWEM is

T ewrg = 2(102) Y21 = 1.665T, (3.14)

The temperature rise is thus given by

£

B To(1R) 2 ey - (usT )2
Tz.t) = E'/fgi J('?%?57I7z o7 /Hn(t-u) = (WTg) gy
- T (3.15)

This integfal is not known to be expressible in terms of
tabulated functions, but if we restrict ourselves to the

. surface temperature, this expression becomes

I_(1-R) 202
T(0,t) ='—9E;6——/7;§r et /eTg D_l/QC;JEﬂt/Tg)
(3.16)

Here the function Dv(x) is the Weber parabolic cylinder
function. One can, therefore, write the surface temperature

as
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I _(1-R) T
T(0,t) = —=— £ n(t/Ty) (3.17)
/KpC N

The function n(t/Tg) is plotted in Figure 7, and this
expression is used to compute the surface temperature rise
associated with a Gaussian pulse of maximum irradiance of
1 MW'/cm2 on a tungsten surface. The full-width-at-half-
maximum of the incident pulse is taken as 13 nanoseconds.
The results are displayed in Figure 8. The zero of time
corresponds to the maximum irradiance, and as one can see
from Figure 8, the maximum in the temperature occurs some-
what more than 4 nanoseconds after the peak in the incident
laser irradiance., The time lag of the temperature maximum
with respect to the irradiance maximum is given by the

approximation

.
£ o~ __ FWHM

lag 3

This approximation, although not true in general, is valid
for a time scale of 1Q—8 sec.

Consider now the case more relevant to the single
transverse mode laser in which the incident pulse has a
Gaﬁssian spatial distribution of irradiance. For this type

of pulse the incident irradiance is of the form

I(r,t) = Ioe_(r/d)eg(t) (3.18)
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where g(t) is a function of unit value at the maximum
irradiance. Again we can show that if this energy is
.absorbed at the surface, then the temperature rise associated

with this type of pulse becomes

t 2 )
- Z _ r O
‘ I (1-R)d” g(t1) e TH(E-ET) - BM(E-ET)HAT
/T JEpC (t-t') / (bn(t-t1) + d°)
- (3.19)

For even a simple temporal dependence we must evaluate the
integral numerically. If, however, we are interested only
in the surface temperature, and we restrict ourselves to

2

times t such that U4nxt<< d“, then an approximate expression

for the temperature increase produced by the Gaussian laser

pulse is
2,.2
I (l R)e™" /a
- o ot /2T _
T(r,0,1t) /2 gD 1/2( ./§‘
. s (3.20)
I (1-R)e”T /9 [T
I Y £ n(t/T,)
/KoC /2 &

The restriction Ly t << d2 simply means that thermal diffusion
in the plane of the surface is negligible and can thus be
ignored for the time scale of interest.

The values of the thermal constants actually do depend

on the temperature. To calculate the maximum surface tem-
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perature for a laser pulse such that the change in the
temperature'is relatively large, we can divide the pulse
into many time intervals and compute the expected
temperature change for each interval using a value ofoEEE
appropriate to that interval. This has been done for the
elements tungsten, molybdenum and platinum; the results
are given in Figures 9 and 10. As we see in Figure O,
a 13 nsec (FWHM) laser pulse incident on" 300 K tungsten
produces a maximum surface temperature of 1500 K if the
incident irradiance is 40-45 MW/cm2.
Having discussed the increase in surface temperature
produced by laser pulses, we may now discuss the electron
emission associated with such temperature changes. Histo-
rically, thermionic emission has been successfully described

by the Richardson-Dushman equation

3 = A m2e™?/kT (3.21)

where J is the current density, ® is the‘work function of
the metal, k is Boltzmann's constant, T is the surface
temperature, and Ar is the Richardson constant. For
tungsten A,=TO A/cmg/ K=,

If the laser used to induce the heating is single
transverse mode, then the surface temperature at some

distance r from the center of the beam is approximately

T(r) ~ T, + pe=(¥/8)° (3.22)
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The reflectivity of tungsten is 0.5
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Here the initial surface temperature is T, and AT 1s the

i
change in temperature produced by the laser at the center
of the beam. It is understood that AT i1s a function of
time. In this case the total current may be obtained by
integrating the Richardson-Dushman equation over the

effective area of the laser beam. This gives

d |
i= 2wAr‘/P T(r)ze'w/kT(r)r dr

i
=)
o
=

J
(EEE) T(J-2, EK%i?Qﬁﬁ))

- I

2 grrEn— )| (3.23)
e

where T'(a,x) is the incomplete gamma function defined -

by

T(a,x) = -/'ta"l et at

X
If kTiﬂm is small compared to unity,and m/k(Ti+ AT) is

large compared to unity, then this expression for the
current may be approximated by taking the asymptotic

expansion of the incomplete gamma function. The result is

i~ TrdgArc—lz-(Ti+ 7)3 &~®/k(T;+AT) (3.24)

This expression for the current is proportional to the cube
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of the surface temperature instead of the square of the
surface temperature because the "effective area" of
electron emission is not vdg but rather wdg/(m/k(Ti+AT)).
This result follows directly from the spatially Gaussian
dependence of the laser irradiance. The expression i/1rd2
is plotted in Figure 11 assuming a work function of 4.5 eV
and a Richardson constant A, of 70 A/cmz/ K2,

For lasers exhibiting single transverse and longitudinal
modes, the temporal dependence of the irradiance is Gaussian,

and thus the current as a function of time is given by :

1~ raPa K(z+am)3 o ¥/E(TLHAT) (3.25)
I (1-R) [T

aT =% __~ [ £ nf t/T,)
/XpC Sz

where n(t/Tg) is given in Figure 7. Again Tg is related

to the full-width-at-half-maximum of the incident laser

pulse bY Tpymny = 1.665 Tg. As we see in Figure 12 the
current produced by a 13 nsec (FWHM) laser pulse is delayed
with respect to the incident irradiance by slightly more

than 4 nsec. Moreover, we see in Figure 12 that the full-
width-at-half-maximum of the emitted current is substantially
less than the full-width-at-half-maximum of the incident
laser pulse. The current pulse for thermionic emission 1is
slightly asymmetric, there)being a slight tail to this

pulse. In these calculations 1t 1s assumed that the
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inter-electrode voltage 1s large enough so that space-
charge effects may be neglected.

The maximum current imax depends on the maximum
'1rradiance IO and the maximum surface temperature increase

ATmax in the following way

. SR 3 _-o/k(T,+AT __)
lnax = T AL )° e i % max

8w

(Ti+ATmax

(3.26)

Here ATmax = an, where o 1s some coefficient of proportion-
ality. We can now construct a function that we shall call m,

which is defined such that

d(ln i __)
—— max

d(1ln IO)

Using equation 3.26 we find

ma —— % [34 2| (3.27)
T KT

where T = Ti + ATmax' Thus T is the maximum surface temper-
ature of.the irradiated metal produéed by a maximum incident
irradiance Io' The variable m 1s consequently the slope of

a log-log plot of peak current versus peak irradiance.

This slope is written implicitly in terms of the temperature‘
T instead of explicitly in terms of the irradiance Io. If
the laser were of uniform spatial irradiénce, then the

factor 3 would be replaced by a factor 2.
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In Figure 13 the slope m is plotted against maximum
surface temperature for seiected values of the work function.
As one can see from this plot,for a work function of 4.5 eV
"and maximum surface temperature of 2500 K, the slope of
a plot of.current versus laser power should be nearly 20.

In addition the plot should not be a straight line but rather
a curve that 1s steadly decreasing in slope‘for increasing
surface temperature. In Figure 13 the initial surface
temperature is assumed to be 300 K.

The slope m* can also be calculated. In this case

d(1ln i

T
m* = 3 ?

max) Ty, 2 (3.28)
d( In T, ) T . kT

Again m* is to be interpreted as the slope of a log-log
plot of maximum current versus initial surface temperature
at constant laser irradiance. In Figure 14 m* is plotted
agaihst Ti for selected values of the surface work function
at AT . = 1000 K. 1In Figure 15 m* is plotted against T;
for a work function of 4,5 eV with several different values

of ATmax‘
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In addition to thermionic emission, lasers can produce
other types of electron emission fromvmetals. When light
strikes a metal surface an electron may be ejected from the
surface by the process of photoemission. This effect was
discovered in 1887-1888 by Hertz and Hallwachs and was
correctly explained by Einstein for which he was awarded

the Nobel prize. The Einstein photoelectric equation is

hv = @ + mv2/2 (3.29)

where ¢ 1is the work function of the emitter, m is the
electron mass, v is the velocity of the electron, v is

the freQuency of the incident radiation, and h is Planck's
constant. No electron emission can occur unless the
frequency of the incident radiation satisfies the condition
hv > ¢, because the kinetic energy of the emitted electron
is always a positive quantity. The emitted electron
current will be linearly proportional to the number of
incident photons per unit time or, alternately, we can

say that the current density is linearly proportional to

the incident irradiance. We can express this as

1=mt (3.30)

where Ny is the frequency dependent photoelectric sensi-
tivity of the surface in units of, for example, amperes/watt.
This same relation is often expressed differently by

stating a quantum yield, the number of‘ejected electrons per
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incident photon. The relation between sensitivity and the

quantum yield Yf is
Y¥ = ny — (3.31)

where Y{ is the number of electrons per incident photon at

a given frequency, and e is the electron charge. Frequently
another quantum yield Yl is also defined as the number of
electrons emitted per absorbed photon. For a surface of

reflectivity R, Y{ is related to Yl by the expression

Y# = (1-R)Y

*
1 1

It has been recognized for some time, however, that if
the incident irradiance is sufficiently intense then
multiple-photon processes can be observed. ‘A two-photon
photoemissién process, for example,would obey an energy

conservation law of the form
> ,
2hv = + mv/2 (3.32)

The corresponding two-photon photoemissive current density

J2 can be written as

(3.33)

where the two-photon sensitivity is often expressed in
units of amperes-cmz/megawatte.

It‘is possible to have still higher order effects, and,
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in general, for an n-photon photoemission process the

analogues of equations 3.29 and 3.30 are

o + mv2/2 (3.34)

nhv

Il

and

n. I (3.35)

J'1’1 n

There have been several attempts to formulate a theory

of multiple-photon photoemission from which the expected
sensitivities could be calculated in terms of the incident
photon energy and the properties of the irradiated material.
These theories, however, have had limited success in that the
experimental values of No and n3 have often differed by as
much as several orders of magnitude from the calculated
values., Experimental studies on sodium6 ( e~2.3 eV ) using

a pulsed gallium arsenide laser (hv~1.48 eV) give -ngw8xlO'LL
A-cmg/Mwe. Other experiments on gold13 ( o~4.8 eV) using
a frequency doubled ruby laser (hv~3.6 eV) give n2~2.MXlO'3
A-cmg/MWZ. These experiments were performed with laser
irradiances such that the laser induced heating was only

a few degrees Kelvin, and the initial temperature of the
material was 300 K.

We now return to the process of one-photon photoemission
and, in particular, look at the implications of the Einstein
photoelectric equation. We note that this equation predicts
a sharp cutoff in the electron emission at a frequency Yo

such that hvo= ¢. There 1is substantial experimental
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evidence, however, that indicates the emitted electron current
as a function of the incident radiation frequency does not
have a sharp cutoff. Moreover, plots of current versus
frequency are different at different temperatures for the
same metal. This temperature dependence of photoelectron
emission near threshold to a large extent has been explained
by Fowler.14
The Fowler hypothesis is as follows: The quantum yield
near thresho;d is, to a first approximation, proportional to
the number of electrons per unit volume of the metal whose
"normal” kinetic energy when enhanced by the incident photon
energy is sufficient to surmount the potential energy
barrier. Specifically, by "normal" kinetic energy we mean
that portion of the kinetic energy which is attributed to
motion perpendicular to the plane of emission. We will
meke a slightly different hypothesis but will ultimately
arrive at the same final answer that Fowler achieved. Our
‘hypothesis is that the one-photon quantum yield ( electrons
emitted per absorbed photon ) is proportional to the number
of electrons impihging in unit surface area per unit time
whose “normal" kinetic energy augmented by hv is sufficient
to escape the potential energy barrier. If this coefficient
of proportionality is a;, we find that this one-photon
quantum yield is

] -] -]

Y 2 Ja d d Py (3.36)
= o= fdp P P .
1 lh3' X y b4 P§+p2+p§ ;

-€
exp F.-
E——ETL—m ET'l‘l

-0 -00 pl
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where 129 is defined by the relation

2
P1
hv +-§n= €F+Cp (3-37)

Integrating over Py and py gives

0

- 2
v, = &v}%ﬁf_ », dp, log [ 1+ exp(_(;% - eF)/kT)] (3.38)
P

Expanding the logarithm in equation 3.38 and integrating

term by term gives the following results:

2 hiv-v_) 2h(v=-v_)
Yl = al £7I%-k- T2 exp MR - L - .]_‘2 exp —O
h kT 2 kT

(3.39)

2
. bk o | 72 _l_h(v-vo) h( v-v,)
Yl"“l—h?—TL'*z( I D M M|

o . | (3.40)
; .J:.eexp(- ___(____)_) + ;zexp(- -3._‘._".__.).) ﬂ
2 kT 3 kT

h(v~v°) .
—r— 2 0
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Expression 3.39 predicts a finite current even if hy'<hvo.
One can picture this process as photoelectric emission from

the tail of the Fermi-Dirac electron distribution. If

¢ - hv>> kT

we can approximate the quantum yield in this region as

Y, =~ OL:L(AI,/e)T2 exp [-—( P - hv)/kT] (3.41)

where Ar 1s the theoretical wvalue of the Richardson constant
4vmek2

b
The corresponding expression for the electron current

;s this is numerically equal to 120 A/cmz/ K2.

denslity 1s given by

3, ~ a;(1-R) ;e; I (A/e)T° exp [-(cg- hv)/kT|  (3.42)

15

The constant 0p has been determined experimentally to be

33 cm2-sec for many metals.

of the order 1073°- 10~
Consider now the implications of a laser as the source
of radiation for a photoemission experiment., 1In particular,
consider the circumstances in which this laser induced
electron emission is described by equation 3.42. If the
laser produces substantial heating of the surface, then theé
time dependence of the surface temperature, as we have
previously calculated, may be insefted into equation 3.42
to predict the time evolution of the current density. We

note, however, that since the temperature maximum lags the
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peak in the incident irradiance for a temporally Gaussian
laser pulse, the emitted current pulses will be time delayed
with respect to the incident laser pulse. We will hence-
forth designate this laser produced photoemission augmented
by laser produced surface heating the following: one-photon
assisted thermionic emission. We choose to emphasize the
thermal aspect of the effect because experiments on photo-
emission ( with no concomitant temperature change ) indicate
that there is no time delay in the electron emission process.
To the extent that equation 3.41 is a good approximation of
equation 3.39, we expect the one-photon assisted thermionic
emission current density to be given by equation 3.42.

In addition to one-photon assisted thermionic emission
we can naturally generalize our arguments to include n-photon
assistedvthermionic emission. As a specific example we shall
consider a two-photon assisted thermionic emission effect.

We shall postulate that the number of electrons emitted per
unit area per unit time is proportional to the square of the
number of absorbed photons per unit area‘per unit time and
linearly proportional to the number of electrons impinging
from within on unit surface area per unit time whose "normal"
kinetic energy augmented by 2hv is sufficient to escape the
energy barrier. The two-photon quantum yield Y2, the number
of emitted electrons per absorbed photon, is now proportional
to the number of absorbed photons per unit area per unit
time. Thé expressions analogous to equations 3.39 and 3.40

become
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A
Y, = a, E_ (1- R)I—— 72 [ exp [ (2v-v )/kTJ

- i? exp [2h(2v—vo)/kT] + ?];—2— exp [3h(2v—vo)/kT] -...]

- 4exp [ h(2v-vo)/kT] - igexp[.- 2h(2v—v0)/kT]
+ ig exp[- 3h(2v-v0)/kT] - ...}]

h(2v-vo)

—xr - =0

Again if

o - 2hv >> kT
we can approximate Y2 by the expression

= (1-R) I-gz 7° exp[ -(m—2hv)/kT] (3.45)

n
2]



The corresponding expression for the two-photon assisted

thermionic emission current density is

Iy = az(%vf (l--R)2 1° gﬁ T exp[ —Qp-zhv)/kT] (3.46)

If we return to one-photon assisted thermionic emission
we may now compute the total current produced by a spatially
Gaussian incident irradiance. Assuming a temperature

distribution of the form

2
T =T, + AT e~ (r/d) (3.47)
we find that the total current is given by
d
1 = 21TfJ1 rdr | (3.48)

0
where Jl is given by equation 3.42., The result of the

integration gives

A 3
2. r I ¢-hv ¢-hv
i=7d al(l-R)h—v- AT ( K ) I‘(-3, "'m Ti+ ))

- T(-3, %f%i;ziy—)] (3.49)
e .

<< AT, we can take the leading term in the'expansion

If Ti

of the incomplete gamma function to find
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A
1~ 7d%, (1-R) £ I c-’%m (T,+AT)3 exp [ - (p-tw) /i (T;+a7)]

(3.50)

As with laser induced thermionic emission we can calculate
the expected slope of a log-log plot of maximum electron

current, 1

max’ Versus maximum laser irradiance Io. Defining

this varlable as mq for a one-photon assisted thermionic

emission process, we find by using equation 3.50

d (1n1i__) T - T
= max’ . i -hv
™ =TI L) —T [4 + Qg—r] (3.51)

Again as with thermionic emission, the variable my is

written implicitly in terms of the maximum surface tempera-
ture, T, and the inltial temperature Ti’ instead of explicitly
in terms of the maximum irradiance Io. The variable m,

is plotted in Figure 16 as a function of the maximum surface
temperature for an incident photon energy of 1.8 eV and for
several values of work function, The initial surface tem-
perature 1s assumed to be 300 K. If we compare the results
of Figure 13 with thosg of Figure 16, we conclude that for

a glven maximum surface temperature and a given work function
the slope of a log-log plot of maximum cﬁrrent versus

maximum irradiance is less for one-photon assisted thermionic
emission than for thermionic emlssion.

The slope m{ assoclated with the change in current
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produced by a change in initial temperature, Ti’ can be
calculated for a one-photon assisted thermionic emission.

For this case

m¥ = ~ 3 +
1= d (InTy) T KT

d (1n imax) T, ® hv] (3'52)

In Figure 17 m{ is plotted against initial temperature
for a work function of 4.5 eV and several values of ATmax’
the maximum change in surface temperature produced by the
laser,

We should note that the rather simple expressions
for ml_and mf given in eQuations 3.51 and 3.52 respectively
are oniy approximations for these derivatives., If we
compare the results of these Simple expréSsions, which
are used for Figures 16 and 17, with more sophisticated
computer calculations based on equation 3.49, we find that
the two methods give consistent results to within ten
percent. A comparison of the computer calculations per-
formed on the University of Michigan High Energy Physics
PDP-10 computer with the results given in Figures 16 and 17
is given in Table 1.

For two-photon assisted thermionic emission produced
by a spatially Gaussian incident irradiance the surface

temperature once again is given by

2
T = T, + AT e~ (r/4) (3.53)
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Figure 16. Slope m, Plotted Against Maximum
Surface Temperature. Ti=3OO K.
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-51-

Assisted Thermionic Emission.

my o
~hv = 1.8 eV COMPUTER | (eq. 3.51)
o=4.5 eV; T,=300 K3 AT=1000 K 21.5 21.6
o=U4.5 eV; T;=300 K; AT=1500 K 17.7 17.8
®=3.5 eV; T,=300 K; AT=1000 K 14,6 14.8
©=3.5 eV; T,=300 K; AT=1500 K 12.3 12.5
mi m{
COMPUTER | (eq. 3.52)
o=4.5 eVj AT=1000 K; T,=1000 K 9.7 9.3
p=L4.5 eV; AT=1000 K; T.=1500 K 9.7 9.3
»=3.5 eV; AT=1000 K; T,=1000 K 6.8 6.4
®=3.5 eV; AT=1000 K; T,=1500 K 6.8 6.5
Table 1. A Comparison of Calculated Slopes: One-Photonk
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The total current is thus

d

i=2va2rdr (3.54)

0
where J2 is given by equation 3.46. The result of the

" integration gives

2 A 2
2 2 e r I ~-2hy p-2hv
1= mdPo,(1-R)2 () = (Q_E_.) (e
3
-2hv ¢p-2hv -2hv
- N(-boprp +A Ti( 3 ) T(-3, £2T1+KT$)

If Ti << AT, then the current may be approximated by

3 _ %-2hv
2 A (T,+AT)~k k(T,+AT)

Again we can calculate the expected slope of a log-log

plot of maximum electron current, i » versus maximum

max
laser irradiance Io. Defining this variable as m, for a
two-photon assisted thermionic emission process, we find

by using equation 3.56

d (In 1 T-T
m2 - ( max) o~ ___i [ 5 + 9:221] (3,57)

g (In I) T KT
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The variable m, is plotted in Figure 18 as a function of

2
the maximum surface temperature for an incident photon
energy of 1.8 eV and for several values of the work function.
‘The initial surface temperature is assumed as 300 K.
If we compare the results as shown in Figure 18 with the
results depicted in Figures 13 and 16, we conclude that
for a given surface temperature and a given work function
the slope of a log-log plot of maximum current versus
maximum irradiance 1s still smaller for the two-photon
assisted thermionic emission than for either the one-photon
assisted thermionic emission or the thermionic emission
process,

The slope m§ associated with the change in current

produced by a change in initial temperature, T., when

i
calculated for the two-photon assisted thermionic emission

is found to be

d (Ini_ ) T p-2hy "
m§ = max’ _ El 3 4+

.58
d (In Ty) (3.59)

kT

In Figure 19 mg 1s plotted versus initial temperature
for a work function of 4.5 eV and for several values of ATmax
the maximum change in the surface temperature produced by the
laser,

A comparison of computer calculations of m, and mg
with the predictions of the simple expressions in equations

3.57 and 3.58 is given in Table 2.
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Figure 18. Slope m, Plotted Against Maximum Surface
Temperature. Ti = 300 K.
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Table 2. Comparison of Calculated Slopes: Two-Photon
Assisted Thermionic Emission.
m2 m2
2hv = 3.6 eV COMPUTER | (eq. 3.57)
o=4,5 eV; T,=300 K; AT=1000 10.0 10.1
w=4-5 ev; T,=300 K3 AT=1500 8.8 9.0
o=U4.5 ev; T,=300 K; AT=1800 8.3 8.5
o=4,0 eV; T,=300 K; AT=1000 6.4 6.6
o=L4.0 evV; T,=300 K; AT=1500 6,0 6.3
©=4.0 eV; T,=300 K; AT=1800 5.8 6,2
m*z‘ m')2‘
COMPUTER | (eq. 3.58)
©=4.5 eV; 471000 K; T.= 500 3.5 3.3
o=U4.5 eV; AT=1000 K; T,=1000 4,2 b,1
o=4.5 eV; AT=1000 K; T,=1200 4,3 4,2
o=4.0 eV; AT=1000 K; T,= 500 2.1 2.0
o=4.0 eV; AT=1000 K; T,=1000 2.6 2.6
®=4,0 eV; AT=1000 K; T,=1200 2.6 2.8




CHAPTER IV

' EXPERIMENTAL RESULTS

In our experiments on laser induced electron emission
we have studied several types of cathode geometries and
have used two different ruby lasers. We shall consider
first those experiments in which we used metal rods as
cathode material., Finally, we shall consider those exper-
iments in which we used tungsten ribbons as cathodes.

The tungsten field emission cathode was fabricated
from a KOH etched 0.0M inch diameter rod. The details of
the tube preparation have been given in Chapter II. Before
irradiating the cathode with the laser, we measured the
d.c. current-voltage relation for this cathode. We have
plotted the data in the form of the usual Fowler-Nordheim
plot in Figure 20. The magnitude of the slope of this plot
is approximately LLxlO4 volts, and the theory of field emis-
sion has been reviewed in Appendix II.

The relation between maximum emitted current and the
maximum incident irradiance is given for the field emission
cathode in Figures 21,22, and 23. This data was taken at
the Hughes Research Laboratories and clearly demonstrates
the'nonlinéar relation between the maximum current and the
maximum laser irradiance. The pressure in the electron tube

was lxlo'9 torr, and the temperature of the cathode prior
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to being irradiated by the laser was 300 K. The cathode
to anode spacing in the field emission tube was 3 mm, and
the applied voltage is listed at the top of each graph.
' The laser output was nearly a single longitudinal and single
transverse mode, and the difference in the duration of the
output was due to a difference in the dye of the Q-switch
used in the different runs. The effective area of the laser,
rd%, (compare equation 3.18) was found to be 4.5x107° cm®
for the laser at the Hughes Research Laboratories. The
pulse energy and power were monitored by using calibrated
photodiodes, and we estimate the accuracy of both the power
measurements and the area measurements to be 10 percent.
The polarization of the electric field of the laser was
perpendicular to the line connecting cathode and anode.

| From Figures.zl, 22, and 23 we find that the log-log
plot of maximum current versus maximum laser irradiance is
approximately linear in the region of a few tens of megawatts
per square centimeter. The slopes of these lines vary from
approximately 6 to 8.

In order to see if the electron emission was charac-
teristic of tungsten, we performed similar experiments on
molybdenum and platinum. The results of these experiments
are given in Figures 24 and 25. Both of these materials
were sealed in the samebvacuum tube, and each served as one
of the two electrodes. Each electrode was a blunt rod of
diameter 0.045 inches (platinum) and 0.0L4 inches (molybdenum).

The two electrodes were separated by a spacing of approxi-
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mately 0.5'cm, and the pressure in the vacuum diode was

1x10'7

torr. Although this pressure was somewhat higher
than in the other-electron tubes, we employed the same
bake-out proceedure used for the other tubes. We do not
feel that this pressure, which represents about lOlO mole-
cules per cubic centimeter, significantly altered our
results. Again the data was taken using the Hughes laser,
and the cathode-anode voltage difference was maintained

at 5000 volts.

The results of the experiments on platinum and molyb-
denum exhibit a very nonlinear current-irradiance dependence.
The data for plétinum indicates a substantially higher
threshold irradiance necessary for observable electron
emission and a somewhat less steep slope compared to tung-
sten. Figure 25 presents data for molybdenum and shows two
distinct slopes. That portion of the data labeled "slope
approximately equal to 9" was for increasing laser power,
whereas that portion labeled "slope approximately equal to
15" was for decreasing laser power. This hystresis like
effect was not observed in the tungsten daté.

In addition to measuring the current versus irradiance,
we have looked for a voltage dependence of the electron
emlssion from tungsten at nearly constant laser power per
unit area. Data is given in Figures 26 and 27 for the
maximum current versus the cathode-anode voltage difference,.

This data was taken using the University of Michigan laser,

the pulse duration of which is about 20 nanoseconds. This
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laser operates in nearly a single transverse mode, but it
oscillates in several longitudinal modes. The average peak
irradiance for the data given in Figures 26 and 27 is
approximately 35 MW/cm®. The effective area, md-, of this
laser was measured to be 1.25}(].0_2 cm2. Figure 26 presents
data for the laser beam centered on the field emission
point, and Figure 27 shows'the corresponding data for
the laser beam centered on the shank of the tungsten rod
several millimeters above the point. A comparison of
these two figures reveals that the threshold voltage for
detectable electron current is less for the laser irradi-
ating the field emission point cathode compared to the
shank of the cathode. At voltages greater than 1000 volts,
however, the total emitted current is larger for the
irradiated shank than for the tip because the shank inter-
cepts a larger portion of the laser beam. In addition,
Figures 26 and 27 demonstrate that the field emission
point is not per se requisite for the emission process.

Figure 28 is a picture of the current pulse obtained
by using the University of Michigan laser. The combination
of two longitudinal modes produces the 200 megahertz mod-
ulation in the current, and the degree of this modulation
varied from shot to shot. In fact the primary motivation
for doing some of the experiments at the Hughes Research
Laboratories was to eliminate this complexity.

In Chapter III we have observed that the peak tempéra—

ture produced by a temporally Gaussian laser pulse is time
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Figure 28. Modulated Current Pulse Produced by Longitudinal
Mode Beating.
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delayed with respect to the maximum incident irradiance;
consequently, any electron emission associated with the
laser produced temperature change should be delayed with
respect to the incident irradiance. In contrast, a pure
multiple-photon photoelectric effect should exhibit no
time delay. Using the field emission cathode we have
looked fof a shift in time of the maximum current with
respect to the maximum incident irradiance. We have
observed that the peak electron current is delayed with
respect to the peak irradiance by approximately 5 nano-
seconds.

The experiments described hitherto were performed in
the sequence that they have been presented. We hasten to
obsérve that the time delay experiment strongly suggests
that the electron emission is a thermal effect; however, the
experiments reported in Figures 21, 22, and 23 strongly
suggest that the emission process is not thermionic emis-
sion. Thé slope of the log-log plot of current versus
laser irradiance is simply not steep enoﬁgh by approximately
a factor of three.

Since the previously described data portends a new
type of electron emission, we have performed other exper-
iments of a somewhat different character to form an inde-
pendent test of the emission process. These experiments
consisted in observing the emitted current for a changing
initial surface temperature at constant laser power,

In order to change the initial surface temperature of
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the cathode we electrically heated a tungsten ribbon by
passing an a.c. current through it. The filament power
supply was a small Variac that was connected to a filament
transformer which provided 10,000 volts isolation. The
temperature of the ribbon was monitored by a Leeds and
Northrup Model 8632-C optical pyrometer. The maximum
laser induced current is plotted against the initial sur-
face temperature of the ribbons in Figures 29 and 30.
Because of the unusuai results on the tungsten rod
material, we studied laser induced electron emission from
both a KOH etched tungsten ribbon and an unetched ribbon.
We have found no salient difference between the emission
characteristics of either ribbon, and the results are
plotted in Figures 29 and 30. The data in Figure 29 is
for a 0.003 inch thick unetched ribbon. The data in Figure
30 is for a geometrically similar but etched ribbon. Both
ribbons were 0.04 inches wide and O.CO3 inches thick. The
cathode-anode voltage difference was maintained at 5000 volts
in both ribbon experiments. The average peak irradiance
of the incildent light was approximately 35 MW/cmg. The
initial pressure in each vacuum tube was lxlO"9 torr,

8

but this pressure increased to 5x10 - torr for a ribbon

temperature of 2000 K. All data on the ribbon cathodes

was acquired using the University of Michigan laser, and
the laser beam was directed at normal incidence onto the
ribbon.

Figure 31 shows data obtained from the etched tungsten
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ribbon with an initial temperature of 300 K. In order to
obtain a detectable electron emission it was necessary to
partially focus the laser beam such that at the surface of
’the ribbon the effective area of the laser, vdg, was
l.'?xlo-3 cmg. The threshold current of 1 mA corresponds
to a current per effective laser area of about 0.6 A/cmg.
Both the current pulse and the monitor photodiode output
were displayed on the same CRO trace, and an example of this
trace is given in Figure 32. The initial pulse is the
current pulse from the tungsten ribbon, and the second
pulse is the output of the FW-114A photodiode. The second
pulse was delayed by passing the signal through a low loss
coaxial cable, and the difference in the polarity of the
two pulsés was due to a convenience in the biasing of the
dlodes with respect to ground. The irradiance impinging
on the tungsten ribbon was changed by changing the concen-
tration of a solution of CuSOu dissolved in distilled water.
We note that thevgraph in Figure 31 is the same type
of plot as that given in Figures 21, 22, and 23; moreover,
the slope of the graph in Figure 31 is nearly the same as
the slopes in Figures 21, 22, and 23. However, it is bj
no means obvious that the emission brocess is the same for
these different graphs. The effective laser area, vde,
for the data in Figure 31 is more than a factor of 25 less
than the effective laser area for the data in Figures 21,

22, and 23. Thus, any space charge effects will be more
severe for the data in Figure 31 than for the data in the



Figure 32.
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Photograph of Current Pulse and Photodiode
Monitor Pulse. The first signal is from

the tungsten ribbon, and the second signal

is from the FW-114A photodiode. The initial
temperature of the ribbon is 300 K, and the
peak irradiance of the incident 20 nanosecond
laser pulse is approximately 105 MW/cm2,
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other aforementioned graphs. In addition, we observe that
the current pulse in Figure 32 has different rise and fall
~times and that the full-width-at-half-maximum is approxi-
mately the same as the laser pulse. This strongly suggests
that the emission process for this particular set of data
points is accompanied by some type of plasma effect that
lengthens the current pulse and neutralizes space charge
fields near the cathode.

In Figure 33 data is presented for the etched tungsten
ribbon at initial temperatures of 1515 K énd 1850 K. The
current per effective laser area is plotted against incident
irradiance, and the cathode-anode voltage difference is 6000
volts. From this graph we observe that the incident irra-
diance necessary for a current density of a few tens of
amperes per square centimeter is approximately 10-20 MW‘/cm2
higher for the initial temperature of 1515 K compared to
an initial temperature of 1850 K.

A comparison of the data from the tungsten rod cathodes
and from the tungsten ribbon cathodes reveals that the
threshold irradiance for minimum detectable current from
both ribbon cathodes was nearly a factor of 3 higher than
the threshold irradiance for the tungsten rod cathode mate-
rial. 1In order to determine if there was an appreciable
difference in the chemical‘compositions of the ribbon and
rod materials, both were analyzed with an electron micro-
probe. Both materials were found to be tungsten with the

ribbon material having a small amount of selenium present
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( about 1% ). The electron microprobe used was a part of
the facilities of the University of Michigan, Department
of Materials and Metallurgical Engineering. We note,
however, that the electron microprobe used in the above
analysis was not sensitive to elements with atomic number
less than eleven. Therefore, oxides or carbides of tungsten
would not have been observed. Finally, we do not feel that
the small amount of selenium detected influenced the

experiment.



CHAPTER V
DISCUSSION AND SUMMARY

Several years ago we began an experiment to look
for laser modulated electron currents from a tungsten
field emission cathode. We used a Q-switched ruby laser
to irradiate a field emission tip in order to provide a
modulation to the emitted current. We have not yet ob-
served effects associated with this modulation ( a
detailed summary of this experiment is given in Appendix
I ); however, we did observe copious electron emission from
the laser irradiated metal. Because of the difficulties
encountered in the original experiment, we decided to
investigate the electron emission phenomena rather than
pursue our original objective.

Our initial observations were that the electron
emission from the tungsten cathode was a very nonlinear
function of the incident irradiance and that there was a
time delay of nearly 5 nanoseconds between the maximum
incident irradiance and the maximum emitted current. This
time delay is consistent with the calculated temperature
change and thus suggests that the electron emission is a
thermal effect.

Our initial experiments were performed with a single
transverse mode laser at the University of Michigan; however,

this laser oscillated in several longitudinal modes, and we
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quickly observed that the mode beating in the output of this
laser made a detailed study of the emission process nearly
impossible. Fortunately, we were able to use a single
longitudinal and single transverse mode ruby laser at the
Hughes Research Laboratories. We found that if we plotted
the maximum current versus the maximum laser irradiance on

a log-log scale then the slope of the resulting data points
was nearly a straight line with a slope of approximately
6-8. If the emission were thermionic, then we would expect
the slope of this log-log plot to be nearly 20. Moreover,
for the 13 nanosecond laser pulse with a maximum irradiance
of 40 MW’/cm2 the calculated maximum surface temperature was
only 1400 K. We observed a current of more than 1 mA at this
irradiance, and the temporal shape of the emitted current
pulse was more narrow than the incident laser pulse. Again
we measured a 5 nanosecond time delay.

AlthoUgh the time delay is consistent with thermionic
emission, the calculated temperature of the surface is less
than the temperature needed to achieve the observed current.
In addition, as we have previously noted, the slope of the
log-log plot of maximum current versus maximum incident irraé
diance is substantially less than the slope one would expect
for a purely thermlionic process with laser heating of the
surface as we have described in Chapter III. We could obtain
the slope of 6-8 for the log-log plot of}maximum current
versus maximum irradiance for a thermionic emission effect

but only at the expense of assuming a sublinear relation



between incident irradiance and the laser induced temperature
change. This assumption, however, would make the surface
temperéture even less than the value cited in the previous
paragraph.

To explain the results of our data we have considered
the possibility that these phenomena are due to a two-photon
assisted thermionic emission effect, Fof this effect the
laser acts not only as a photon source but also as a heat
source. The electron emission originates by a two-photon
photoemission from the electrons in the Fermi tail of the
electron distribution within the metal. Since the number
of electrons in the taill i1s a sensitive function of the
temperature, we expect a time delay for this emission
process. Moreover, we find that the slope predicted by
this model is consistent with our data,

To provide an additlonal test of this hypothesis we
have performed other experiments on tungsten ribbons, the
initial temperature of which could be varlied by changing the
a.c, current flowing through them. Since the field emission
cathode had been prepared by a chemlcal etching, both etched
and unetched ribbons were studied., For both types of
ribbons with initial temperatures from 1500-2000 K and an

2 for & 20 nanosecond

incident maximum irradiance of 35 MW/cm
laser pulse we find that the slope of a log-log plot of
maximum current versus initial temperature ls between 10 and
14, The results of this experiment are, therefore, consistent

with thermionic emission, the theoreticaliy predicted value
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of the slope being 12. The theoretically predicted value of
this slope for_a two-photon assisted thermionic emission
process is 3-4, substantially less than the experimental
results.

The central result of this experiment is that the
tungsten ribbons give laser induced electron emission that
is best explained as thermionic emission whereas the tungsten
rod material used in the field emission cathode gives results
that are best explained as two-photon assisted thermionic
emission. We can estimate the two-photon parameter Ops @8
given in equation 3.50, by using the data in Figure 21 to
-47 mLL

obtain a2=4x10 -secg/coul. Moreover, we can use the
data in Figure 33 to obtain an upper bound on %y assuming
that the data in Figure 33 corresponds to thermionic emission.
Using T,;=1500 K, I=50 MW/cm®, and 1/7d°=0.3 A/cm®, we find

-4 L

that a, 1s less than 2x10 -secz/coul. This is a factor

2
of 200 less than the corresponding result for the rod
maferial. Our conclusion is, therefore, that for as yet
unexplained reasons the value of the two-photon parameter Oy
is some 200 times greater for the rod material than it is for
the ribbon material.

Finally, our results for platinum indicate that near
our threshold detectable current the slope of the log-log
plot of maximum current versus maximum incident irradiance
is approximately 3. This slope 1ls consistent with a three-

photon photoemlsslion process. Since the energy of three

ruby laser photons exceeds the work fuhction of platinum,
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we expect the thermal assist mechanism to play a less
dramatic role in the emission process. Moreover, the
observed time delay from the platinum rod was several
nanoseconds less than from either the tungsten or the

molybdenum samples.



APPENDIX T
THE ORIGINAL EXPERIMENT

In the autumn of 1970 I became interested in the
possibility of modulating electron beams at frequencies
in or near the optical region of the spectrum. My initial
interest was stimulated by the announcement by Schwarz and
Hora16 that they had observed an effect assdciated with an
electron beam modulated at the frequency of an argon ion
laser. My intent was to look for optical modulation of
thermionic emission; i.e. the laser electric field normal
to a thermionic cathode should produce a change in the
apparent work function of the cathode (Schottky effect).

It was not clear to me that the frequency respbnse of
thermionic emission would be sufficiently great to observe
this effect; however, it was suggested to me by Peter
Franken thaf iooking for optical modulation of high field
emission might prove to be a more interesting and feasible
experiment. Let us examine in detail, now, the effects that
might be expected.

The method that we hoped to use to generate an
optically modulated electron beam was to let the laser
electric field modulate the potential energy barrier thick-
ness of a field emission diode. If the static electric

8

field near the cathode is of the order of 107-10 volts/cm,

a field emission current should be observed. For laser
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irradiances of 10 MW'/cm2 the laser electric field is approx-
imately 105 volts/cm, nearly a thousand times less than the
static electric field. The field emission current is,
however, a nonlinear function of the applied electric field;
therefore, a fractional modulation of the current can be
significantly larger than the ratio of the laser field to
the static field. Moreover, the nonlinearity of the Fowler-
Nordheim equation with respect to the electric field means
that the current will contain not only frequency componenté
at the laser frequency but also frequency components at
integral multiples of the laser frequency. When these high
frequency components of electron current strike the anode
one expects to observe radiation at these frequencies. It
would be well-nigh impossible to observe this reradiation
at the fundamental frequency because of the laser back-
ground. Nevertheless, it should be possible to detect the
harmonic components by using suitable filters and sensitive
detectors. Finally, we observe that the tunnelling time
for the field emission process is extremely rapid; it is

16

typically 10~ seconds17 for sufficiently large static

electric fields. Thus we can expect to modulate the electron
beam up to frequencies approaching lO16 hertz,

Having discussed qualitatively what we would expect
from this type of experiment, we can now derive some
quantitative results.

The current density of a field emission cathode is

given by the usual Fowler-Nordheim equation
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2 3/2
AF -B o
J ~ — exp[ ——?r——J ‘ AT.1

where J 1s the current density, ¢ is the work function,
A and B are constants, and F is the total electric field

at the surface of the cathode. We let F be given by

F=F +F coswt =F (1 + ax )
X = cos wt AL.2
a = Fl/Fo << 1

Fo is the static electric field and F1 is the electric
field produced by the laser. In the above approximation
we are neglecting the Nordheim elliptic functions in
equation AI.1l; this 1s equivalent to neglecting the image
charge effect.

If we now expand the current density J in a Taylor

series about a=0, we find

2
a7 1 43| 2 N
a=0 4™ {50

where we have kept terms only up to a2. From this expression

and straightforward differentiation we find
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To ascértain the magnitude of the quantities involved in

this expression let us assume the following values:

F, = 10° volts/cm F /P = 2.5x1073
F_ = 4x10" volts/cm B cp3/2/Fo - 16
o = 4.5 eV

From this we find

J s Jg ( 1.0005 + .05 cos wt + .0005 cos 2wt + ...

AT.5
This expression shows that the expected modulation of
the beam is a few percent at the laser frequency and a
few hundreths of a percent at the second harmonic ( twice
the laser frequency ).
If we now consider a modulated electron beam of the

form io ( 1+ a cos wt ), where io is the d.c. current,
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we expect the power radiated at the angular frequency w to

be given by
2 2 2
ap 1o * P sin® g AI.6
an eme (1 - 82 cos® )2
and
12 o g2 [ B%41 ' 1
P = %% aa @~ — 1n %iﬁ - —= AI.7
c 48 2
If 8 << 1 , we can use 1ln %;% ~ 2X + %x3 to find
> i2 a2 B2
P~ g AT.8
3 c
The efficiency in the nonrelativistic limit is thus
n ~ % < a2 i AI.9
me °

The corresponding nonrelativistic expressions for radiative

power and efficiency in MKS units are
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~ 20 1° o g°
(0]
M
N & 423 [0
37T ng ° €O
| AT.11
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If we now assume that 8 = .1, which corresponds to
an electron with an energy of about 2500 electron volts,
and assume that io ~ :LO'5 ampere, we find from equation AI.1lO

18

that the expected radiative power is about 5x10° watts
with the assumption that a = 5X10-4. If this emission
occurs for a time of lo"8bseconds ( the duration of the
Q-switched laser pulée ) and the frequency is twice the
ruby laser frequency, then this corresponds to much less
than one photon per pulse. We note that if substantially
larger currents can be achieved, say one ampere, then
the total power radiated would be nearly 10 orders of
magnitude larger than that given above.

In the spring of 1971 experiments were performed
by Peter Franken, William Hall, and Gary Cochran in an
attempt to observe a reradiation of the electron beam at
twice the ruby laser frequency. Their experiments were
not conclusive; however, they did obsefve substantial
electron emission from the field emission cathode when
the laser radiation impinged on it. This electron pulse
was much more narrow than the laser pulse, and the emitted
current was a very nonlinear function of the laser power
per unit area. These features are both consistent with
an optical field emission process. At that time we could
only speculate that somehow the laser field was beilng

spectacularly enhanced at the surface. I should paren-
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thetically note that the small signal analysis of optical
field emission as given above would nol be valid. 1In this
case the parameter a would not be small. Unfortunately, we
were not able to find any plausible mechanism for a large
enhancement of the laser field. In June of 1971 I arrived
in Ann Arbor and started to work on the experiments that
were then in progress. We finally decided to study the
origin of the electron current pulses in an attempt to
understand the observed phenomena. I was able to show that
the current pulses were not optical field emission because
there was a time delay of a few nanoseconds between the
peak of the laser pulse and the maximum in the current.
Mbreover, the current was not originating at the tip but
rather was coming from any portion of the metal that was
irradiated by the laser. In addition, I repeated the
second harmonic experiment and could find no change in
the number of collected second harmonic photons as I changed
the d.c. current in the field emission diode. The lérgest
d.c., currents that we were able to achieve were a few tens
of microamperes. For this current and with no laser field
enhanéement, then as we have previously calculated, the
total power at angular frequency 2w 1s approximately 10'18
watts. This power is certainly consistent with our obser-
vation that no change in second harmonic signal was detected

as a result of changing the d.c. field emission current.



APPENDIX IT

REVIEW OF FIELD EMISSION

In this appendix we review the basic theory of field
emission of electrons from a metél surface. This process
was discovered by R.W. W00d18 in 1897, but it wasn't until
after the advent of quantum mechanics by Schrodinger and
Heisenberg that a generally accepted theory was formulated.
The theoretical explanation is attributed to two papers,
one a collaboration by Fowler and Nordheim19 and the other
by NordheimgO alone, The Fowler-Nordheim model treats
field emission as the penetration of the electrons through
the one-dimensional energy barrier at the surface of the
metal. The height and the width of this barrier are
determined by the work function and the applied electric
field. This model wasvmodified by Nordheim by including
the effects of the image charge on the emitted electron.
The outline presented here follows the more comprehensive
review by Good and Mullerzl, although more recent results
are also included.

The important assumptions of the Fowler-Nordheim
treatment of field emission may be characterized as
follows:

1) The electrons within the metal are considered as

a free electron gas that obeys Fermi-Dirac statis-

tics. Within the metal each elecfron is assumed to

-92o-
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have a constant average potential energy —Wa. The

magnitude of W_ is given by
Wa =0 + €p

where ¢ is the work function and €p is the Fermi
energy.

The transmission coefficient of the energy barrier
as a function of the electron energy is determined
either by a direct solution of the Schrodinger
equation or by a WKB approximation.

The current density is calculated by integrating

over all possible energies the product of the

~ transmission coefficient and the electron flux

on the surface energy barrier. The total emission

current density 1s thus given by
J =e Jf N(W,T) D(W,F) dw ATT.1

with N(W,T) the number of electrons per unit area
per unit time striking the surface, and D(W,F) the
transmission coefficient of the energy barrier,
The electric field at the surface is denoted by
the variable F, the temperature of the metal is
denoted by T, and W is defined such that

b= p?,
W=E - -
2m - Zm
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where E is the total energy of the electron and
- the momentum Dy and py are in the plane of the
emitting surface.

4) The explicit solution for the current density is
predicated on several other assumptions. These
assumptions are that the surface 1s mathematically
flat, that the classical expression for the image
charge potential energy is valid for any distance
fromvthe surface, and that the temperature is O K.

The final result for the current density is found to be

s &3 F2 exp( - (gm)l/Q w3/2 v((e3F)1/2))
Srhpt (( F) /2 3ehi o
AII.2
-6 .2 3/2 1/2
- 1.0x10 " F . 2exp(-6.83x107 T v(s. 79x10™% 277y
ot2(3.79x10™ U

where F is in volts/cm and @ is in electron volts. This
equation is called the Fowler-Nordheim equation, and the
elliptic functions t(y), v(y), and s(y) are plotted in
Figure 34.

The variables that appear in the Fowler-Nordheim
equation are the current density J and the electric field
at the cathode F; however, the experimentally determined
quantities are the total current i and the cathode-anode

voltage difference V. To convert the Fowler-Nordheim
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1.2 ; 1 l .

1.0

Figure 34. Elliptic Functions for Fowler-Nordheim
Theory (compare Reference 21).

1.0
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equation into an equation expressed in terms of the
experimental variables we introduce the effective emitting
area S and the inverée length B that relates the field to
the voltage.

F=8B1YV ATI.3

Inserting this into the Fowler-Nordheim equation we find

. 2 3/2
In 2. - 1nSAB . Bo oy ATT. Y4
n_Vg T BV (¥) A

where A, B; and y are given by

A e3 _ l.54x10'6 s
8rnt”(y)  t°(3.79x107" -g- ) AIL.5
p-42n  _ ¢ 83x107 AII.6
3 he
3.41/2
g = L%_Pll_/ - 3.79x10~% -f-_— ATI.T

The numerical values are appropriate for F(volts/cm),
S(cm?), v (ev), B(cm'l), and 1(amperes).

If we now plot logloi/V2 versus 1/V ( a Fowler-
Nordheim plot) then the magnitude of the slope of this

line is given by
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with

s(y) = v(y) - §gRLl

and as we see in Figure 34 , s(y) is nearlybunity. The
slow decréase in the slope with increase in the field is

a consequence of the image charge interaction. If we
neglect the image force, then s(y) would be unity. This
predicted change in the slope of the Fowlef—Nordheim plot
is, however, small and it is doubtful that it can be
observed under realistic experimental conditions. 1In
addition, space-charge effects, which are neglected in the
Fowler-Nordheim theory, tend to decrease the slope of the
Fowler-Nordheim plot at high current densities.

An interesting aspect of field emission is that we
may determine the current density without knowing the
factor B and by making only limited assﬁmptions about the
work function ® . This method of obtaining the current
density was first proposed by Charbonnier and Martingz,
and their method is described here in some detall since
it leads to useful results,

Charbonnier and Martin's argument is derived from
the following observation: If we use the above expression
for the magnitude of the slope of the Fowler-Nordheim plot,

we may express the electric field strength in terms of the
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slope and the voltage as

8 93/2

m
2.3 N

)

F=BV-= s(y) ALL.9

Inserting this .expression into the Fowler-Nordheim

equation gives

2 2
7 - ABTo s(y

(2.3)2 il
i

)2

exp( - 2.3 T%E -;%;; j.

ATT.10
If now we expand s(y) and v(y) about y=.5, we find
s(y) = .956
o ATI.11
v(y) = .956 - 1.062 y

These expression, if inserted into equation AII.1l0, give

J(A/em®) = 1.14x109( mzelo'u/ﬁg)exp(-Q.3mFN/V)
l(mFN/V)E

for © expressed in eV and V expressed in volts.

ATI.12

The function g(® ) = 02 exp(10.4//® ), however, has
a broad minimum near © = 6.75 eV; therefore, if we assume
that the work function of the metal is in the range of
4 -~ 10 eV, we can find the current density appropriate to
a known value of mp,/V (compare Figure 35.).

A graph of the current density versus mFN/V is given
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Figure 35. Function g(¢) for Charbonnier and Martin's
Analysis of Fowler-Nordheim Equation.
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in Figure 36. This graph 1s identical to the one given
by Charbonnier and Martin except that only curves corre-
sponding to ® = 4,5 eV and o = 2 eV are given here.
Charbonnier and Martin state that the appproximations used
to obtaln equation AII.12 are valid for 10 A/chsgIs

4 A/cm2, which corresponds approximately to 75;mFN/Vs;10.

10
However, in the experiments reported here values of mFN/V
less than 7 were often observed.

There is no reason to expect the validity of
Charbonnier and Martin's result extrapolated to current
densities > 104 A/cmg. We may obtain results for high
current densities, however, by returning to equation AII.S8.
If we choose a work function o, then mFN/V'may be calcu-
lated for different values of F from
B3/ 5(y)

= ATI.13
2. 3 F

NeN
v

But for a given value of ¢ and F the current density is
uniquely specified by the Fowler-Nordheim equation; there-
FN/V for a

given value of ¢ without making the approximation (equation

fore, we can construct plots of J versus m

ATT.11) used by Charbonnier and Martin. Essentially all
that we are doing is transforming J( ®,F) into J( Psmpn/V) s
and equation AII.13 allows us to make this transformation.
The truly interesting feature of this transformation is
displayed in Figures 37 and 38, We observe that the

current density for a given value of mFN/V is almost
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Figure 36. Charbonnier and Martin's Plot of Current
Density Versus Parameter mFN/V°
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Figure 37. Extended Analysis of Fowler-Nordheim Equation.
Plot of current density versus parameter mFN/V‘
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Plot of current density versus parameter mFN/V'




-104-

independent of the work function if mFN/V>>5. Thus for

a given voltage, the current density can be inferred from
these graphs, and because at a given voltage both the

| current density and the current are known, the effective

area of emission can be determined.
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