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One of the persistant problems in indexing theory is

maintaining the distinction between the indexing language

(used to tag documents
English language (from
There is an undeniable

as a descriptor in the

in a particular collection) and the
which the indexing language is derived).
semantic relation between a term used

indexing language and that same term

used as a word in Standard English. But the semantic relation

between thesc different usages of the same term is more like

a family resemblance than an identity relationship. In other

words, the dictionary definition of a word may be useful in

determining the meaning of that word in Standard English,

but it could be quite misleading whén used to determine

the meaning of that same word when used as a descriptor in

an indexing language. This lack of close semantic correspon-

dence between index terms and English words is what Maron

and Kuhns refer to as "semantic noise:"

It turns out that given any term there are

many possible subjects that it could denote

(to a greater or lesser extent), and, conversely,

any particular

subject of knowledge (whether

broad or narrow) usually can be denoted by a

number of different terms. This situation may

be characterized by saying that there is !'semantic

L S noise ' in the index terms. [pp 218-219]



This semantic noise is complicated by the fact that while :
there does exist a Standard English whose semantics is
generally similar in a wide variety of contexts and glosses,.
there does not appear to be a similar standard indexing
language. That is, if the same set of terms were used in

two different document collections (eg, a psychology collect=
ion and a geology collection), the "meanings" (semantics) of
these terms in these two collections (ie, the kinds of inform-
ation they represent), would be quite different. So, in
effect, instead of having two usages of one indexing lang-
uage, we have two similar, yet distinct indexing languages.
They are similar in that they use the same set of descriptors,
but different because the same descriptor may (and usually
does) have a different meaning in either language. One

could think of these indexing languages as dialects of
English.

The purpose of this paper will be to demonstrate a
method which reduces the "semantic noise" of a given indexing
language, and enables the semantic definition of terms to
be made which are specific to that indexing language alone.
There are two principal semantic aspects of indexing
descriptors which this paper attempts to clarify: 1. The

main semantic categories in the indexing language; 2. The



semantic relations between descriptors in the indexing
language. Of course, all this information can be obtained
from the Library of Congress list of subject headings or
Rogetts Thesaurus, but I maintain that this would be a
misleading way of understanding the semantic relations be-
tween these indexing descriptors. The tacit semantic relations
extant in an indexing language represent the indexing
philosophy of that particular document collection, and this
indexing philosophy will vary markedly from document collect=

ion to document collection.
FOUNDATIONS

The central issue here is how to make explicit this
tacit indexing philosophy. To do this, two questions must
be asked: 1. What are the "facts" of a document collection,
and how would we describe them? (That is, what are the basic
units or "things" which we can examine in a document retrieval
system?) 2. What can we infer from these facts? What do
these facts "mean?!

There are two major types of facts in a document
retrieval system: 1. The set of documents in the collection.
2. The set of indexingrdescriptors actually assigned to the

documents in the collection. The documents in the collection



can be counted (eg, the number retrieved at a given time)
and can be distinguished one from the other (eg, document 1
is distinguishable from document 7). In terms of the present
study this is all we can directly say about the documents;
that they are. countable and distinguishable. Nothing more
can be said about the documents other than what is implied
by the indexing descriptors assigned to them.

Like the documents in a collection, the indexing
descriptors can be both counted and distinguished. More
specifically, they can be counted and distinguished in several
significant ways: 1. Ve can calculate the total number of
times an individual discriptor is used in a document
collection. This is the "breadth" of a given descrptor.

2. Wé can determine how many descriptors are assigend to -
each document. This is the "depth" of assignment for a

given document. S. Since we can distinguish different doc-
uments and distinguish different terms, we can therefore
determine the’frequency of cooccurrence of descriptors on
documents within the collection. These, then, are the

basic "facts" df a document retrieval system, and it is

only from these fundamental, obsé;ablelunits that inferences
will be made. Previously I had said that the nurnose of

this paper is to reduce the "semantic noise!" of the indexing



language used in a document collection. More specifically,
this paper will attempt to show how the basic "facts" of

a retrieval system can be used to clarify the indexing
philosophy of the system, and provide some further indication
of the content of a document: which a descriptor assigned to
that document cannot give by itself (even if its meanings

in Standard English are considered).
SEMANTIC CATEGORIES: RELATIVE BREADTH

The first step in making the indexing philosophy
of a document collection explicit is the calculation of the
trélative breadth" of each descriptor in the system. Given
the set of descriptors actually used in the document collect-
ioén, ETI,TZ,TS,...,Tn} , and the aggregate of documents,
D, in the collection, then the relative breadth of descriptor

Ti is the value rs such that:

the # of times T. is used in D

the number of times the most frequent
descriptor is used in D

r, thus reflects the number of times the descriptor Ti is
used in D. For example, if r. is the most frequently assigned

descriptor in the collection then r, = 1., If r. is not the



most frequently used term, then it will cqual something

like, for instance, .65,
SPECIFICITY AND GENERALITY

How shall we interpret the relative breadth (ri)
of each descriptor in the collection? First of all, the -
values of r. when ranked in order of magnitude, gives us
an indication of the major and minor categories of the in-
dexing language. (the major categorieé being ﬁhose with
the highest values for r., and the‘minor categories being
those with the lowest values) More importantly, r, gives
us an indication of the "generality" (ri——al) or "specificity"
(ri——90) of the descriptor whose relative breadth = r,.
But note that this specificity/generality is defined solely
in terms of how the indexing descriptors are used in this
system, and not in terms of the semantic estimation of théir
specificity/generality in Standard English. For example,
in Standard English usage the descriptor "philosophy of
science" would be considered quite general, while "tectonic
plates" would be considered fairly specific (at least
compared to "philosophy of science")., But if, in a given
document collection, "philosophy of science" is used only

5 times, and "tectonic plates" is used 150 times, and their



e
resulting g}ative breadths (ri) come out to be something like

.08 and .85, respectively, then in terms of that collection

"philosophy of science" is a2 very specific descriptor,
while "tectonic plates" is a quite general one,

‘Now that we have a quantitative definition of
specificity and generality for individual descriptors,
wve also have a method for estimating the specificity or
generality of individual documents. For each document di
in D construct the vector <?a’rb’rc"";> where PosTsTosees
are the relative breadths of the descriptors Ta’Tb’Tc""

which are assigned to di. Next calculate the quantity,

[SIES

(e )%+ (2?4 1000)

This quantity, Si’ is the norm (or length)‘of the vector
composed of the relative breadths of the terms assigned

to di’ and represents the specificity/generality of the
document diAin terms of the descriptors %ﬂ%,Tb,Tc,..;}
assigned to di' In a less rigorus form, Si represents the
approximate specificity of the document di' Note one import-
ant thing: the specificity/generality of di is contingent

on the independant specificity/generality of the descriptors
assigned (as. reflected. in thé norm' of the vector), and not

on the number of descriptors assigned. In other words, a



given document with only one descriptor could be either
quite specific, quite general or neither, depending on the
overall frequency of use of the descriptor.

The value of r, reflects a certain attitude which
the indexers have towards how the descriptor T, is used,
and the value of Si roughly reflects this same attitude
in terms of the document di' In other words, if a document
is indexed with several descriptors which are all quite
general (have high r, values) then in terms of that collection,
that document would be quite general. Note also that the
specificity/generality of a term (ri) affects, but does not
control the specificity/generality of the document (Si)
to which that term is assigned (except in the trivial case
where 'I.‘i is the only descriptor assigned to the document).
For example, if a user wanted the most "general" document
which had the descriptor Tk assigned to it, then this
estimation of the generality of these documents woﬁld not
be a function of Tk alone, but of the relative generality
of the other descriptors which were assigned to the
documents to which Tk was assigned.

Certainly it must be understood that measurements
of the specificity/generality of descriptors and (especially)

documents is a very imprecise notion. A small difference



between two values (eg, .50 and .60) would not necessarily
be significant. Dut when the differences are large (eg,

.20 and .80) then Si is a valuable heuristic for estimating
specificity. The advantage of calculating Si for the
documents in the collection is that it provides an immediate
short cut for searches in which the user asks for a "general!
or "specific" document on a given topic. The retrieved set
could then be the two or three documents (to which the
descriptors indicated by the user are assigned) with the
lowest/highest Sy Alternatively, S could be a means of
giving an ordering to the entire set of rctrieved

documents.

Given that the specificity/generality of terms is
roughly equal to relative breadth, and that the specificity/
generality of documents is, at best, 2 very imprecise notion,
it may still be objected that the specificity of terms may
in fact be misledading when generalized to documents.

Suppose that in a geology library there is one book indexed
with the descriptor "philosophy of sciencej" and that that
book is.(in the estimation of a philosophy professor) a
very general book on the philosophy of science. Since it

is the only work in the collection indexed with this des~

crintor, the procedure I outlined above would label it a
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very specific book on the subject. Who'!s right? Well, it
depends on your point of view. From the persvective of

a philosopher, the book is, in fact, quite general. But
from the point of view of a geologist (ie, a typical user
of this library) any book on philosophy of science would
be a very specific book. [actually, the specificity of
this hypothetical work, is really moot. A geologist who
wanted & "specific" or "general" work on "philsoophy of
science" would presumably go to the philosophy or main
library to search for it, But it is still important to
keep "philosophy of science" as a "specific!" descriptor

in itself, since it may affect the calculation of Si when
it is used with other terms on a given document] My basic
arguments, then, for accepting relative breadth as an
estimation of specificity/generality are: 1. the specificity/
generality of a descriptor/document must be defined in
terms of the collection in which these descriptors are
used, not in the broader context of English semantics.

2. the number of times a descriptor is used in the collection,
relative to the frequency of the most frequent descriptor,
is an indication of the specificity/generality of that
descriptor. That is, a descriptor which is assigned a

great many times in a collection, describes a very large
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set of documents which have something to do with the con-
cept expressed by that descriptor. This descriptor, there-

fore, by describing such a large set, is not very specific.
SEMANTIC RELATIONS: DEFINITION OF A TOPIC

Therc are two ways a given descriptor, Tk’ can be
seen: 1, It is a descriptor (word) in the indexing language.
2. It is a word ip the English Language. The word itself,
_regardless of which language it is in, can again be seen
two ways: 1. As a word., 2. As the designation of a topic
or subject area (a word with "semantic noise"). The
definition of a word in either the indexing language or the
English language is straightforward, but it is not entirely
clear what we mean by a "topic"-—wespecially in terms of
the indexing language. For example, to understand the
topic "statistics" one must have a familiarity with how
the word "statistics" is used in standard English. This
is a very subjective notion, but there is a certain
agreement as to the topic "statistics" among speakers of
English. An individual may understand "statistics to have
something to do with mathematics, &/or sampling, &/or
experimental design, &/or verification, &/or averaging,

&/or sociology, &/or the Gallup Poll, etc. The agreement
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upon what the topic "statistics" means is not important
here (we are not lexicographers). What is important to
understand is that the notion of a "topic" is contingent
on the varieties of usage of the word in Standard English.
That is, a "topic" designated by a word in a language is
understood by the context(s) of that word in the language.
Thus, since the topic Tk in the English language must be
understood in the context of Standard English, it is
reasonable to assume that the topic Tk in the indexing
language must be defined in terms of the context(s) of Ty
in the indexing language. But what is a "context" in the
indexing language? In étandard English the context of a
word was defined as the varieties of that word's usage.
This appears to be a good rough definition of context
(certainly more heuristic than "context" or "topic" by
itself). It follows, then, that we must define the topic
of Tk in the indexing language in terms of the usage of
that descriptor in the indexing language. This usage of
Tk consists, of course, in the assignment of Tk to
documents in the collection, and the varieties of these
assignments are distinguished by noting that the assign~
ments are made to "different" documents (just like English

words are used in "different" contexts). Since the contents
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of these documents are not differentiated, the only way
to distinguish their content is by noting the different
descriptors assigned to them. The different contexts in

which Tk may appear, therefore, are the groups of descriptors

which are assigned to documents to which T, is also

k

assigned. For example, suppose that T, is assigned to

k

documents da,db, and dc’ and the descriptors assigned to

cach of these documents is as follows:’

da = Tk’ Ta’ Te, Tg
dy = Tk’ Tar Tes T
dC = Tk’ Ta’ Tg’ Tf
Then the contexts in which Tk appears are Ta,Te,Tg; Ta’Te’

T}; and T_,T ,T., which is nothing more than the distribution
1 a? g3 f

of co~occurrences of Tk with other descriptors in the

collection. Thus the definition of the "topic" T, in terms

k

of the indexing language of the system in which it is used

is as follows:

Tk = <Za’zb’zc" . >

such that 2,52 s++. corespond to descriptors T _,T
(23

b’ZC b’

Tc"" which have concurrent assignment with Tk (ie, they

co-occur) on documents in the collection, and:
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number of times Tk co~occurs with Ti
&

maximum # of times T, occurs with .
any descriptor

In the example above of documents d »d,,d,, the

b
tonic vector for T, is:

.23, 67, ?3, respectlvely.
(a1l other values of Zs = 0)

Topologically speaking, this vector defines the "region"

on the topic Tk' As in the definition of specificity,

the definition of the topic Ty is solely in terms of the

retrieval system in which Tk is used, not in terms of the
semantics of standard English.

It may be argued that the co~occurrence of descrin--
tors can be purely coincidental, and that to define a topic
in such arbitrary terms would be mistaken. Suppose every
time "psychology" is used on a document in a collection
the descriptor "statistics" is also used. It may be argued
that the notions of "psychology" and "statistics" are
independant, and that any relation between the two is
tenuous at best. But there is a confusion here. It is
true that in terms of Standard English, "psychology!"
and "statistics" have very little in common. But in an

information retrieval system, this does not necessarily
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concern us. The relation between "psychology" and
"statistics" should be made solely in the indexing
language«——in terms of the retrieval system itself. In

such a case, if "statistics" is used to index every
document which is indexed by "psychology" then, in terms

of that collection of documents, there is a strong and
clear connection between the two descriptors. [0f course,
the connection is not sy@%ﬁrical,lf statistics is used to
index every document which is indexed by "psychologyl then
there is a strong dependance of "statistics" on "psychology."
But unless most of the occurrances of "psychology" coincide
with occurrances of "statistics," then "psychology" will

not be strongly dependant on "statistics."]
DEFINITiON OF TOPIC AND RETRIEVAL REQUESTS

The notion of a topic in terms of the indexing
1énguage cen be a very powerful tool for ordering relatively
unspecific requests (that is, requests which retrieve a
large number of documeﬁts). For example, a user can request
a set of documents "about" the topic designated by descriptor
T« In such a case, the documents with the descriptor Ty

are re%}eved and this retrieved set is ordered according

to the following procedure: 1. The topic vector for Tk
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N

is recalled (for example, Tk = <§a,zb,zc,zq:> where Tk

co~occurs with descriptors T T ,T, s and Tj) 2. The
retrieved documents are ranked according to these categorics:
a., documents indexed with all terms in the topic region

(TE’T »T T ”d)' b. The remainder of the documents are

ranked according to the decrcasing values of the results
of the dot product of the document vectors and the topic

vector for T ,. For example:

<: >> s.t. za,zb,zc,zd7=(1,'.65, 4, .3, resp.
(all other values of z, = 0)

dl is a document indexed with descriptors T s Tqs

T).» and the corresponding document vector for

dl =<<%i s.t. Z,32433%, = 1, and all other values
of z, = 0. dl's ranking number equals the dot
product of the document vector and the topic

vector for'ﬁ{:<§, 65, .4, gi}- <§, 0, 0, €>==1.3

d? is indexed with Tb and Tk’ and the corresponding
document vector for d2:=<sﬁ;> s.t. 2y 9%, = 1, and
all other values of z, = 0. d 's ranking numbecr

i
equals:<1, 65, .4, '3> e 0,1, 0, O> = .05

d, is indexed with T , T

, a’> "p?
vector for d << >> s.t. =z a??prZas %" 1.

dj's ranklng number works: out to 1.95.

T,, and T, . The document
d k

dA is indexed with T c TP' The document

B’
vector for d << >>s L. Z,323%c9%, = 1.

dd's ranking number works out to 2.05
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The final ranking of the retrieved set:
. (2.05)
d, (1.95)

a, (1.30)

d, ( .65)

DN

If the topic region for Tk is defined as the sect
of cos~occurring descriptors ZTa, Tb’ Tc’ Td} s then it
would be possible (if necessary) to retrieve documents

vhich were similar in subject matter to what T, designates,

“k
but did not actually have Tk as a descriptor. This request
would take the Boolean form T T, MT. [0 T4, and could be
an alternative retrieval method if retrieving with Tk

and ranking according to T, 's topic ragion proved

unsatisfactofy.
DEFINITION OF TOPIC AND BOOLEAN REQUESTS

When the retrieval request: is of Boolean form,
a topic region can be calculated for the combined descrip-
tors and used to rank the documents retrieved. Tor
example:

1. Request = Tkr]T

Topic region for Tk = {T o Ty T, Té?

Topic region for T —-ZTq, c? Te, Tf}

Therefore the ﬁ001c region for T

T
{ia’ b’ TC’Z.i} n {? ’ c’ e’ '3
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The topic vector for T Tn = <zi>

!

s.b. 2_,z_,2, ,z_ = 1. All other z, valucs = 0

>
The retrigved set of documents are those indexed
with both Tk and Tn’ and they 2re ranked
according to the values of the dot products of the
document vectors of the rétrieved documents and
the topic vector for TJ1 T, (similar to the
document ranking method on p 16~17).

2. Request = TkLJTn
If the topic regions are the same as above, then:

Topic region for TkLJTn =

%?a’ Tpr Teo TAE'LI z?a’ Ter Teo Té% -

(S:Ta, T,s Tos Ty Tes Tf}
: - _
The topic vector for TkLJTn = <%i>

s.t. Z,9%1,9%59201%9%¢ = 1. All other z; values = 0
The retrieved set of documents are those indexed
with Tk or Tn or both, and are ranked according

to the values of the dot nroducts of the document
vectors of the retriceved documents and the tonic

vector for TPLJTn (same as above).
.~

If searching under T Tn or TPLJT proves unsat-
< n

K
isfactory, then as an alternative, documents indexed with
neither T, or T —can be retrieved and ranked according

3

to how closely their document vectors approximate the topic

vectors for either Tk[]Tn or TkLJTn'



AUTOMATIC WEIGHTING OF ASSIGNED INDEXING DESCRIPTORS

The method of calculating topic regions .for index
terms (the set of co-occurring descriptors) and topic
vectors (the values of z; associated with the descriptors
in a topic region) can now be used to autoﬁatically cal-
culate weights for terms which have already been assigned
to a document. The procedure is as follows: 1. The indexer
assigns a set of descriptors to a document (eg, do =

ETd, Tm, Tp?s . 2. The topic regions for Td’ Tm’ and TD

are called: (eg)

T T

Tq = Tm’ rro"’ Tp’ r’ s
rlm = T rn’ B
T = T, T

P

d? Tm’ Tr

2. The corrcsponding topic vectors are derived: (cg)

T, = {751, 1, 5, 3 (2529712007 )

Tlll = .1’ 06, 1> \\1 [Z(l’zn’zp]
Tp = <:1, .6, .8, .€> [Za’zd’zm’zr]

4. The individual weights of T Tm, and Td are calculated

p’

for document do: a. To determine the weight of Td on dé

find the average of the'z values.for T 'and Tg:iﬁfmdlgi”

) . o _z_ +tz
‘topic vector. ie,” the weight of T, on d, = m.é &)
27+ 21.- . 4, The weight of T on do,iS'the~average:of’the

4
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z values for Tp and Td in T“'s topic vector. Thus the

weight of Tm =

2o T Za 0 441
) =TT = 55

And finally, the weight of TD on db is the average of the

z values for Td and Tm in T)'s topic vector. The weight of TD=
T I

4T mo_ 6+ .8,
2 2 o

The resulting weights of the descriptors assigned to do =

a, =ZTd('4)’ T (.55), Tp(.78

The basic assuption behind this weighting method
is that the topic region for a given descriptor is the
semantic definition of the descriptor in a given doc~-
ument retrieval system. In such a case the weight of a
descriptor (say, Tk) on a document-—-ie, the degree to
which Tk apnlies to a document-==is a function of how
strongly the other descriptors on that document are

related to T, . If the other descriptors on a document do

k

not correlate highly (have low z values in Tk's tonic

is not

vector), then it seems reasonable to claim that Tk



highly correlated with the document and should recieve
a. correspondingly low weight.

The advantage of this automatic weighting procedure
is that it keeps the subjective decisions of the indexecr
down to one (ie, whether to assign a term or not) while
increasing the descriptive power of term assignment by
indicating what the assignment of certain terms to a

document implics about that document.
A MEASUREMENT OF RETRIEVAL EFFECTIVENESS

The meesurement of effectiveness of a retrieval
system has generally been quided by the touchstones of
precision and recall (the related notion of fallout is
also sometimes used). The calculations of precision and
recall are full of difficulties. VWhile it is not the purpose
of this paper to offer an extended criticism of these two
notions, I would like to point out some of the:salient
difficulties involved as a preliminary to discussing my
own measure of retricval effectiveness.

The first difficulty is with calculating these
measures. Although the determination of precision can be
done relatively easily by asking the user which retrieved

documents he believes are relevant (fatigue factors aside,



and user co~operation assumed), the estimation of recall
is not quite so straightforward. That is, while the user
can determine which retrieved documents are relevant to
his need/request? who is going to determine which documents
of the large unretrieved set of documents are relevant
to this request? [ *for simplicity, I won't distingquish
between relevance to need and relevance to request, although
the difference is certainly noﬁ«trivial] Since it ‘is
unlikely that the user would have the time or inclination
to peruse the entire unretriéved collection, the assessment
of whether certain unretrieved documents are relevant must
be made by some other person(s). In other words, some
"experts" are trying to tell the user what is relevant to
his need/request. I am sceptical whether any two individuals'
judgement of relevance can be compared meaningfully in this
manner at all. But beyond this, even if we have accurate
and reliable means for determining precision and recall,
there appears another question: do precision and recall
measurc what we really want to measurc when measuring
the effectiveness of a retrieval system? lMore specifically,
it is often the case that a user doesn't want all the

A T
documents which are relevant to his reques/need. In other

words it would be perfectly consistant for him to say,



"Yes, all 50 of thesc documents wvhich you retricved for
me are relevant to my request, but I only want this

one [exit]." Every information system contains a great
deal of redundant information, and althogh redundant
information may be in fact highly relevant, it may not be
required by the uscr. Certainly too much redundant,
though relevant, information would make for poor retricval
efficiency even though precision and recall werc both
100%. Clearly, then, the measurement of the effectiveness
of retrievals should be based on some other measurc. liy
proposal is that the measurement of cffectiveness for a
retrieval system should be whether a set of retrieved
documents, ranked according to their estimated relevance
to the user's need as exnressed in a formal request,
coincides with the user's preference order of the retrieved
documents. For example, supposce the system retrieves

ten documents and ranks them as numbers one through ten
in decrecasing estimated relevance. If the user considers
document number one the best,and doesn't want the other
nine, then the system should bc'given the highest mark
for retrieval effectiveness. Likewise, if the user wents
all ten documents,and prefers them in order one through

ten, then the system should still be givg@ the highest



mark for effectiveness. A statistical measure such as
Spearman'!s formula for rank correlation could be used
to calculate the goodness of fit between the system's
ranking of the retrieved documents and the user's
ranking of the retrieved documents:

632

14::1.~
t)
N(N“-1)

D = the difference between ranks of corresponding
values of ¥ end Y.

N = the number of pairs of wvalues (X,Y) in the
data (set of retrieved documents).

document
The /ranking procedure for the mecasurement of

retricval cffectiveness is the same as the one outlined

in the previous sections covering pages 16 - 18,
SEMANTIC DISTANCE BETWEEN TOPICS

Given two topic vectors such as Td.=:<za’zb’zc’
= t ~t t 1 1 - : .2
zd,ze> and Tp <Za’&b’zc’zd’ze> the quantitative
estimation of the semantic distance between the topics
represented by Td and Tn is merely the distance betwecn

their respective topic vectors:

s . N = e ! ez 1) + !
Semantic distance [(za za)+(zb z) !-....(ze ze)]

[N.B. all other values for z; in these vectors =

0]
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Of course it is easy to sce that if the two
topic vectors being compared are equivalent the semantic
distance between them will be zero. Thus the closer the
semantic distance between two topic vectors approaches
zero, the closer the two topics are to being synonymous

(in terms of that collection).

. Tt is easy to see how many of the measures outlined
here could be extended to produce alternative searching
procedures. Although this may be a worthwhile cxercise,
the purﬁose of this paper has only been to provide the
fundamental framework for the quantification of semantic
noise in indexing terms. In such a case, if thec arguments
of this paper are accepted, then these alternative or
extended mathematical formulations can only be thought

of as subsidiary to the formulations worked out in this

paper.
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