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SUMMARY

Continuous densities on the real line are sampled given only an iid sequence of uniform random variables on the interval \((0, 1)\) and using a Gibbs sampling scheme. The method is exemplified via several examples. A feature of the paper is to provide an alternative sampling algorithm to rejection based methods and other sampling approaches such as the Metropolis-Hastings algorithms, especially from a Bayesian perspective.

Keywords: Gibbs sampler, Latent variables, Uniform density.

1 Introduction

Let \(f\) be a continuous density function defined on the real line. We address the problem of generating a random variate \(X\) from \(f\). Starting with the
assumption that it is possible to sample uniform random variables from the interval (0,1) to provide an iid sequence $U_1, U_2,...$ of such variables.

The basic idea is to introduce a latent variable $Y$, construct the joint density of $Y$ and $X$ with marginal density for $X$ given by $f$, and to use the Gibbs sampler (see, for example, Smith and Roberts, 1993) to generate random variates from $f$. This is done by simulating a Markov chain $\{X_n\}$ where given $X_n = x$, $Y$ is taken from $f(y|x)$ and then $X_{n+1}$ is taken from $f(x|Y = y)$. Under mild regularity conditions $X_n \rightarrow_d X \sim f$. Additionally we are looking for the conditional distributions which can be sampled using the appropriate uniform random variables. For a historical overview of Markov chain methods and the use of latent (auxilliary) variables the reader is referred to Besag and Green (1993).

With the widespread use of the Gibbs sampler this paper, especially from a Bayesian perspective, is relevant. In particular, the new algorithm, after some preliminary analysis (details later), provides a Gibbs sampler in which all the full conditional densities are of known type. This then may lead to a more efficient method than the Metropolis-Hastings algorithm (Tierney, 1994), the adaptive rejection method for log-concave densities (Gilks and Wild, 1992) and other rejection algorithms, in many contexts.

**Preliminaries**

Firstly being able to sample a uniform random variable from the interval (0,1) allows us to sample a uniform random variable from any interval $(a,b)$ and we write such a density as $\mathcal{U}(a,b)$.

Let $f(x) \propto \exp(-x\beta)I(a < x < b)$, where $\beta > 0$, $0 \leq a < b \leq \infty$ and $I$ represents the indicator function. We write such a density as $\mathcal{E}(\beta, a, b)$. Sampling $X$ from $\mathcal{E}(\beta, a, b)$ can be done by taking $U$ from $\mathcal{U}(1-\exp(-a\beta), 1-\exp(-b\beta))$ and taking $X = -1/\beta \log(1-U)$.

Let $f(x) \propto (1-x)^{\beta-1}I(a < x < b)$, where $\beta > 0$ and $0 \leq a < b \leq 1$. We write such a density as $\mathcal{B}(\beta, a, b)$ and it is easy to see that if $f(y) = \mathcal{E}(\beta, -\log(1-a), -\log(1-b))$ and $X = 1 - \exp(-Y)$ then $f(x) = \mathcal{B}(\beta, a, b)$. Thus sampling an $X$ from $\mathcal{B}(\beta, a, b)$ follows from above. Alternatively, one could use the inverse transform method to sample from $\mathcal{B}(\beta, a, b)$.

In subsequent sections, we will show that $\mathcal{E}(\beta, a, b)$, $\mathcal{B}(\beta, a, b)$ and $\mathcal{U}(a,b)$, along with an appropriately defined Gibbs sampler, are sufficient to generate random variates from most of the standard densities, and many nonstandard
and complicated densities as well.

2 Densities from Johnson and Kotz

While there is not an obvious theorem underlying the proposed method there is a common thread which will be exemplified. Here we state this as a 'rule-of-thumb':

(1) Given a target density $f$, defined up to a constant of proportionality, identify factors in $f$ which can be substituted easily via latent variables that induces full conditional densities, and which can be sampled using a uniform random variable.

(2) Set up the full conditional distributions for the Gibbs Sampler based on (1).

Example 1. Normal

First we consider the normal(0,1) density with density function $f(x) \propto \exp(-0.5x^2)$. We introduce the latent variable $Y$, defined on $(0,\infty)$, which has joint density function with $X$ given, up to a constant of proportionality, by

$$f(x,y) \propto \exp(-0.5y)I(y > x^2).$$

Clearly the marginal density for $X$ is the normal(0,1) density. The conditional densities are given by

$$f(y|x) = \mathcal{E}(0.5, x^2, \infty)$$

and

$$f(x|y) = \mathcal{U}(-\sqrt{y}, +\sqrt{y}).$$

For a normal($\mu, \sigma$) density we simply generate a $X_{(0,1)}$ variable and take $X_{(\mu,\sigma)} = \sigma X_{(0,1)} + \mu$.

Note that the sampling of the normal(0,1) density could also be done by defining the joint density by

$$f(x,y) \propto I(y < \exp(-0.5x^2)).$$

The conditional densities are now given by

$$f(y|x) = \mathcal{U}(0, \exp(-0.5x^2))$$
\begin{align*}
f(x|y) &= \mathcal{U}\left(-\sqrt{-2\log(y)}, +\sqrt{-2\log(y)}\right).
\end{align*}

It is no more difficult to sample a truncated normal \(0, 1\) variate with density \(f(x) \propto \exp(-0.5x^2)I(a < x < b)\). The joint density of \(X\) and \(Y\) is given by

\begin{align*}
f(x, y) &= \exp(-0.5y)I(y > x^2, a < x < b).
\end{align*}

The conditional density \(f(y|x)\) remains unchanged but the conditional density \(f(x|y)\) becomes \(\mathcal{U}(\max\{-\sqrt{y}, a\}, \min\{+\sqrt{y}, b\})\).

**Example 2. Gamma**

We first consider the gamma(\(\alpha, 1\)) density with density function given up to a constant of proportionality by \(f(x) \propto x^{\alpha-1}\exp(-x)I(x > 0)\) for \(\alpha > 0\). We introduce the latent variable \(Y\), defined on \((0, \infty)\), which has joint density function with \(X\) given, up to a constant of proportionality, by

\begin{align*}
f(x, y) &= I(y < x^{\alpha-1}, x > 0)\exp(-x).
\end{align*}

The conditional densities are given by

\begin{align*}
f(y|x) &= \mathcal{U}\left(0, x^{\alpha-1}\right)
\end{align*}

and

\begin{align*}
f(x|y) &= \begin{cases} 
\mathcal{E}(1, y^{1/(\alpha-1)}, \infty) & \text{if } \alpha > 1 \\
\mathcal{E}(1, 0, (1/y)^{1/(1-\alpha)}) & \text{if } \alpha < 1.
\end{cases}
\end{align*}

Trivially \(\alpha = 1\) implies \(f(x) = \mathcal{E}(1, 0, \infty)\). Such a Gibbs algorithm may be appropriate when \(\alpha = \epsilon < 1\) is very small. For a gamma(\(\alpha, \beta\)) density we sample a \(X_{(\alpha, 1)}\) variable and take \(X_{(\alpha, \beta)} = \beta X_{(\alpha, 1)}\). Again, as in example 1, sampling a truncated gamma density will pose no extra problem.

**Example 3. Beta**

Here we have \(f(x) \propto x^{\alpha-1}(1 - x)^{\beta-1}I(0 < x < 1)\) for \(\alpha, \beta > 0\). We introduce the latent variable \(Y\), defined on \((0, \infty)\), which has joint density function with \(X\) given, up to a constant of proportionality, by

\begin{align*}
f(x, y) &= I(y < x^{\alpha-1}, 0 < x < 1)(1 - x)^{\beta-1}.
\end{align*}
The conditional densities are given by
\[ f(y|x) = \mathcal{U}(0, x^{\alpha-1}) \]
and
\[ f(x|y) = \begin{cases} 
B(\beta, y^{1/(\alpha-1)}, 1) & \text{if } \alpha > 1 \\
B(\beta, 0, (1/y)^{1/(1-\alpha)}) & \text{if } \alpha < 1.
\end{cases} \]
Trivially $\alpha = 1$ implies $f(x) = B(\beta, 0, 1)$. Again, as in examples 1 and 2, sampling a truncated beta density will pose no extra problem. We note that the above method overcomes numerical problems when one wishes to sample from a beta distribution with parameters that are less than one and very small.

It is apparent that this method can be applied to other well known densities as well. For example, the Student’s t, chi-squared and Weibull densities can be sampled using transformations or mixtures of the above.

**Example 4. Cauchy**

The Cauchy(0,1) has density given by $f(x) \propto 1/(1 + x^2)$. We define the joint density of $X$ and $Y$, a random variable defined on $(0, 1)$, by $f(x, y) \propto I(y < 1/(1 + x^2))$. The full conditional densities are given by $f(y|x) = \mathcal{U}(0, 1/(1 + x^2))$ and $f(x|y) = \mathcal{U}(-\sqrt{1/y - 1}, +\sqrt{1/y - 1})$.

**Example 5. Pareto**

The Pareto($a, \alpha$) density is given, up to a constant of proportionality, by $f(x) \propto 1/x^{a+1}I(x > \alpha)$, where $\alpha, a > 0$. We define the joint density of $X$ and $Y$, a random variable defined on $(0, \infty)$, by $f(x, y) \propto I(y < 1/x^{a+1}, x > \alpha)$. The full conditional densities are given by $f(y|x) = \mathcal{U}(0, 1/x^{a+1})$ and $f(x|y) = \mathcal{U}(\alpha, 1/y^{1/(a+1)})$.

**Example 6. Inverse Gaussian**

We consider the Inverse Gaussian with density given, up to a constant of proportionality, by
\[ f(x) \propto \sqrt{1/x^3}\exp\left(-x - 1/x\right)I(x > 0). \]
Here we introduce two latent variables $Y$ and $Z$, defined on $(0, \infty)$ and $(0, 1)$, respectively, such that their joint density with $X$ is given, up to a constant
of proportionality, by
\[ f(x, y, z) \propto \exp(-x) I(y < \sqrt{1/z^3}) I(z < \exp(-1/x)) I(x > 0). \]
The full conditional densities are given by
\[ f(y|x, z) = U(0, \sqrt{1/z^3}), \]
\[ f(z|y, x) = U(0, \exp(-1/x)) \]
and
\[ f(x|y, z) = E(1, -1/\log(z), (1/y)^{2/3}). \]

3 Nonstandard Densities

This method and other related concepts in the context of neutral to the right processes (Doksum, 1974) are studied in detail in Walker and Damien (1996). In this section we exemplify our method to densities encountered within the context of Bayesian nonparametrics, and which have appeared in recent literature: see, for example, Damien (1994), Damien et al. (1995,1996), Laud et al. (1993,1996) and Walker (1995,1996). In addition, we illustrate the method for some Bayesian non-conjugate models.

Example 7. D-Distributions

The class of D-distributions was introduced by Laud (1977). A random variable \( X \) on \((0, \infty)\) is said to have a D-distribution with parameters \( \alpha, \beta > 0, \gamma \geq 0 \), if its density function is given, up to a constant of proportionality, by
\[ f(x) \propto x^{\alpha-1} \exp(-\beta x) \{1 - \exp(-x)\}^\gamma. \]

Here we introduce the latent variable \( Y \), defined on the interval \((0,1)\), such that the joint density of \( X \) and \( Y \) is given, up to a constant of proportionality, by
\[ f(x, y) \propto x^{\alpha-1} \exp(-\beta x) (1 - y)^{\gamma-1} I(y > \exp(-x)). \]
The conditional densities are given by
\[ f(y|x) = B(\gamma, \exp(-x), 1) \]
and

\[ f(x|y) \propto x^{\alpha-1} \exp(-\beta x) I(x > -\log(y)), \]

a truncated gamma(\(\alpha, \beta\)) density (see, example 2). The D-distributions are special cases from the class of SD-distributions (Damien et al., 1995) and the method of this paper can be used to sample from such distributions (Walker, 1995). We omit details here.

**Example 8. Diaconis/Kemperman**

Here we consider the unusual density uncovered by Diaconis and Kemperman (1996) which is given, up to a constant of proportionality, by

\[ f(x) \propto (1 - x)^{-1+x} x^{-z} \sin(x\pi) I(0 < x < 1). \]

Now we introduce five latent variables \(U, V, W\), all defined on \((0,1)\), \(Y\) and \(Z\), both defined on \((0,\infty)\), such that their joint density with \(X\) is given, up to a constant of proportionality, by

\[ f(u, v, x, w, y, z) \propto I(w < \sin(z\pi)) \times I(u < \exp(-xy), v < \exp(-(1 - x)z), y > -\log(1 - x), z > -\log(x)). \]

The conditional densities are given by

\[ f(u|v, w, x, y, z) = U(0, \exp(-xy)), \]

\[ f(v|w, x, y, z, u) = U(0, \exp(-(1 - x)z)), \]

\[ f(w|x, y, z, u, v) = U(0, \sin(z\pi)), \]

\[ f(y|z, u, v, w, x) = U(-\log(1 - x), -z^{-1}\log(u)), \]

\[ f(z|u, v, w, x, y) = U(-\log(x), -(1 - x)^{-1}\log(v)) \]

and

\[ f(x|y, z, u, v, w) = U(\max\{a_w, \exp(-z), 1 + z^{-1}\log(v)\}, \min\{b_w, -y^{-1}\log(u), 1 - \exp(-y)\}), \]

where \((a_w, b_w) = A_w = \{x : \sin(x\pi) > w\}. It is not clear that this density could be sampled in any other way.

Next we consider some common Bayesian non-conjugate models.
Bayesian Non-conjugate Models

If a posterior is given by \( f(x) \propto l(x)\pi(x) \), where \( l(.) \) represents the likelihood and \( \pi(.) \) the prior, then the general idea is to introduce the latent variable \( Y \), defined on the interval \((0,\infty)\) or more strictly the interval \((0, l(\hat{\theta}))\), where \( \hat{\theta} \) maximises \( l(.) \), and define the joint density with \( X \) by

\[
f(x, y) \propto I\left(y < l(x)\right)\pi(x).
\]

The full conditional for \( Y \) is \( U(0, l(x)) \) and the full conditional for \( X \) is \( \pi \) restricted to the set \( A_y = \{ x : l(x) > y \} \).

**Example 9. Poisson/log-normal model**

A Poisson likelihood with log-normal prior produces the posterior

\[
f(x) \propto \exp\{nx - \exp(x)\}\exp(-0.5x^2),
\]

where we assume without loss of generality that the prior is normal(0, 1). We introduce the latent variable \( Y \), defined on the interval \((0, \infty)\), such that the joint density with \( X \) is given by

\[
f(x, y) \propto \exp(-y)I\left(y > \exp(x)\right)\exp\{-0.5(x^2 - 2nx)\},
\]

which leads to the conditional densities given by

\[
f(y|x) = E\left(1, \exp(x), \infty\right)
\]

and

\[
f(x|y) \propto \exp\{-0.5(x - n)^2\}I\left(-\infty < z < \log(y)\right),
\]

a truncated normal(\(n, 1\)) density (see, example 1).

**Example 10. Binomial/logit model**

Here we have \( m|x \sim \text{binomial}(x, n) \) with a normal(0, 1) prior for \( \log\{x/(1-x)\} \) which produces the posterior

\[
f(x) \propto \exp(mx)(1 + \exp(x))^{-n}\exp(-0.5x^2).
\]

We introduce the latent variable \( Y \), defined on the interval \((0, 1)\), such that the joint density with \( X \) is given by

\[
f(x, y) \propto I\left(y < (1 + \exp(x))^{-n}\right)\exp\{-0.5(x^2 - 2mx)\},
\]
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which leads to the conditional densities given by
\[
f(y|x) = \mathcal{U}(0, \{1 + \exp(x)\}^{-n})
\]
and
\[
f(x|y) \propto \exp\{-0.5(x - m)^2\}I(-\infty < x < \log(1/y^{1/n} - 1))
\]
a truncated normal($m, 1$) density (see, example 1).

**Example 11.** Bernoulli/logistic regression model
Consider the following model in which
\[
y_i | X = x \sim \text{Bernoulli}(1/\{1 + \exp(-\mu - xz_i)\}), \quad i = 1, \ldots, n,
\]
where $X \sim \text{normal}(0, 1)$ is the prior (we assume $\mu$ is known). The posterior density for $X$ is given, up to a constant of proportionality, by
\[
f(x) \propto \exp(-0.5x^2)\prod_{i=1}^{n}\{1 + \exp(-\mu - xz_i)\}^{-y_i}\prod_{i=1}^{n}\{1 + \exp(\mu + xz_i)\}^{y_i-1}.
\]
Here we introduce the latent variables $U = (U_1, \ldots, U_n)$ and $V = (V_1, \ldots, V_n)$, where both $U$ and $V$ are defined on $(0, 1)^n$, such that their joint density with $X$ is given, up to a constant of proportionality, by
\[
f(x, u, v) \propto \exp(-0.5x^2)
\times \prod_{i=1}^{n}(u_i < \{1 + \exp(-\mu - xz_i)\}^{-y_i})\prod_{i=1}^{n}(v_i < \{1 + \exp(\mu + xz_i)\}^{y_i-1}).
\]
The full conditional densities $f(u_i|u_{-i}, v, x)$ and $f(v_i|v_{-i}, u, x)$ are all uniform. For example,
\[
f(u_i|u_{-i}, v, x) = \mathcal{U}(0, \{1 + \exp(-\mu - xz_i)\}^{-y_i})
\]
and
\[
f(v_i|v_{-i}, u, x) = \mathcal{U}(0, \{1 + \exp(\mu + xz_i)\}^{y_i-1}).
\]
Let $S = \{i : y_i = 1\} \cap \{i : z_i \neq 0\}$ and $R = \{i : y_i = 0\} \cap \{i : z_i \neq 0\}$. Then
\[
f(x|u, v) \propto \exp(-0.5x^2)I(x \in A_{uv}),
\]
where \( A_{uu} = (\max_{i \in S} \{a_i\}, \min_{i \in \mathcal{R}} \{b_i\}) \), \( a_i = \{\log(1/u_i - 1) - \mu\}/z_i \) and \( b_i = \{\log(1/u_i - 1) - \mu\}/z_i \). This is then a truncated normal density. Note that if \( S = \emptyset \) then replace \( \max_{i \in S} \{a_i\} \) by \(-\infty\) and if \( \mathcal{R} = \emptyset \) then replace \( \min_{i \in \mathcal{R}} \{b_i\} \) by \(+\infty\).

**Example 12. Probit model**

Here we have the posterior density given, up to a constant of proportionality, by

\[
f(\beta) \propto \prod_{i=1}^{n} \left\{ \Phi(\beta_0 + \beta_1 z_i) \right\}^{y_i} \prod_{i=1}^{n} \left\{ 1 - \Phi(\beta_0 + \beta_1 z_i) \right\}^{1-y_i} \pi(\beta),
\]

where we assume a multivariate normal(\( \mu, \Sigma \)) prior for \( \beta \) and \( \Phi \) is the standard normal distribution function. We introduce the latent variables \( U = (U_1, \ldots, U_n) \) and \( V = (V_1, \ldots, V_n) \), where both \( U \) and \( V \) are defined on \((0, 1)^n\), such that their joint density with \( \beta \) is given, up to a constant of proportionality, by

\[
f(\beta, u, v) \propto \prod_{i=1}^{n} \left( u_i < \{ \Phi(\beta_0 + \beta_1 z_i) \} \right) \prod_{i=1}^{n} \left( v_i < \{ 1 - \Phi(\beta_0 + \beta_1 z_i) \} \right) \pi(\beta).
\]

The full conditional densities \( f(u_i|u_{-i}, v, \beta) \) and \( f(v_i|v_{-i}, u, \beta) \) are uniform (see example 11 to see how to obtain them) and interest is in \( f(\beta_k|\beta_{-k}, u, v) \). Let \( a_i = \Phi^{-1}(\tau_i) - \beta_1 z_i \), \( b_i = (\Phi^{-1}(\tau_i) - \beta_0)/z_i \), \( c_i = \Phi^{-1}(\lambda_i) - \beta_1 z_i \) and \( d_i = (\Phi^{-1}(\lambda_i) - \beta_0)/z_i \), where \( \tau_i = u_i^{1/y_i} \) and \( \lambda_i = 1 - v_i^{1/(n_i - y_i)} \). As in example 11 \( b_i \) and \( d_i \) are only defined for those \( z_i \neq 0 \), \( a_i \) and \( b_i \) are only defined when \( y_i > 0 \) and \( c_i \) and \( d_i \) are only defined when \( n_i > y_i \). Then

\[
f(\beta_0|\beta_1, u, v) \propto \pi(\beta_0|\beta_1) I(\max_i \{a_i\} < \beta_0 < \min_i \{c_i\})
\]

and

\[
f(\beta_1|\beta_0, u, v) \propto \pi(\beta_1|\beta_0) I(\max_i \{b_i\} < \beta_1 < \min_i \{d_i\}).
\]

**Numerical Examples**

Our first example is the Cauchy(0, 1) density (example 4). Using the Gibbs sampler algorithm 1000 random variates were generated and the results are shown in Figure 1.
Our second example is the binomial GLM with a logit link function and a quadratic logistic model given by

\[ y_i | \pi_i \sim \text{binomial}(n_i, \pi_i) \]

and

\[ \log \left( \frac{\pi_i}{1 - \pi_i} \right) = \beta_1 + Z_i \beta_2 + Z_i^2 \beta_3 = X_i \beta, \quad i = 1, \ldots, n. \]

Further details are provided in Dellaportas and Smith (1993). With a multivariate normal prior for \( \beta \), say \( N(\mu, \Sigma) \), the posterior distribution is given by

\[ f(\beta) \propto \left\{ \prod_{i=1}^{n} e^{y_i X_i \beta} / (1 + e^{X_i \beta})^{n_i} \right\} \exp \left( -0.5 (\beta - \mu) \Sigma^{-1} (\beta - \mu) \right). \]

Here we introduce the latent variable \( U = (U_1, \ldots, U_n) \) such that the joint density with \( \beta \) is given, up to a constant of proportionality, by

\[ f(\beta, u) \propto \left\{ \Pi_{i=1}^{n} I \left( u_i < \{1 + \exp(X_i \beta)\}^{-n_i} \right) \right\} \exp \left( -0.5 (\beta - \mu) \Sigma^{-1} (\beta - \mu) + \nu \beta \right), \]

where \( \nu = \sum_{i=1}^{n} y_i X_i \). The full conditional distributions for each of the \( U_i \) are uniform given by

\[ f(u_i | u_{-i}, \beta) = U \left( 0, \{1 + \exp(X_i \beta)\}^{-n_i} \right). \]

However, the real interest is in sampling from \( f(\beta | u) \).

First the condition \( u_i < (1 + e^{X_i \beta})^{-n_i} \) implies \( \exp(X_i \beta) < 1/u_i^{1/n_i} - 1 \).

Therefore define the sets

\[ A_{ku} = \{ \beta_k : \beta_k < \min_i \{ \log(1/u_i^{1/n_i} - 1)/X_{ki} - X_{ki}/X_{ki} \beta_l/X_{ki} - X_{mi} \beta_m/X_{ki} \} \}, \]

where \( \{k, l, m\} \) are, in some order, the elements \( \{1, 2, 3\} \). Sampling from \( f(\beta | u) \) can now be done by sampling successively from \( f(\beta_k | \beta_{-k}, u) \) which involves sampling from a univariate normal distribution restricted to the set \( A_{ku} \). This univariate normal distribution is given by \( \pi(\beta_k | \beta_{-k}) \) where \( \pi(\beta) \) is the multivariate normal distribution with mean \( \mu + \Sigma \nu \) and covariance matrix \( \Sigma \).

We analyse a data set relevant to the above example. The data set and prior distribution used are given in Dellaportas and Smith (1993). We start the chain by taking \( \beta \) as the location of the prior distribution and then proceed to sample \( U \) and then back to \( \beta \). We ran the chain for 20000 iterations.
(taking only several seconds) and collected the last 2000 for parameter estimation. We can report, as was to be expected, that our parameter estimates ($\hat{\beta}_1 = -2.36, \hat{\beta}_2 = 0.21$ and $\hat{\beta}_3 = -0.004$) coincide with those obtained by Dellaportas and Smith. These authors used the adaptive rejection sampling scheme (Gilks and Wild, 1992) which depends on the posterior density being log-concave. (We need no such condition.) Additionally, in Figure 2 we give kernel density estimates of the marginals for $\beta$ obtained from the output of the Gibbs sampler.

![Histogram](image)

Figure 1: Histogram representation from output obtained using the Gibbs Sampler for the Cauchy(0,1) example.

## 4 Discussion and Conclusions

With the increasing use of the Gibbs sampler in Bayesian analysis, faster, efficient, and simpler methods for generating random variates are required. In this paper, we have proposed and illustrated a method that appears to
be, in some sense, ubiquitous when sampling from univariate continuous densities, from a Bayesian perspective. Here we simply point out that in all the examples we have presented, the use of popular algorithms such as the Metropolis-Hastings, sampling-resampling (Smith and Gelfand, 1992), adaptive-rejection, ratio-of-uniforms, or any rejection method, whether these methods are used within a Gibbs loop or not, is bypassed. (For an excellent discussion of these algorithms, see, for example, Chib and Greenberg, 1995, and Mueller, 1995). The striking feature of our approach is that it obviates the difficulties associated with these alternative approaches, namely identifying dominating densities, calculating supremums, and acceptance rates.
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