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Abstract

In this paper we describe a research project centering on experi-
ments in which game-playing evolving agents are used to investigate
the value of information. Specifically, in these experiments we define
populations of agents whose strategies evolve in order to become better
managers of different types of supply chains. The agents evolve their
strategies in order to minimize costs (either for themselves or for their
value chain). We describe several different experiments in which we
will vary the abilities of agents both to gather and to store more infor-
mation. Part of the results of this project will be related to the value
of information and computational capabilities: Is it always better to
have more information? If not, what are the conditions under which
less information is better? The culminating experiment is one in which
evolving agents compete to sell information to other evolving agents
playing their roles in a supply chain.

1 Introduction

It is generally believed that having more information available to make a
decision is a good thing; however, in today’s computing saturated business



1 INTRODUCTION

orders order orders orders orders
CusDO— hol [ Dist | Vif Tk Plant)
goods goods goods

Figure 1: Basic set-up of supply chain

world information overload eventually occurs. Further, given that it costs
money to manage information, care should be taken when the decision is
made to gather an additional piece of information. The general strategy we
are using in the research program described in this paper is to simulate a
business problem, varying parameters so that players are placed under dif-
fering requirements for information and computational capabilities. (For the
rest of the paper, when it will not cause confusion, we will use the term “in-
formation” to refer to “information and computational capabilities.”) The
players who participate in these simulations will be created computationally
through the use of a genetic program [5|. Genetic programming is a compu-
tational approach to managing the evolution of agents whose fitness to live
is based on their ability, relative to other agents in the population, to com-
pute some function. We are using genetic programming in this experiment
as a means for investigating the information needs of the participants — the
abilities both to gather and to make use of information — as they vary with
the simulation’s complexity. At the end of the series of experiments we will
also look into how effectively evolving agents are able to sell information
to the agents competing in the supply chain. A secondary result of this
research program will be an increased understanding of how sensitive the
genetic program is to its initial parameters, evidence showing how varying
certain genetic program-related parameters affect the experimental results,
and how well a genetic program can navigate a large search space. The spe-
cific business situation we will use in this research program is a multi-level
supply chain game (as exemplified by Sterman’s beer game [7]). A final re-
sult of this project will be insight into how well solutions found by a genetic
program compare with solutions found by other methods in the manage-
ment science and information systems literature. This paper describes the
research program we are undertaking on this subject.

In the initial experiments described in this paper, agents evolve in several
separate populations that correspond to the different roles in the beer game,
namely retailer, wholesaler, distributor, and manufacturer. (See Figure 1.)
The standard scenario is one in which an agent can only send orders to
one agent who is one step upstream (referring to the flow of goods) and
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can only send goods to one agent who is one step downstream. Demand is
determined by an exogenous customer who both sends orders to the retailer
and ultimately receives final delivery of the goods. The times for orders
and goods to arrive at their destinations are taken from distributions that
are not known by the players. The goods are manufactured at the plant,
another exogenous player.

The object of evolution on these populations is to find a strategy for
ordering goods, for each player, that minimizes its costs when playing the
game with other agents. People are notoriously bad at playing this game
even at the simplest possible settings; an average player’s performance ends
up with costs ten times worse than optimal [8]. Further, analytical tech-
niques can provide solutions to this problem when the settings are simple
but are unable to when it becomes more complex [1].

We have several research questions in mind when looking at what evolves
in this environment, some related to the genetic programming tool itself
and others related to the supply chain management process. We will not
summarize them all, but there are generally two classes of questions. The
first relates to determining if a genetic program will be able to evolve agents
that use optimal or near-optimal re-stocking strategies. We will be playing
a great variety of supply chain games, varying many parameters, including
the number of players at each level of the supply chain, the information
available to the players, the speed at which goods are shipped, and the
pattern of customer demand. We believe that some scenarios will prove
to be quite simple for the genetic program while others will prove more
demanding. Kimbrough & Wu [4] successfully used genetic algorithms (a
related technique) to evolve agents to play this game, though the search
space for their solutions is much constrained relative to our proposal.

The second set of questions relate to looking at the value of information.
We will be looking for situations in which one piece of information ends
up determining the eventual success of a player. Conversely, we will also
be looking for situations in which the volume of information overwhelms
a population and keeps any one member from finding successful strategies.
We will also be looking for ways we can value information. In one set of
experiments we will put costs on the usage of certain information in order to
see how the population reacts. In another set of experiments we will add a
competing population that evolves pricing strategies for information in order
to determine if the pricing agents can determine appropriate and sustainable
prices for information without adversely affecting the performance of the
players.

We wrote the program that runs the simulations for this project using
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Figure 2: The relationship between the evolutionary process and the supply
chain games

GNU CLISP [2]. The source code for our program is available at SourceForge
[6] and runs on Windows, Linux, and Unix machines. In its current state of
development it is able to generate the populations, play the games with a
limited set of parameters, breed a new generation based on the performance
statistics of the existing generation, and generate some statistics while it is
running. Much remains but the foundation of the program is completed.

2 The evolutionary process

In this section we describe the basic set-up of the evolutionary process,
the game played by the members of the population for the purposes of
determining the fitness of each population member, and the representation
of each player’s re-stocking strategy.

2.1 Basic set-up

We will vary the experiment somewhat throughout this project but the
following describes a standard set-up. (See Figure 2.) This experiment has
® separate, co-evolving populations of N, agents for each role in the game;
in Figure 2 the dots in the circles represent the members of the population.
In each generation of the process, each agent plays at least M games (this is
a parameter set by the researcher), and it is the agent’s performance in these
games that determines its fitness. For any one of these games, a random
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Create each population of agents
gen = 1
repeat
for r=1to R
Choose agent i of type r at least M times
Choose 1 agent at random from each of the other agent
roles
Play the game for W weeks
Record the outcome for each agent
end-loop
end-for
Calculate fitness scores for all agents
Breed the next generation of each population
gen = gen + 1

Figure 3: Evolutionary scenario

member of each population is chosen to play its specified role (as shown
in Figure 2). At the end of the game, the agent’s score is recorded. We
use several different fitness functions but a standard one is to minimize an
agent’s costs. One game is usually played for W = 35 weeks (i.e., turns),
though we will vary this to keep the agents from over-specifying. After all
games are played, the program calculates fitness scores for all the agents in
all the populations. The best players in each generation are then chosen to
reproduce and create the next generation of players. This whole process is
repeated until some termination condition is met. The overall evolutionary
scenario is summarized in Figure 3.

2.2 The fitness function

The driver of genetic programming is the fitness function. This determines
which agents have a better chance of generating offspring for the next gener-
ation. The basic parameters shown in Figure 4 are needed for the following
discussion. (Note that all the terms defined in the following figures refer
to one generation; for example, G refers to all the games that occur in one
generation.) These are set before an evolutionary scenario is begun.

Figure 5 contains some functions that are useful for discussing the genetic
programming process. Consider the first function, 7 (g, p). This returns the
index j of the player who played role p in game g. This function enables
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® = number of populations
¢ = any value in 1...®; that is, a particular population
Py = a certain population ¢
N = number of agents in all populations
= > Ny
Pped
Ny = number of agents in population ¢
j = a particular member of some population
R = therolesin a game: R, W, D, M
p = any value in R; that is, a particular role
W = number of weeks
w = any value in 1...W; that is, a specific week
G = number of games played in a particular generation
g = any value in G; that is, a particular game
H,, = inventory holding costs per item in game g for the role p
P,, = npenalty cost per backordered item in game g for the role p
Figure 4: Definitions of standard parameters
m(g,p) = the index j of the player who played role p in game g
#(j,p) = the set of game numbers in which player j played role p
(4, p) = rthe number of games in which player j played role p
n(p) = the population number that players in

role p are taken from

Figure 5: Useful functions
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us to tie the score earned by a player in a role back to a specific member j
of the population — which, in turn, enables us to assign fitness scores and
then reproduce a new generation of players. You will see this function 7
used in many variables. The function ¢(j, p) is basically the inverse of the
7 function: given the index j identifying the population member and the
specific role, the function returns a set of game numbers for which this agent
fulfilled this role. The next function, u(j, p), returns the number of games
in which player j played role p. This will end up being different values for
different members of the population in a particular generation because of
the way by which members are randomly selected for games.

The last function in this table, n(p), is useful when there is more than
one population of agents (as there is in the scenario we are currently ex-
amining; see Figure 2). (If there is only one population, then this function
would always return 1.) In our conception of this genetic programming in-
vestigation, at the beginning of the evolutionary scenario, each population
of agents is created and assigned to a particular role in the game. Thus, if
you know the role in the game, you know the population that any player in
that role came from. This function captures this information.

Figure 6 describes important weekly status parameters for the supply
chain game and how they are related to each other. These values are cal-
culated and stored for each player for each week for each game for each
generation. In most games the information for a particular player will be
available to only that player. In some games the player will know infor-
mation about all prior weeks of the game while in other games the player
will only know about the current week. All but the last two parameters
in this figure are relatively straight-forward. Both of these are related to
the problem of coming up with a measure for the whole value chain. The
first, K, defines a simplistic way of calculating the costs for a value chain
for one week of a game: add up everyone’s cost. Consider, though, if all
of the members of a value chain were under one management so that both
inter-agent backorders and the location of inventory were irrelevant; if this
were the case, then k., would be the preferred measure.

Figure 7 defines various fitness measures whose values are based on these
variables. A ) defines the total costs for the player in role p in game g;
it is the sum of the player’s costs (defined in Figure 6) for each week of the
game. Take a closer look at the name of this variable: Ay, . This uses
the function 7 that we discussed above. When we have a value for a specific
Al ) that is, when we are considering a specific role p’ in a specific
game ¢’ — the 7 function tells us the specific member of the population j’
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Br(gp),w = inventory on hand at beginning of week w for the player
in role p in game g
Sr(gp)w = shipment received in week w by the player in role p
in game ¢
Drgpw = demand received (that is, the number of goods ordered)
in week w by the player in role p in game g
Iig.p)w = inventory position in week w for the player in role p
in game ¢
= Brgpw + Snignw — Drgp)w
Or(gp),w = backordered items in week w for the player in role p

in game g
B { 0 if Iy p)w = 0
- g I In(gp)w <0
Cr(g,p)w = costs in week w for the player in role p in game g

_ { Lngyw X Hgp i Ingg pyw =0

Or(g,p)w X Pgp i In(gp) <0
K. = total costs in game g in week w for a value chain
- Z Cr(g.p)w
PER
Kgw = aggregate costs in game g in week w for a value chain
= Pyp %X On(gR)w "’Z .0 % In(g,p)0)

PER

Figure 6: Important status parameters for a week in a game
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Tfr(g,p)

D
AQ’P

Wr(g,p)

Ty

total costs for the player in role p in game g

w
Z Cﬂ(g,p%w
w=1

total demand in game g for role p

w
Z Dz (g,0)w
w=1

normalized average fitness

Afr(g,p)

D

the total costs for a player in role p facing the demand

9,p

pattern used in game g if its strategy is to always order D

relative average fitness
Ar(g,0)
Agp
total costs in game ¢ for a value chain

w
> Ko
w=1

total aggregate costs in game g for a value chain

w
E : Kg,w
w=1

Figure 7: Various fitness measures for an agent in a game
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that played in the game; thus, the total costs A’ that the player incurred in
that role in that game is able to get recorded with the proper player.

Depending on the demand function used when running the evolutionary
process under different parameter settings, it is possible for players in the
same population to play games with different demands in different genera-
tions. As a result, it can be difficult to use A to compare the fitness scores
between different generations. For example, players in two different genera-
tions might play similar games except that the first player faces an average
demand of 10 while the second player faces an average demand of 100. Both
players may have sub-optimal strategies — for example only ordering 50%
of demand — but the second player will appear to have a worse strategy. It
will probably have backorder costs that are a factor of 10 higher than the
first player’s.

The normalized average fitness score, Tr(, ), Tesolves this issue. T is
defined as a player’s total costs divided by the sum of its weekly demands.
The resulting score is a fitness score per unit of demand. Returning to the
previous example, the first player had a backorder cost of 5 and a demand
of 10, resulting in a YT of .5. Likewise, player two had a backorder cost of 50
and a demand of 100, resulting in a T of .5. This successfully resolves the
problem of differences in demand artificially skewing the fitness scores.

It will also be convenient to have a baseline score against which to mea-
sure the quality of a strategy. In this case Ag , is our baseline. The D
strategy of placing order equal to demand is a simple and intuitively ap-
pealing baseline strategy which is also the optimal strategy in simplistic
scenarios (as pointed out in [4] among others). Given this baseline, it is
possible to measure the relative average fitness, w; it is A, ) divided by
the baseline. The resulting ratio will give a comparison of the strategy’s
effectiveness versus the baseline D strategy. The measure w will provide a
convenient way to compare strategies across generations.

In addition to looking at the performance of individual players, we also
can examine the performance of the entire supply chain for a whole game.
The two ways to do this, as represented by T}, and O, are based on the two
different ways of measuring weekly value chain performance, K., and kg,
respectively.

Figure 8 describes several additional fitness measures as defined by Koza
[5]. The simplest measure is 7/, the game-based raw fitness. The value of
this can come from the fitness measures defined in Figure 8, such as A, T, w,
T, or ©. However, an agent’s raw fitness for a generation, 7; ,, can be a bit
more complicated than simply using an agent’s raw fitness score from one
game. There are some cases in which the agent has the opportunity to play

10
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7 ~(g,p) = egame-based raw fitness; this can be any one of A,
T,w,T, or ©
Tjp = an agent j’s raw fitness in a role p over all of its

games in this generation

1
= D T

w(d, p) o)

B, = best score for any player in role p in this generation

= min T;
. Jsp
JEPy(p)

oj, = standardized fitness for the player j in role p
= Ajp—0p
aj, = adjusted fitness for agent j in role p
1
L+0jp
vj, = mnormalized fitness for agent j in role p

Yjp
Z]E'Pn(p) aj,ﬂ

Figure 8: Koza’s standard fitness measures
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multiple games. For example, in the evolutionary scenarios in which there
are multiple populations, we will sometimes have the agent play games with
multiple different, random opponents. The hypothesis is that this will reduce
the chances that a high-fitness agent will be dropped from the population
because it played in a game with a poor value chain partner.

The genetic program needs standardized fitness, o ,, to have values such
that smaller numbers are better, and the best score is zero [5, p. 96]. All
of the measures defined in Figure 7 are based on costs, which should be
minimized. Therefore, as lower is already better, standardized fitness is
equal to raw fitness (with the 3, adjustor needed to set the best score to 0).

The adjusted fitness for the player, «, converts the standardized fitness
into a number between 0 and 1. As in the case of the standardized fitness,
this will result in a score where smaller values are better. It also tends to
create a more pronounced distinction between scores with similar values.
Normalized fitness, v, is similar to the adjusted fitness, except larger scores
are better. Like adjusted fitness, the values will range from 0 to 1 and it
tends to further emphasize the difference between values.

When evolving agents, we will use all of the possibilities for the game-
based raw fitness, 7/, to calculate an agent j’s score for any particular game,
and will use the normalized fitness based on that 7/, v, as the agent’s fitness
value for that generation. We hypothesize that w will be the most useful
of all of our 7/ possibilities. We will report all of the 7/ values for every
generation no matter whether or not that specific 7/ is being used as the
basis.

2.3 Specifying a strategy

We have discussed how the game is played, how the evolution proceeds, and
how agents are measured. We now examine how strategies are defined and
how new ones evolve from old ones.

2.3.1 Defining a strategy

Each member’s strategy is represented by an S-expression. An S-expression
is a set of terms composed into a tree. Consider the example shown in
Figure 9. The standard mathematical expression can be translated in a fairly
straight-forward manner into the S-expression; this can, in turn, be mapped
onto a tree representation. The program that we have written manipulates
S-expressions but the tree representation can sometimes be easier to use in
exposition so we will generally use that representation in this paper. The

12
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Standard mathematical representation I + (7 - D)
S-expression (+ I (- 7 D))
Equivalent tree representation °

Figure 9: Equivalent representations

terms in the S-expression can be either terminals or functions. Terminals are
either constants or variables, such as 187 or D. A function takes a specified
number of parameters, performs an operation on those parameters, and then
returns the result. For example, the function (sum 3 4) will add 3 and 4
and return the result. Parameters of a function can be both terminals and
other functions.

When coming up with a set of functions to include in a genetic program,
it is desirable that every function satisfy the closure property [5, p. 86]. To
meet this requirement, all functions must accept as a parameter any possible
value in the set composed of all terminals and any value returned by any
function. Thus, no matter what allowed transformations that might be
performed on this function (see the discussion of genetic operations below),
it should not encounter errors in execution. The classic example is division
by zero. Since this would generate an error, a special division operator must
be created to return a pre-specified value if the denominator is zero.

Functions must also satisfy the sufficiency property if we want the ge-
netic program ultimately to find the answer to the problem at hand. This
states that functions and terminals provided must be able to express a so-
lution to the problem. For example, in our experiments with the beer game
and MIT demand, we know that the optimal solution is based on the de-
mand. If we failed to provide the demand as a terminal, the program would
at best be able to find only an approximation of the optimal solution.

The terminals and functions are all listed in §A. The terminals consist

13
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of a set of integers plus information that the agent knows about itself and
the game: amount of its own inventory, amount that it has on order, its
own current demand, plus the current week number of the game. There
is nothing that says that the appropriate terminals or functions have to be
easy to find, or that they have to be combined in some straight-forward way,
or that the researcher even knows how the terminals and functions should
be combined in order to reach the best solution. In fact, part of what this
research program is attempting to do is to determine how difficult the answer
can be to find while still enabling the genetic program to succeed. Further,
some of the problems that we will pose to the genetic program have no known
optimal solution so we will merely be searching for “best that we can find.”
In this case, we will investigate the value of information and computational
capabilities and how well the agents are able to take advantage of them.

The functions currently under consideration come in three groups (see
Appendix A): mathematical, logical, and informational. The mathematical
set includes fairly standard operations: addition, subtraction, multiplica-
tion, integer division, minimum, maximum, and sine. The logical functions
are also the ones you might expect: and, or, not, if/then, if/then/else,
greater than, less than, and equal to.

The informational functions are a bit more interesting. The function
(mydem y) retrieves a player’s own demand y weeks ago while (myinv y)
does the same thing for inventory and (myord y) for orders. The functions
(dem x y), (inv x y), and (ord x y) are generalizations of these three
functions that provide access to this information for other players. These
functions will not be available to all functions in all scenarios. Some of
our experiments will be directed at discovering how useful the players find
these functions, and whether or not some functions allow some population
members to dominate over other population members.

2.3.2 Evolving a new strategy

Genetic programs generate new strategies using many of the same princi-
ples of Darwinian evolution. It is essentially a matter of selecting certain
individuals with superior fitness, performing a set of genetic operations, and
adding them to a new population of individuals. In this way, the genetic
program should eventually evolve better solutions to the problem.

The first problem is to select superior individuals. In §2.2 we described
the different means of rating an agent. The next problem is to select indi-
viduals with higher rankings without destroying the diversity of the genetic
material that may contain components of the optimal solution. Three pri-

14
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mary methods are used in genetic programming: fitness proportionate, rank,
and tournament.

Fitness proportionate selection is the most popular method for selection
[3]. This method effectively treats the fitness score of the individual as the
probability that it will be selected. The easiest means of calculating this
probability for an agent j is to set it equal to the normalized fitness, v; .
The normalized fitness is already a measure between 0 and 1 with greater
scores being better, and the sum of all vs is 1.0.

While popular, this has a significant weakness. If a particular agent or
small group of agents has a relatively high fitness, they may quickly dominate
the entire population. This can reduce the diversity of the population which
may limit the ability to find an optimal solution. One means of resolving
this is to use rank selection. Each individual is assigned a rank based on its
score, v. New members of the population are selected from the set of highly
ranked members. This has the effect of reducing the premature convergence
of fitness proportionate selection while still favoring strong individuals.

Tournament selection is the computational equivalent of two individuals
competing for a mate. Two agents are selected at random from the popu-
lation. The agent with a superior fitness score is selected. Once the agent
is selected, one of several genetic operations is performed on it. The goal of
this phase is to create a new population that, ideally, will be superior to the
previous population. Three of the most common operations used in genetic
programming are reproduction, crossover, and mutation.

The simplest one of these is reproduction. The selected individual is
simply copied into the new population. This results in the stronger elements
of the previous population becoming the new population. While this will
create a stronger population, the system will never find any members with
superior fitness than those in the original population. To resolve this issue,
members of the population must be modified in some way.

The most common method of evolving the individuals is crossover. This
is the genetic programming equivalent of sexual reproduction. It takes mate-
rial from two parents and uses it to create two new children. The first step
is to select two individuals, using one of the selection methods described
above. These two agents will be the parents.

The next step is to perform the actual crossover. Recall that each par-
ent can be represented as a tree (Figure 9). To perform the crossover, each
parent swaps part of its tree with the other parent. This is done by selecting
a random point in each parent. These points become the crossover points.
The subtrees under these points are swapped between the two parents (see
Figure 10). The resulting new trees are then inserted into the new popu-

15
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Parent Generation Child Generation

Figure 10: An example of crossover

lation. It is possible to select the same tree twice so that it serves as both
parents. In such a case, however, the resulting children will most likely not
be clones of the parents. To get a clone, the crossover operation would have
to select the same crossover point on both trees. Since all points are equally
likely to be selected, the probability of this occurring is minimal.

While the trees shown in Figure 10 are relatively simple, this same pro-
cess occurs even with more complex trees. This crossover operation can
grow and shrink the size of the tree. In the event that the tree grows to a
depth greater than the maximum depth allowed, the crossover operation is
cancelled and the first parent is inserted into the new population.

The final option is mutation. When a particular population appears to
be prematurely converging on a solution, it may be desirable to inject some
diversity into the system. As the title implies, mutation introduces a random
change into the system. It does this by selecting a random point in a selected
tree, removing that point and all elements below it, and then inserting a new
random tree into its place. The crossover operation in genetic programming,
however, is highly effective at finding new solutions. Therefore, mutation is
very rarely used.

3 Plan of investigation

In this research project we are completing four series of experiments that
will generally build upon the results of each prior series. The first set of ex-
periments will focus on fine-tuning the parameters of the beer game and the
genetic program so that the evolution process will go better. The second set

16
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of experiments will focus on parameters of the genetic program that might
significantly affect how well the evolutionary process progresses in our later,
more complex, experiments. The third set of experiments are the center-
piece of our investigation into information value and information overload.
The fourth set of experiments will build on this last set of experiments. We
will use what we learn from the third set to define future investigations, but
we list here a reasonable set of possibilities.

3.1 Given parameters

In the following experiments we will use default values for some parameters:
probability of permutation (set to 0) [5, p. 107], probability of editing (0)
[5, p. 108], and the probability of encapsulation (0) [5, p. 110]. Koza dis-
cussed each of these but used them little, if at all, in his experiments. The
variety of a population is “the percentage of individuals for which no exact
duplicate exists elsewhere in the population” [5, p. 93]. Our program checks
for duplicates so the variety will be 100%. We do this so as to ensure the
greatest amount of genetic building blocks enter our population with the
hopes that this will increase the genetic program’s probability of success.
As is typical among this type of research, we are only interested in attaining
100% variety in the initial population; after that, duplicates are something
that the genetic program naturally creates.

Maximum number of generations is a parameter that is generally set to
keep the genetic program from running forever. We have no initial plan
for the value of this parameter. Some very difficult problems require many
generations (> 500) while simpler problems take far less time to solve (< 50).
We will just have to see how effective and efficient the program is at solving
this problem.

3.2 Fine-tuning parameters

The following parameters are not central to our investigation but may poten-
tially have some impact on the performance of the evolutionary process. We
will perform some cursory experiments to determine how the process per-
forms at the different settings; in these experiments we will take the settings
of the parameters in §3.1 as given. We will be looking at two performance
measures: 1) effectiveness: the effect of the setting on the process’s ability
to find the best performing solutions, and 2) efficiency: the effect of the
setting on the speed of the process in its search for the best performing so-
lutions. Given that the process is able to do the first, we will prefer settings
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that enable more efficient searches. One of the findings that we expect from
this research program is that we should be able to describe more completely
the trade-off between effectiveness and efficiency in this problem.

Selection method As we discussed above in §2.3.2, the three possible
means of selecting individuals for reproduction are fitness proportionate,
rank, and tournament.

Probability of crossover This is the percentage of the population on
which crossover is performed. Koza uses the value of 0.90 [5, p. 114]. For
that portion of the population on which crossover is not performed, repro-
duction is performed (that is, those members are directly copied into the
new population). The purpose of investigating this is to see what combina-
tion of crossover and reproduction makes the evolutionary process perform
best. The possible values that we will investigate are 0.2, 0.5, 0.8, 0.9, 0.95,
and 1.

Percentage of internal crossover points In an S-expression the
internal points are the function nodes. If crossover is performed on two
external (terminal) points, then this mimics the mutation operation on ter-
minals. We want to encourage the creation of more complex trees so we will
investigate relatively large values for this parameter: 0.7, 0.8, 0.9, 0.95, and
1. Koza uses a value of 90% in his investigations [5, p. 114].

Probability of mutation Koza generally does not use the mutation
operation [5, p. 114]. We hypothesize that the mutation operation might
be useful for helping the genetic program avoid local minima in its search
process. We will investigate possible mutation probabilities of 0, 0.01, 0.05,
0.1, and 0.25.

This requires a 3 x 6 x 5 x 5 (450) completely randomized experimental
design be employed in order to assess the impact of the above variables on
the effectiveness and efficiency of the genetic program. We will choose a
moderately difficult problem for which an optimal (or heuristic) solution is
already known. This will allow us to stop the evolutionary process when the
solution is found or when the best value gets within some arbitrarily close
range of this answer. Effectiveness will be measured for this test with a
ratio between the best answer found by the genetic program and the optimal
answer. Efficiency will be measured in three ways: 1) time elapsed before
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the stopping point was reached, 2) the number of generations completed
before the stopping point was reached, and 3) the total number of weeks
played in all games in all generations.

We will use these results in the following set of investigations.

3.3 Basic investigation

The follow parameters are also not central to our investigation but may
potentially significantly affect the performance of the evolutionary process
(as opposed to the above parameters that we do not believe should have more
than a marginal affect on the process’s effectiveness though they might end
up having a measurable impact on efficiency). We will use the settings of
the parameters in §3.1 as given and will use the values of the parameters
that we determined in §3.2.

Number of populations (®) As the problem is described in §2, each
role is assigned one population and wvice versa. In those instances in which
the parameters for each of the roles are the same, it would be computation-
ally more efficient if all of the players came from one population. Further,
it would be even more efficient if one population member were selected and
then assigned to all four roles. We want to determine if this parameter’s
setting has an effect on the process’s effectiveness. Possible values of 1 (one
selection plays all the players), 1 (one selection for each player), and 4 (one
population per player).

Members per population (NV;) One of the parameters that can have
a significant effect on the process’s effectiveness is the number of members
within a population. Koza uses a population size of 500 about % of the
time [5, p. 98]. This parameter is also one of the primary determinants of
the process’s efficiency. The values for this parameter that we are going to

investigate are 50, 200, 500, and 2000.

Games per member per generation (M) If an agent in a role is
playing in a value chain whose other players are being fulfilled by different
agents, then we need to define a minimum number of games per generation
that need to be played by each member. For comparability across different
population sizes, possible values for this parameter are specified in terms of
the percentage of other members that the member will play in each gener-
ation. The values that we are going to investigate are 5%, 10%, and 20%.
This only applies to the first two “number of populations” choices above.
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Turns per game (W) The number of turns per game has at least
two important effects on the scores that players end up earning in the game.
First, longer games help minimize the effects of the player’s initial inven-
tory position, focusing the scoring more tightly on the player’s re-stocking
strategy. Second, longer games allow for a more complete realization of the
negative effects of a bad re-stocking strategy; if it has not become obvious
by 35 weeks, then it almost certainly would become obvious by 100 weeks.
The possible values that we are going to investigate are 35 and 100. (We
chose 35 because that is the length of the MIT Beer Game, and we chose
100 because it seems suitably large.) In both cases we will not use 35 (or
100) per se; we will use a random number distributed around 35 (or 100) in
order to keep the agents from over-adapting to the number of weeks.

Priming of initial population Priming of an initial population means
putting relatively higher fitness agents into the population [5, p. 94]. Koza
proposes, and we agree, that it makes sense either to prime the whole pop-
ulation with relatively equally capable agents or to not prime at all; thus,
possible values for this parameter are either “yes” or “no.” This brings up
the obvious next question of how to perform this priming. We hypothesize
that a useful approach would be to start with a high population (maybe
2000), run the simulation for one generation, choose the best 500, and then
run the evolutionary process as normal with this smaller population. How-
ever, this is only a hypothesis. A full investigation of this parameter will
have to wait until we understand more about this problem.

We are not going to be looking at determining the “best” value for each
of these parameters. Here we simply want to gain insight into 1) the effect
that these factors have on the effectiveness and efficiency of the search, and
2) the dependencies among these factors. We will use insight gathered from
this process in the investigations outlined in the next section.

3.4 Initial investigation into information value

The parameters discussed in this section form the heart of our investigation.
We looked into the parmeters discussed in the previous sections because we
wanted to ensure that the investigations into the parameters in this section
were performed as efficiently and effectively as possible. Further, the param-
eters in this section can take many values and have many interdependencies
so this will be a complex and time-consuming series of experiments.
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Items in the function and terminal sets We have currently defined
21 functions: mathematical (7), logical (8), and informational (6). We can
add the functions in each of these three sets to the function set either as
a group or individually in order to see what effect they have. We have
a smaller set of terminals — four plus the set of integers. Certainly one
question relates to how small we can make the set of terminals and still
enable the evolutionary process to proceed.

These are some further questions that we have: Which functions and
terminals are used by higher-performing agents? We can investigate this
question from two different perspectives. 1) One way is to manipulate the
demand distribution and other parameters and observing which functions
and terminals end up in the higher-performing agents. Do certain of the
components appear in higher-performing agents? 2) Another way is to hold
the functions and terminals fixed in three of the populations and manipulate
the function and terminal sets. Do certain components lead to absolute dom-
inance in a population? Another question relates to investigating whether
or not certain fitness measures require that successful agents have certain
terminals or functions.

In short, the questions in this section relate to examining questions re-
lated to valuing information.

Type of demand function This is one of the primary ways in which
we can manipulate the difficulty of a scenario. Depending on how successful
the genetic program is on simpler problems for which an optimal solution
is already known, we could run the evolutionary process with one of many
values: standard MIT demand function, uniform distribution, Poisson distri-
bution, cyclical variations, and non-stationary variations. Other parameters
which can be used to make the problem more difficult: shipment lead time
(determinstic or stochastic), information lead time (0, 1, 2). If the genetic
program is successful at finding solutions for difficult problems, then we will
compare the findings of this process with the findings of management science
and information systems.

Inventory holding costs and penalty costs We will manipulate
the values of these two parameters to determine if the genetic program is
sophisticated enough to respond to this type of control. That is, will it be
able to find low-inventory-level solutions when the first is relatively higher
and high-inventory-level costs when the second is relatively higher.
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Fitness measure As we discussed in §2.2, several different fitness mea-
sures are available for this problem. Three (based on A, T, and w) are
appropriate for encouraging an agent to focus on its own costs; two others
(based on T and ©) encourage an agent to focus on the costs of the whole
value chain. We want to investigate how much the different incentives actu-
ally affect the performance of the agents in the game in different scenarios.
In order to address this problem, we will have to determine how to assign
credit to members of a value chain that perform well. We have discussed
using T" and ©, and it might be as simple as dividing the cost by the number
of participants in the supply chain — but it might not.

Maximum depth overall The most effective way of controlling the
complexity of the genetic programming problem is to limit the maximum
depth of the tree representing the agent’s re-stocking strategy. This places
a limit on the number of different functions that the genetic program has
to explore. We will manipulate this parameter as a means of exploring how
agents can handle information overload. The possible values that we will
look at are 6, 12, 17 (Koza’s standard value), and 25.

Minimum depth of initial population This parameter provides a
way of making the genetic programming process easier or harder. If the
solution to one of the scenarios is simple, then removing all the simple
structures from the initial population (by setting this parameter to 5) would
make the genetic program have to discover the structure by itself, rather
than having it be created in the initial population. Possible values that we
will look at are 1 (Koza’s standard value), 2, and 5.

3.5 Further investigations into valuing and pricing informa-
tion

While the above certainly describes an ambitious research agenda, it by
no means exhausts the possibilities. A much more complex supply chain
scenario is one in which multiple players can play each level of the supply
chain, and a player must decide among them when placing an order. This
would add a significant amount of difficulty to the genetic program.

To this point we have considered information and computational capa-
bilities to be costless. For example, when a player uses the sum or inv
functions, it cost him nothing. We propose that some additional cost should
be placed on the agent for every additional piece of information that it uses
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in the calculation of its re-stocking strategy. Thus, the value of the infor-
mation will be reflected not only in a positive sense — if the information
is valuable (useful), then the re-stocking strategy will be more effective and
the agent’s possibility of reproducing into the next generation will go up
— but in a negative sense as well — if the information is not valuable but
is being used anyway, then the agent will have to bear the burden of the
cost of collecting and using that information. We will change the raw fitness
function for this set of investigations to reflect the cost of using information,
and then we will see how this changes the genetic program’s process.

The most interesting possibility lies in adding another type of competitor
to this scenario. Above we discussed adding information cost to the player’s
fitness function. Here we propose that a population of information sellers
be added to the scenario as a competitor for all the players in all of the
roles. The fitness function of the information sellers will reflect its ability to
sell information for as much as it can. The result of this experiment should
be better insight into which information is most valuable to the agents in
determining their re-stocking strategies.

4 Summary

This paper describes an ambitious research program that will use genetic
programming to investigate re-stocking strategies in a multi-level supply
chain. After describing the basics of the evolutionary process (§2), we de-
scribe our overall plan of investigation (§3). In this investigation we will be
looking at questions related to the value of information, the usefulness of
the genetic programming approach to this problem, and the supply chain
management problem itself. We describe the design of an early experiment
(§3.2) that we will perform to help determine some settings for the evolu-
tionary scenario. We next discuss (§3.3) some further investigations into
parameters of the process that will have a large effect on the efficiency and
effectiveness of the process. We follow this up (§3.4) with a discussion of
our proposed investigations into the value of information and computational
capabilities, into the ability of the genetic program to respond to changes in
fitness measures, and into the ability of the genetic program to handle larger
search spaces. We finish the explanation of our research project (§3.5) with
a discussion of alternative approaches for investigating the valuing and pric-
ing information, the most exciting of which involves sellers of information
co-evolving with the agents evolving in the supply chain game.

We have great hopes for what we can learn about valuing information,
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genetic programming, and supply chain management. Many researchers
have addressed these problems separately, but we think much is to be gained
by looking at them together. All that remains is to find out what that is.

A Terminals and functions

A.1 Terminals

The following are all the terminals we used in our experiments:
1. j € set of integers
2. I: the amount of the good that the agent has in stock
3. 0: the amount of the good that the agent has on order
4. D: the current demand for this agent

5. C: the current week number of the game

A.2 Functions

The following are the functions that can be used in the construction of an
agent’s strategy:

A.2.1 Mathematical

1. (sum X Y): returns X +Y
2. (- X VD):returns X - Y

3. (% X Y):returns round (X Y), the result of rounding % to the nearest
integer; if Y = 0, returns 100000.

4. (mult X Y): returns X * Y
5. (min X Y): returns the minimum of X and Y
6. (max X Y): returns the maximum of X and Y

7. (sin X): returns sin X, where X is in degrees
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A.2.2 Logical

1.

(ifThen X Y):if X does not evaluate to 0, returns value of Y, otherwise
returns 0

(ifThenElse X Y Z): if X does not evaluate to O, returns value of Y,
otherwise returns Z

(not X):if X does not evaluate to 0, returns 0, otherwise returns 1
(and X Y):if X and Y are true, returns 1, otherwise returns 0

(or X Y):if X or Y are true, returns 1, otherwise returns 0

(gt X Y):if X > Y, returns 1, otherwise returns 0

(1t X Y):if X <Y, returns 1, otherwise returns 0

(equal X Y):if X =Y, returns 1, otherwise returns 0

A.2.3 Informational

1.

(MYDEM Y): the player’s own demand Y weeks ago. The function uses
the modulo function on Y; the demand is actually calculated for mod (Y,
W) weeks ago (where W is the number of weeks in a game).

(MYINV Y): the player’s own inventory Y weeks ago. The function
uses the modulo function on Y; the inventory is actually retrieved for
mod (Y, W) weeks ago (where W is the number of weeks in a game).

(MYORD Y): the player’s order that it placed Y weeks ago. The func-
tion uses the modulo function on Y; the order is actually retrieved for
mod (Y, W) weeks ago (where W is the number of weeks in a game).

(DEM X Y): player X’s demand Y weeks ago. The function uses the
modulo function on X to map from integers to game players. For
example, if mod(X, 4)=3, then the retailer would be chosen. The
function also uses the modulo function on Y; the demand is actually
retrieved for mod (Y, W) weeks ago (where W is the number of weeks in
a game).

(INV X Y): player X’s inventory Y weeks ago. The function uses the
modulo function on X to map from integers to game players. For
example, if mod(X, 4)=3, then the retailer would be chosen. The
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function also uses the modulo function on Y; the inventory is actually
retrieved for mod (Y, W) weeks ago (where W is the number of weeks in
a game).

6. (ORD X Y): player X’s order that it placed Y weeks ago. The function

uses the modulo function on X to map from integers to game players.
For example, if mod (X, 4)=3, then the retailer would be chosen. The
function also uses the modulo function on Y; the order is actually
retrieved for mod (Y, W) weeks ago (where W is the number of weeks in
a game).

Endnote

The inspiration for this paper comes from reading Kimbrough, Wu, and
Zhong’s paper from FMEC2000 as well as interesting conversations held
after the paper was presented. We have also benefitted from several long
discussions concerning GAs and GPs with Michael Gordon.
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