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Introduction

Increasing attention is being given to the e#glua~
tion of forecast errors of major U.S. econometric models.
Recent studies are Duggal, Klein, and McCarthy [2],
Eckstein, Green, and Sinai [3], Hirsch, Grimm, and
Narasimham [8], Fromm and Klein [4,5], and Haitovsky,
Treyz, and Su [6]. McNees [9] has also examined forecasts
of eleven macroeconomic variables over a six-quarter
horizon developed from eleven different econometric models.

In contrast to these studies, other forms of fore-
cast evaluation have been developed (Nelson [10], Newbold
and Granger [11l], and Cooper and Nelson [1]) which combine
econometric model forecasts with time series model fore-
casts, principally of the ARIMA type, to obtain a composite
forecast or index. In these works the composite is a
linear combination of forecasts in which the weights are
estimated by standard least squares procedures with the
constraint that such weights sum to 1. The latter property
reflects the assumption that the constituent forecasts
are unbiased estimates of actual values.

This investigation has three purposes: (1) to
assess the bias in the forecasts of three econometric
models--those of Data Resources Inc. (DRI), R. C. Fair,
and the U.S. Department of Commerce (often called the BEA
model); (2) to examine the correlation properties of the

time series of errors from these models as well as the



contemporaneous cross—-correlation between forecast model
errors; and (3) to examine the process of'combining fore-
casts from these models by means of principal components
analysis rather than by the methods used in Nelson [10],
Newbold and Granger [11], and Cooper and Nelson [l]. The
latter results are exploratory and are intended only as
a first step in a continuing study of the problem of com-
bining forecasts from several econometric and time series
models.

The basic data used in this study consist of the
actual and forecasted one quarter ahead changes in
the levels of three macroeconomic variables--GNP in current
dollars (GNP), unemployment rate (UR), and investment in
residential structures (RS) developed from the DRI, Fair,
and BEA models. The forecast period is from the third
quarter of 1970 to the second quarter of 1975. The data
are from those used in the McNees study [9]. The data
from the DRI and BEA models in our study are used with the
permission of the model proprietors; the Fair model is
available in the literature. All of the forecasts were
ex ante forecasts. Moreover, the forecasts do not neces-
sarily represent the unmodified outputs of the individual
models; in many cases the forecasts actually released have
been adjusted by model proprietors to reflect judgmental

considerations beyond those in the specification of




exogenous variables. The forecasts thus represent the

interaction of forecasters with their models.

Statistical Analysis of Forecast Errors

For a given quarter t, the underlying data which
we analyze consist of the actual quarterly changes in

the level of each of the three variables,

VGNP, = GNP_ - GNP, _;
VUR_ = UR_ - UR_;
VRS, = RS_ - RS__; t=1,2,...,20

and the ex ante forecast changes in these variables

developed from the DRI, Fair, and BEA models, which we
denote by

5 (3) Son (1) Sna(d)
vewe ), Vur.)', VRS

where j = 1,2,3 indicates the DRI, Fair, and BEA models
respectively. With this notation, one can denote an error
for the forecast of the change in GNP made by forecaster

j as

(3)y = (3) _ Jenp (3)
e(GNP ") = VGNP. VGNP

To examine bias in the forecasts the means of the

forecast errors and their standard deviations were




calculated and are shown in Table 1.
cant at the 10 percent level, supporting the hypothesis

that forecasts of quarterly change over the given period

are unbiased.

Table 1

Means and Standard Deviations of Forecast Errors

Only one is signifi-

Variable and Forecaster Mean

std.

Value of

Deviation t-~Statistic

Gross National Product

(1) DRI 0.815
(2) Fair 2.910
(3) BEA 1.390
Unemployment Rate
(1) DRI 0.035
(2) Fair 0.010
(3) BEA 0.030
Investment in
Residential Structures
(1) DRI 0.705
(2) Fair 0.275
(3) BEA 0.430

8.733
12.693
8.133

0.287
.358
0.225

o

1.539
2.369
1.643

(= e M e) o O

= o N

417
.025
.764

.546
.125
.596

.049
.519
.170

Turning to a consideration of the serial correla-

tion of the forecast errors, we use as the test statistic

the von Neumann ratio of the mean square successive dif-

ference of the errors to their variance (von Neumann [12])




which is, for forecaster j and for GNP,

20 : :
. ) (e(GNPéJ))- e(GNPéEi))z
vn(ewe ) = 7 t;g : ' .
(e (anp(3)) - Gane)))?
t=1

This statistic has mean and standard deviation

2n
E[VN] = 77
and
4n? (n-2)
o [VN] 3
(n+1) (n-1)

respectively. The acceptance of the null hypothesis that
no serial correlation exists, against the alternate
hypothesis that either positive or negative serial corre-
lation is present in the errors, is based on an examination
of the sampling distribution of the von Neumann statistic,
approximations of which appear in Hart [7]. At the 10
percent level of significance and for n = 20 the acceptance
region for this test is 1.37 S VN < 2.85. The results are
summarized in Table 2.

It is clear that, except for the errors associated
with the unemployment time series in the DRI and BEA
models, there is evidence of (positive) serial correlation

among the errors for each of the variables and models.




Table 2

Results of von Neumann Test of Serial Correlation

Value of Decision Concerning
Variable von Neumann  Null Hypothesis of
Statistic No Serial Correlation
‘Gross National Product
(1) DRI 1.23 Reject
(2) Fair 0.80 Reject
(3) BEA 1.36 Reject
Unemployment Rate
(1) DRI 1.62 Accept
(2) Fair 1.17 Reject
(3) BEA 1.88 Accept
Investment in
Residential Structures
(1) DRI 1.13 Reject
(2) Fair 0.65 Reject
(3) BEA 1.34 Reject

Up to this point we have studied relationships
among errors within a model. The question of whether
there is a correlation in forecast errors across models
can be considered by examining the contemporaneous cross-
éorrelations which appear in Table 3. Using a 10 percent
level of significance (the acceptance region for the test
is -.378 r g .378), one sees that all cross-correlations
are significant. Although the structures of the three

models differ in many important respects--different sizes




Table 3 N

Cross-Correlations of Forecast Errors
for GNP, UR, and RS

Forecasters GNP UR RS

DRI and Fair 0.797 0.774 0.649
Fair and BEA 0.819 0.420 0.729
BEA and DRI 0.807 0.610 0.496

of equation systems, different exogenous and endogenous
variables, and different lag structures--one concludes
nevertheless that the forecast errors for the same

variables from different models are correlated.

Analysis by Principal Components

The three models studied in this paper share a
similar model-building approach based upon a common under-
lying macroeconomic theory, and this approach appears to
embody an agreement as to ways of formulating this theory
in econometric equations. The significant cross-
correlations noted above also suggest that a dependency
structure exists between the outputs of forecasters. How
can this dependency be analyzed further? We approach this
problem by using methods of principal component analysis

in an attempt to discern factors among the several




forecasters which may be attributable in turn to various
similarities and differences in model-building strategy
and implementation.

Table 4 shows principal components calculated from
all twenty observations (1970.3 - 1975.2). It should be
emphasized that the principal components‘are based on the
ex ante forecast quarterly changes in levels of the vari-
ables GNP, UR, and RS. Finally, our calculations utilize
the sample covariance matrices of these observaticns rather
than correlation matrices because of the commensurability
of the units of measurement for each variable from each
forecaster.

It is clear that for all variables studied the
first two principal components alone explain nearly all
the total sample variance for all three forecasters. 1In
fact, the first principal component accounts for at least
83 percent of the total sample variance for each variable.
An examination of the magnitudes of the coefficients in
the first principal component of GNP and RS indicates that
BEA has the largest, followed in order by DRI and Fair.
For the variable RU, however, DRI has the largest coef-
ficient, followed by BEA and Fair. It may also be
interesting to observe that DRI and Fair have coefficients
of nearly equal magnitude for the variable GNP.

An examination of the second principal component
in Table 4 indicates that it contributes 13.64 percent

for GNP, 7.16 percent for RU, and 5.43 percent for RS.
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However, the pattern of magnitudes of the coefficients of
the second principal components shifts more markedly from
variable to variable than is the case for the first
principal components. The third principal components

are relatively unimportant.

Thus we see that although the models are highly
dissimilar in specific structure and detail only two
principal components account for at least 96 percent of
the total sample variance for all variables studied.
Unfortunately, we are unable at this time to give an
interpretation to the first two components which would
be helpful in studying the forecast generation process.
If an extension of this analysis to include other macro-
economic models should reveal that the first two principal
components dominate in a similar manner, however, such a
finding might render the search for an interpretation

worthwhile.

Regression on Principal Components

We turn now to the following problem: can,,
combinations of forecasts be formed which explainvthe
actual values better than the individual forecasts £hem-
selves? Nelson [10] and Cooper and Nelson [1] have
responded to such a question by using regression analysis
in which the actual values were regressed directly on the

individual forecasts (which also included time series

forecasts). 1In contrast to this approach, we engage in
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a regression type of analysis in which the explanatory
variables are the first two principal components.

We believe that our approach is superior because
it accommodates the presence of multicollinearity among
the forecasts produced by the various forecasters (the
principal component vectors being mutually orthogonal).
For example, in following the approach of Nelson we
found that least squares multiple regression of the actual
change on the forecast changes produced models having no
significant regression coefficients because of multi-
collinearity.

For purposes of exposition we present the results
of the regression on the first two principal components
for one variable only, the unemployment rate. Principal
components were calculated for the fifteen quarters
extending from the third quarter of 1970 to the first
quarter of 1974, as well as for intervals of 16, 17, 18,
and 19 quarters (all of which have the same initial
quarter). The results are summarized in Table 5.

It should be noted that in these regressions the
principal components were normalized to sum to 1, the
constants were constrained to be zero, and the regression
coefficients were estimated by least squares in order to
satisfy the constraint that the regression coefficients

sum to 1.
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Because these composites yield a smaller standard
error than the individual forecasts, it might be that such
poolings of the individual forecasters would lead to
forecasts which are superior to that of any forecaster.

The authors plan further investigation of this issue.
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