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Abstract

Project network techniques sucﬁ‘as‘PERT and CPM have been widely used
in the planning, scheduling, and control of large projects. Refineménts of
these techniques bn the part of practitioners and researchets have maée
existing procedures easier and less céstly to use, and new‘developments'in
related computer software and hardware hafe met the needs of suéh special
project énvironments as cost control, the;desirability of‘graphics, resource
allocation, and so on.

It is‘the purpose of tﬁis paper to discuss briefly two state-of-the-art
techniques that have been developed for the optimal scheddling, under con-
ditions of limited resources, of jobs (agtivities) which cannot be interrupted
once they are started. Recent advancés in tﬁis area have ﬁade it possible to
obtain schedules that are significantly more cost-effective than those pre-

viousiy obtainable.



The Impact of Limited Resources

Basic project scheduling methods provide start and finish times for
jobs within a project such that precedence relatiqpships only are not
viclated. For example, the application of the Critical path‘methdd (CPM)
to jobs in the project givén in Figure 1 and Eable 1 (ignoring crew or
resource requirements) results in the early-start schedule illustrated in
Figure 2. Here the shaded bars extend from the critical-path-determined
early-start time (ES) of each job to the critical-path-determined early-
finish time (EF) of each job.

ﬁasic PERT and CPM’schéguling techniques such as those illustrated
have provgn to be very useful in practiée, but are often inadequate when
resources are limited and when the actiQities of the project rquire the
simultaneous use of common-resources from a resource "pool." Under these
conditions, the competitioﬁ‘for resources results in scheduling conflicts.
Ultimatelf, the start o% certain jobs may be delayéd beyond their early-

< y
start times until the resources they require are freed by the completion of

competing jobs. The process of determining which jobs to schedule and which

to delay is termed resource conflict resolution. The manner in which conflicts

are resolved influences the length of time required to complete the entire

'

project, or different projects of a project set.

!
Resource conflict resolution, and the complexity involved in scheduling
jobs in this type of environment, can be appreciated by examining the project

given in our

example, in which six resources are in limited supply. In par-
ticular, we will assume that these limited resources are labor crews of various

types, as deécribed in Table 2. Other resources needed to complete the project
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Table 1
* Job Durations and Crew Requirements

(Maintenance Project)

Cre& Requirements Per Day .

Expected

Duration (Days)

Job

Number

1

NN v~ o

10

11
12

13

14 -
15

16

17

18

19

20
21
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Maximum Number of Crews Available Each Day

" _Crew_Type

Electrician
Carpenter
Sheet Metal
Plumber
General Labor

Structural Steel

Table 2

Number Available Each_Day
-7

10
10
16
18

13.
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are assumed to be in unlimited supply, and hence can be ignored atvour level of
scheduling detail. Each of the twenty jobs requires a specific complement of
crews in‘order to be completed in the expected time périod (duration) shown in
Table 1.

If one were to attempt to schedule these jobs manually, given the objective
of completing the project as soon as possible, he or she would immediately find
that jobs 1, 2, and 4 cannot be scheduled simultaneously (in parallel) according
to the critical path schedule.. Electrician, carpenter, geﬁer%l laﬁor, and
structurél steel créwéuare ﬁot avéilablelin»sufficient ﬁﬁﬁbers to schedule these
jobs at their early-startvtimés.' Hence, the initiation of one or moré of tﬁese
jobs must be delayed until the required crews become,a?ailable.; The question is,
whiqh jobs should be delayed? Obvioﬁsly, we would seléct to Qelay that job which
would have the least impact on the comp;etion time of theﬁproject;' But herein
lies the difficulty. Given the iﬁterrelated,nature of jobs in terms of precedence
requiiements and resour&eﬁcbnsumption, there is no straightforward method for
_identifying which jobs to schedule and which to aeiay; Each job that is scheduled
has the potential of affecting the start time of all parallel jobs-that use tﬁe
same types of crews. Furthermore, any job that is delayed has the potential of

delaying the starting time of all of its successor activities.

Heuristic Project Scheduling

In response to the complexity of scheduling in this environment, prac-
titioners have Aeveloped_computer programs [Gl‘which schedule job assignments
'using preprogrammed heuristics, or "rules of thumb," to resolve these resource
conflicts. One of the more effective of thgse‘ﬂeuristics [5] is called MINSLK °
or minimum total slack. Scheduling by this rule is accomplished as follows:
when activities "compete"‘for resources which are not available in sufficient

' ]
quantities to schedule all activities simultaneously, schedule those activities




with the least amount of slack or total float (as determined by a critical
path analysis of the problem): Figure 3 is a flow chart of the procedure used
to implement this heuristic decision rule. Note that a simulated clock advances
time and, in so doing, considers sorted lists of activities for resource assign-
ment at various sfages of schedule cpmplefion. The sorted list is comprised‘of
those activities (1) that haven't yét been'séheduled and (2) whose predecessors
are all completed. The sort is determined by the logic of the heuristic decision
rule: activities first on‘thé list are thoée with the least amount of
total float or slack and hence are considered "first" for resource assignment.
Figure 4 is a bar chart of the schedule developed using the MINSLK scheduling
heuristic for the Fiqure 1 project. Tabléué lists the corfesponding resource
usage for these 49 days. The hegristically determined project completion time
of 49 days is 17 days longer (49 - 32) than the critical paéh completion-time
estimate, due ﬁo the fact that activities of the project must compete for the
six types of labor crews available. The late fihish times (LF*) shown in Figure 4
are simply the critical-path-determined LF times extended by 17 days; The finish
tiﬁes of any of the jobs can be delayed up to LF* without extending the project
completion time beyond 49 days. In this sense, the notién'of total slack, repre-
sented by the nonshaded areé of the open bars, is the same as it was in Figure 2.
Due to limitations on resource:availability, however, it may not be possiblé to

find resource-feasible job completions times prior to LF* other than the assign-

ments shown in Figure 4.

Heuristic versus Optimal Methods

Heuristics such as the MINSLK rule have been widely adopted for scheduling
jobs when resources are limited because théy rationalize the scheduling process

and make it manageable. They have the advantages of being simple to understand,
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Fig. 3. Flow Chart of Heuristic Scheduling Program using MINSLK Decision Rule.



“f *HTa uT usaTh weTqoxd O3 UOTINTOS OTISTINSH ArpP-sUuTu-A3I0d

SAvd

'y BT

9l 1 21 O 8 9 ¥+ ¢

0OS 8 9P bb 2 O 8¢ 9O¢ bE 2¢ OF 82 92 ¥2 22 02 8l

1

EEEENEEEEENE

inn

NN ‘

ANy

L RN

| I

"sADp g JO unds 3|npayds
d1}s14naYy Uo pasoqy 47
"qof Aop_2 D 10}
juawiubisso a|qIspay Y

| AN
L , R

m
i
i

AR

.MV//& .

N

R

31 S3

HREEEENEE

~ AR

i EN

N
L

NN

NN

AN

N

,;.___,

TIIINTRR

- AN .

Ry T

RN

e

AN




=10~

Table 3
A 49-Day Hhuristic Schedule

Crews Used Each Day

MO~ OOUVNU NIV TSRS NUBNSN NSNS oy

Day 12 345
| 5 2 2 2 7
2 5 2 27 2 7
3 5 2 2 2.7
4 -5 2 2 2 7
5 ~5 2 2 2 7
6 5 2 2.2 7.
7 5 9 6.5 12
8 5 9 6 512
9 5 9° 6 5 12
10 7. 8 7 71 8
11 5 4 3 5 5
5 4 3 55,
13 5 4 3 5 5
14 S 4 35 5
15 5 4 3 5 5
‘16 . 7 6 6 12 10
17 . 7.6 6 12 1D
‘18 7 6 6 12 10
19 7 6 6 12 10
20 7 6 6. 12 10
21 . 7 6 6 6 17
22 7 6. 6 6 17
23 6 10 ‘8 6 16
24 6 10 8 6 16
25 '7.10 10 13 16
26 47 8 911
27 3 .07 6 8 11 11
28 3 7 6 8 11 11
29 5 4 4 100 7 12,
30 "5 4 4 10 .7 12
31 6 9 8 9 6 &4
32 6 9 8 9 6 4
33 5 .5 4 6 2 3
7 7 7 6 10 12
35 7 7 7 6 10 12
36 7 7 7 6 10 12
37. 7 7 7 6 10 12
' 38 7 7 7 6 10 12
39 L 5 4 2 3 4
40 & 5 4 2 3 4
41 & 5 4 2 -3 4
42 6 9 5 10 12 10
437 6 9 5 10 12
I ‘2 4 6 2 13"
45 2 4 6 2 3
46 ‘2 4 6 2 3
47 2 4 6 2 3
48 2 4 6 2 3
49 2 4 6 2 .3

N | oy
O N Y =)
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Heuristic

Percentage of
Problems for
Which Optimum

- Duration Found¥

MINSLK
LFT
RSM
‘GRD
RAN.
GRU
MJP
SIO

29%

20%

143

133 !
5%

2%

2%

1%

*Percentages computed include problems
-in which one or more heuristic sequencing

rules produced a minimum duration solution.

~Source: Davis, E. W., and J. H. Patterson, "Resource 'Based
" Project Scheduling: Which Rules Perform Best?", Project

Management Quarterly, December, 1975.

Fig. 5.

Percent of Problems for which Optimal Minimum Duration Solution Obtained.
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easy to apply, an@ very inexpensive to use in computer programs. Furthermore,
research has identified rules which generally provide good solutions'[4,5].

The difficulty in relying on heuristic methods, however, is that there
is no guarantee that the schedules déveloped are of minimum duration. Figure 5,
taken from.[5], shows the results obtained using a set of eight different
heuristic procedures to schedule activities of a project. Optimal (minimum
duration) solutions were found fo; only 40 percent of the problems attemptgd,
and the best heuristic procedure, the MINSLK rule described above, found optimal
sélﬁtiohs;f§r<only 29 percent of the problems attempted; One cdmmon response to
this problem is to try a series of heuristic prqced;:es.a#d then to select the
schedule‘ﬁifh minimﬁm dﬁratidn, an approach ?ﬂich’the‘authors fully endorse.
As Figure 5 illustrates, however, while this pfgcedure reduces the<uncertainty
about the "goodness" of the schedule, it by no\ﬁeans guarant;es that the schedule
of sho;test duration will be found. |

ﬁecent advances in the develdpment of optimal solution~pro§édures haQe
given practitioners more powerful tools with which to overcome the weaknesses
of theéé hegristics.:.The deéliniﬂg cost\of computing and the proliferation of
minicomputers‘ﬁave removed sbme of the financial constraints on their use.
Techniques now exist which can be used to provide optimal or near-optimal solu-
tions to many industrial and engineering resou;ce—based scheduling problems. We
will now exam;ne two of the'mofé_promising optimizing techniques.and-compare the

heuristic and the optimal schedules for the project in our example.

Optimal Procedures

The two optimal procedures we will consider [7,8] seek minimum-duration
schedules through the systematical evaluation of all possible job (activity)

assignments. Since the number of assignment combinations is large even for
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small problems, however, man? combinations must be evaluated implicitly rather

than explicitly, using rules based on network characteristics.

Stinson's Approach

Joel Stinson's [7] approach to the problem of determining tﬁe minimum-
dﬁration schedule for a set of activities uses a method that examihes subsets
of the jobs until all "good" combinations 6f these subsets have been evaluated.
Stinson's procedure systematically generates a "solution's ﬁree“ which will
ultimately contain the minimum-duration schedule. Nodes on this tree represent
partial project schedules, that is, feasible assignments for some of the jobs
in the project. Branches extend from a "parent" node to descendent nodes that
represent thé same "parent" parti%l schedule appended by the feasible assign;
ment of one or more additional jobs.

Generating such a solutioné tree wili uitimaéely résult in an exhaustive
enumerafion of all possible job aésignments from which the schedule of shortest

1
s

duration can be selected. However, not only is such an enumeration impractical

due to computer time and storage requirements, it isn't necessary. By

identifying partial schedules that dominate others, Stinson is able to prune

many nodes from the tree, a procedure which has the effect of implicitly enumer=-
ggigg_ail completions of the dominated schedules.

Figure 6 ghows an example of a solutions tree on which we have indicated
possible assignnments (partial solutions) for several of the first jobs of our
example projeét. As it relates to artificial intelligence, such a search scheme
is termed "breadth-first search"; that is, the procedure attempts to "look 'wide'"
for impfoved solutions to the prpblem and to identify as early as possible partial

schedules that dominate others. Looking at level 1, for example, we may find

that, given a limitation on resource (crew) availablity likeﬁthé one described,

|
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the solution in which job 1 is scheduled in the first time period dominates
(in the sense of producing a minimum duration solution) the solution in
which job 2 or job 4 is scheduled in the first period. 1In this case, we

would have implicitly enumerated all possible solutions in which job 2 or

job 4 would be scheduled duriﬁg the first time period; we need not consider
descendent nodes from these parent'pértial schedules any further. This is

the key concept in devising efficient branch-and-bound procedures.

Talbot and Patterson's Approach ‘

Our approach [8] as opposed to the one developed by Stinson, begins by
renumberih§ the jobs of the project such that jobs with the lower numbers

pbssess the least amounts of slack or -total float (similar to the MINSLK

heuristic rule). .Jobs are then cqngidered in numerical oréer for resource
assignment and scheduling. Whene&ér a jbb cannot be assigned in such a way
as to be completed within LF* determined by a heuristic procedure such as the
MINSLK heuristic, we backtrack to a preceding job. An attempt is then made
to schedule'the preceding job for completion léter‘in ité LF* time period,
with the provision that other -jobs qumbered higher on the list can also be
scheduled within their current LF* times. BAs each'improved (shorter duration)
solution is found, the LF* for each activity is reduced accordingly, and an
attempt is made to schedule ({(shift) all jobs within their revised ﬁF*‘time
perioas. If all jobs cannot be assigned within the revised LF* estimate, the
minimum duration schedule has been found. It is given by the previous solution
in which all jobs were écheauled.

Figure 7 gives a partial solutions tree for this procedure. 1In the language
of artificiél intelligence, sucﬁ‘é search procedure is termed "depth-first search";

that is, the procedure attempts to find a feasible solution rapidly by transvers-

ing down the solutions network, considering each of the jobs in the order given.
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“ASSIGN JOB 1°
TO A FEASTIBLE SCHEDULE

ASSIGN JOB 2
TO A FEASIBLE SCHEDULE

Enumeration is
complete when we
backtrack to

Job 1. '

— e

~

ASSIGN JOB 3
TO A FEASIBLE SCHEDULE
i

{
i o
3

E

ASSIGN JOB k o
TO A FEASIBLE SCHEDULE
| N

i
!
i

\

. BACKTRACK TO A PREVIOUS JOB
WHEN ‘THE CURRENT JOB CANNOT BE SCHEDULED

SRR V. —

ASSIGN THE LAST JOB S o
TO A FEASIBLE SCHEDULE

Figure 7

Depth-First Search Solutions Tree .
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The solution network for our procedure tends to branch out less than a
branch-and-bound procedure such as that developed by Stinson. Both
techniques, hdwevér[fuse épecial “éruning“:ruléskto e1iminate partial
solutions and hence to imBlicit;g enumerate the majority of. possible
solutions. )

Our implicit enumeration appréach differs from Stinson's primarily
in the manner in which we store schedules that have been evaluated and
the way we seek new job assignments. Basically, we store Lnly the cur-
rent beét schedule and the schédule cufrently ﬁnder evaluétion, whereas
Stinson stores the eptire (pruned) solution tfee. Copsequgntly, our
approach requireé significantly less éoﬁputer storage and may be used on
a number of the minicompufers évailablé tpdéy.

Recent experience indicates, hoyever, tﬁat Stinson's procedure seems
to require less computer time on the a;eragé'for larger projects than does
ours. Since both techniqués>can produce sxstematically improved heuristicv
schedulés as well as optimal schedules; the tréde-off facing a potential
user thus involves computer time versus computer sto?égek‘ Where large

computers are available to a project manager, Stinson's procedure is likely

to be preferred;¢wﬁere only small or minicomphters are available, our technique

is likely to be favored.
Figure 8 and Table 4 give the optimal sdlutiongfound by applying our
approach to the project éiyen in Figure 1 and Table 1. The project completion

time of 43 days has the obvious advantage over the heuristic solution of

freeing resources 6 days‘éarlier‘fof use in other projects. Additional potential

advantages would be. related to the good-will or revenue (bonuses) gained and the

costs or penalties avoided by fiﬁishing a project earlier 'than originally

scheduled.
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‘Table 4
|
* A 43-Day Optimal Schedule

Crews Used Each Day

Day 1 2 3 4 5 6
1 5 2 2 2 7 A
2 - 5, 2..2 . 2 7. &4
3 5 2 22 7 4

A 5 2 2 2 7 4
5 5 12 2 2 7 4
6 - 5 12 2 2 7 4
7 7 8 77 8 5
8 7 8 77 8. 5
9 7 '8 77 8 5

10 7 8 77 8 5.

11 5 4 3 5 5 4

12 .5 4 3 5 5 4

13 7 6 6 12 11 11

14 7 6 . 6 12 11 11

15 7 6 6 12 11 1

16 7 16 6 12 10 5 .

17 7 .6 6 12 10 5

18 7 6 6 6 17 8

19 7 .6 6 6 17 8

20 . 4 10 6 9 15 3

21 4 10 6 9 15 3

22 4. 10 6 9 15 3

23 6 10 8 6 16 4

24 6 10 8 6 16 4

25 7 10 10 13 16 6

26 6 | & 6 11 7 6

27 5 4 4 10 7 12

28 .77 6 8 6 11

29 7 7 6 8 6 11

30 7 7 6 .8 6 11

31 6 7 7 6 11 9

32 6 7 7 6 1 9

33 7 7 7 6 10 12

34 7 7 7 6 10 12

35 7 7 7 6 10 12

36 7 7 7 -6 10 12

37 7 7 7 6 10 12

38 6 9 10 &4 6 8

39 6 9 10 &4 6 8

40 6 9 10 4 6 8

41 3 10 8 9 8 6

42 3 .10 8 9 8 6

43 2 4 6 2 3 4
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Table 5 gives an indication of the rel;tive cost involved in using an
optimal-geeking technique. The heuristic ;olution of 49 days inqurred
about $.62 in related computer costs. Imp:oveé solutions oé 46 and 45~da¥s
were obtained for an additional $.02 eaqh beforehthe optimal solution of ;3
days was found, at an additional cost:of $2.58, Thus, the‘total estimated
cost of obtaining a minimum-guration schedule for the example project is $3.23.
The optimal schedule obtained is six days sho¥ter than the hefuistically
determined schedule, at an additional computation cost of only $2.61. Hencé
the benefits of optimal projéct scheduling in this case would:likely far
exceed the costs;

Unfortunately, me#hods ﬁave ﬁot yet been developed for efficient optimal
solving of all projgct’schedulingiproblems. As a rule of thuﬁb, we. have
found that'ﬁrojects cog;aining more thap 50 jobs and six resource types cannot.
often be optimaily solv;d in a cost-effective manner. However, projecté con-
taining more than 50 jobs ggg_benefit from the application of the optimal
procedures described. Both our approach and Stinson's can‘be stopped prematureiy
When the computational cost of coptinuihg becomes unattractive. A good, if %
perhaps suboptimal, solutionfis always ;vailable. For example, Table 5 indicateé

that if computation had been terminated at 1.0 seconds of computer time, an

improved solution of 45 days would have been obtained.

Summary
Recent advances in techniques of integer programming known as branch-
and-bound and implicit enumeration have made avéilable to the project manager
tools for optimally scheduling, the activities of a project where a limit on
resources causes some activiﬁies to be delayed. These procedures, when combined

with the greater speeds of current computers, are able to aid the project
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Table 5

Cost of ;Improved Solutions

Proje?t Time.tq L a Compgtar
Duration (Days) Obtain (Seconds) Cost

49 ~.009 § .62

46 o Lou 63

4 033 .65

43 | 5,163 ‘ 3.23

1

|
2 Cumulative CPU time on an Amdahl V/6 computer,
Includes time for some printed output.

b This is an estimate of the cumulative total cost at
commercial rates running our program on The University

" of Michigan's Amdahl V/6 computer in February 1979,

|
{

|
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manager in allocating scarce resources to the competing activities of a

project such that the allocation given is the optimal one for the criterion

of completing the project in as short a time as possible. The costs of

obtaining these optimal solutions have witnessed a dramatic decrease in

recent years, especially when compared to the cost savings which can result

from a better assignment of scarce resources.

1.
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