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1. Introduction

Consider the optimization problem

\[
\min \{ f_0(x) \mid x \in X \},
\]

where \( X = \{ x \in \mathbb{R}^n \mid f_i(x) \leq 0, i = 1, \ldots, m \} \) and \( f_i : \mathbb{R}^n \to \mathbb{R}, i = 0, 1, \ldots, m \), are continuously differentiable. Assume that \( X \neq \emptyset \). Denote \( I = \{ 1, \ldots, m \} \) and \( I^0 = I \cup \{ 0 \} \).

Let \( x \in X \) be a given feasible point of (1.1). Denote

\[
I(x) = \{ i \mid i \in I, f_i(x) = 0 \}.
\]

Recall that \( x \) is said to be a Fritz-John point of (1.1) if there is a vector \( (\tau, u) \in \mathbb{R} \times \mathbb{R}^m \) such that \( (\tau, u) \geq 0, (\tau, u) \neq 0 \) and

\[
\begin{cases}
\tau \nabla f_0(x) + \sum_{i=1}^{m} u_i \nabla f_i(x) = 0; \\
u_i f_i(x) = 0, \text{ for } i \in I; \\
f_i(x) \leq 0, \text{ for } i \in I.
\end{cases}
\]

(1.2)

We call such a pair \( (\tau, u) \) an FJ multiplier of \( x \), and denote the set of all possible FJ multipliers associated with \( x \) by \( M(x) \). If \( \tau \neq 0 \), then such an FJ point \( x \) is also a Karush-Kuhn-Tucker (KKT) point of (1.1).

Given \( x^1 \in X \), methods of feasible direction [1, 19, 24, 26, 35] for solving (1.1) construct a sequence \( \{ x^k \}_{k=1}^{\infty} \) such that, for all \( k \),

\[
x^k \in X
\]

(1.3)

and

\[
f_0(x^{k+1}) \leq f_0(x^k).
\]

(1.4)

These two conditions turn out to be important in their own right in many contexts, e.g., (i) when the objective function is not well defined outside the feasible set \( X \) or (ii) in real-time applications, when it is crucial that a feasible solution is available at the next "stopping time" (see [22] for discussion of optimization problems arising from design problems).

Some methods for solving (1.1), such as SQP type algorithms, stop at a KKT point of (1.1) [1, 5, 10, 13, 14, 18, 24, 25, 26, 27, 34]. In the following example, no KKT point exists, though the problem has a unique solution, FJ point, and bounded level sets. Methods that only stop at KKT points may not work for this example.

**Example 1.1** Consider the problem (P1):

\[
\begin{align*}
\min \ f_0(x) & := (x_1)^2 + x_2 + (x_3)^2 \\
\text{s.t. } \ f_1(x) & := x_1 + 5(x_3)^2 \leq 0, \\
& \ f_2(x) := -x_1 - (x_2)^5 \leq 0.
\end{align*}
\]

It is not hard to verify the following properties:

(a1) (P1) has a unique solution \( x^* = (0, 0, 0)^T \);
(b1) (P1) has a unique FJ point $x^* = (0, 0, 0)^T$;
(c1) (P1) does not have a KKT point;
(d1) for any $C_0 > 0$, the level set $L(C_0) = \{x \in \mathbb{R}^3 \mid f_0(x) \leq C_0, x \in X\}$ is bounded;
(e1) for each $x \in X \setminus \{x^*\}$, the linear independence constraint qualification (LICQ) holds.

The following example shows that even if (1.1) has a KKT point, the solution of (1.1) is only an FJ point.

**Example 1.2** Consider the following problem (P2)

$$
\begin{align*}
\min & \quad f_0(x) := (x_1)^2 + x_2 \\
\text{s.t.} & \quad f_1(x) := -x_1 - (x_2)^5 \leq 0, \\
& \quad f_2(x) := x_1 + (x_2)^3 + (x_3)^2 \leq 0.
\end{align*}
$$

It is not hard to verify the following properties:

(a2) (P2) has a unique solution $x^* = (0, 0, 0)^T$;
(b2) $x^* = (0, 0, 0)^T$ is an FJ point of (P2), but it is not a KKT point of (P2);
(c2) (P2) has a KKT point $\bar{x} = (-1, 1, 0)^T$;
(d2) for any $C_0 > 0$, the level set $L(C_0) = \{x \in \mathbb{R}^3 \mid f_0(x) \leq C_0, x \in X\}$ is bounded.

From properties (a2) and (c2) of this example, even if the SQP type algorithms [1, 5, 10, 13, 14, 18, 24, 25, 26, 27, 34] work for (P2), they may not be able to find its solution.

Given an estimate $x \in X$ of the solution $x^*$ to the problem (1.1), Topkis and Veinott [35] generated a search direction using the following linear programming

$$
\begin{align}
\min & \quad v \\
\text{s.t.} & \quad \nabla f_0(x)^T d \leq v, \\
& \quad f_i(x) + \nabla f_i(x)^T d \leq v, \quad i \in I, \\
& \quad -1 \leq d_j \leq 1, \quad j = 1, \ldots, n.
\end{align}
$$

Like other feasible direction methods, once a feasible descent direction is obtained, a line search is needed for the Topkis-Veinott method. From [1] and [35], the Topkis-Veinott method works well for (P1) (also (P2)) though the SQP type methods mentioned above do not. However, the subproblem (1.5) is also a source of disadvantages associated with the Topkis-Veinott method. Due to linearity, (1.5) always produces extreme point solutions, and the directions obtained may therefore depend more on properties of the feasible set $X$ than on properties of the objective function $f_0$. Consequently, the convergence of the algorithm is, in general, slow and characterized by zigzagging.

The approach suggested in this paper is based on the above two examples and a modification of the subproblem (1.5) of the Topkis-Veinott method. In order to avoid nonuniqueness of the direction, the extreme point solution in (1.5) and the slow convergence behaviour of the Topkis-Veinott method, we introduce a penalty term in the objective function of (1.5) and some weights in the constraints of (1.5). More precisely, we use the following positive semi-definite quadratic problem to generate a search direction $d$ at an estimate $x \in X$ of the solution $x^*$ to the problem (1.1),

$$
\begin{align}
\min & \quad v + \frac{1}{2} d^T H(x) d \\
\text{s.t.} & \quad \nabla f_0(x)^T d \leq c_0 v, \\
& \quad f_i(x) + \nabla f_i(x)^T d \leq c_i v, \quad i \in I,
\end{align}
$$
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where $H(x)$ is a symmetric positive definite $n \times n$ matrix. We present the algorithm in Section 2 and establish its global convergence in Section 3.

It is known that the Topkis-Veinott method is globally convergent in the sense that every accumulation point of the iteration point sequence is an FJ point of the problem without any CQ. However, two questions remain: (I) Does the entire iteration point sequence converge to an FJ point of (1.1)? (II) Is such an FJ point a strict local minimum of (1.1)? Robinson [33] proved that if a KKT point satisfies the LICQ, the second-order sufficiency conditions (SOSC) and the strict complementarity slackness (SCS), then it is an isolated KKT point. This result has been widely used to prove the convergence of the entire iteration point sequence generated by algorithms for general nonlinear programming [33, 24, 25, 26, 27]. In 1982, Robinson [34] proved that if a KKT point satisfies the Mangasarian-Fromovitz constraint qualification (MFCQ) and the strong second-order sufficiency conditions (SSOSC), then it is an isolated KKT point. From this result and the fact that every FJ point of (1.1) is a KKT point if the MFCQ holds, we can easily deduce that if the MFCQ and the SSOSC hold, then the above question (I) has a positive answer. Recently, Qi and Wei [30] proved that the Robinson conditions can be reduced to the the positive linear independent regular condition (PLIRC) and the SSOSC. For question (II), Qi [29] proved, for LC1 optimization problem, that if a KKT point satisfies the SSOSC, then it is a strict local minimum.

In Section 4, we introduce an FJ function, an FJ1-SSOSC and an FJ2-SSOSC, and then prove, without any CQ, that (1) if an FJ point $z$ satisfies the FJ1-SSOSC, then there exists a neighborhood $N(z)$ of $z$ such that for any FJ point $y \in N(z) \setminus \{z\}$, $f_0(y) \neq f_0(z)$; (2) if an FJ point $z$ satisfies the FJ2-SSOSC, then it is a strict local minimum of (1.1). These results improve (a) the conditions for the convergence of the entire iteration point sequence generated by algorithms for general nonlinear programming [33, 24, 25, 26, 27] and (b) the conditions of a strict local minimum [29].

Consider the following two-stage stochastic programs with fixed recourse [2, 3, 4, 6, 7, 16, 31, 32, 36]

$$
\min P(x) + \phi(x) \\
\text{s.t. } Ax \leq b,
$$

where $P$ is a twice continuously differentiable convex function from $X \rightarrow \mathbb{R}$,

$$
\phi(x) = \int_{\mathbb{R}^n} \psi(\omega - Tx)\mu(\omega)d\omega,
$$

$$
\psi(\omega - Tx) = \max\{-\frac{1}{2}y^T H y + y^T(\omega - Tx) \mid Wy \leq q\},
$$

$H \in \mathbb{R}^{m \times m}$ is a symmetric positive definite matrix, $c \in \mathbb{R}^n$, $A \in \mathbb{R}^{r \times n}$, $b \in \mathbb{R}^r$, $T \in \mathbb{R}^{m \times n}$, $q \in \mathbb{R}^m$ and $W \in \mathbb{R}^{m_1 \times m}$ are fixed matrices or vectors, $\omega \in \mathbb{R}^m$ is a random vector and $\mu : \mathbb{R}^m \rightarrow \mathbb{R}_+$ is a continuously differentiable probability density function.

Since it is impossible generally to demand the exact evaluation of the function $\phi$ and its gradient, we always consider approximate problems of the form

$$
\min P(x) + \phi_N(x) \\
\text{s.t. } Ax \leq b,
$$

(1.7)
where
\[
\phi_N(x) = \sum_{i=1}^{N} \alpha_i \psi(\omega_i - Tx) \mu(\omega_i).
\] (1.8)

The weights \(\{\alpha_i\}_{i=1}^{N}\) and points \(\{\omega_i\}_{i=1}^{N}\) are generated by a form of multidimensional numerical integration rule. For the above problem (1.7), the calculation of the value of the objective function \(P(x) + \phi_N(x)\) at \(x^k\) requires solving \(N\) quadratic programs (\(i = 1, \ldots, N\))
\[
\psi(\omega_i - Tx^k) = \max\{-\frac{1}{2} y^T H y + y^T (\omega - Tx^k) \mid Wy \leq q\}.
\]

This implies that the following line search procedure
\[
f_0(x^k + \rho^k d^k) - f_0(x^k) \leq \sigma \rho^k \nabla f_0(x^k)^T d^k
\]
is very costly, where
\[
f_0(x) = P(x) + \phi_N(x).
\]
it is, therefore, an interesting issue to avoid a line search for such problems.

In Section 5, we prove that the unit step can be accepted by the proposed algorithm if the parameters \(c_i, (i \in I^0)\) are chosen large enough under the assumption that \(\nabla f_i (i \in I^0)\) are globally Lipschitz on \(\mathbb{R}^n\). This may be useful for solving the problems when \(f_i(x)\) and \(\nabla f_i(x)\), \(i \in I^0\), are extremely difficult to calculate at each point \(x\).

Throughout the paper, we denote the Euclidean norm of a vector \(w\) by \(\|w\|\) and \(\text{supp}(w) = \{i \mid w_i \neq 0\}\).

2. The algorithm

Algorithm 1

(Initialization). Let \(\sigma \in (0, 1), \rho \in (0, 1), c_i > 0, (i \in I^0)\); choose \(x^1 \in X\) and a symmetric positive positive matrix \(H_1 \in \mathbb{R}^{n \times n}\); set \(k = 1\).

Step 1: Solve the following subproblem
\[
\begin{align*}
\min & \quad v + \frac{1}{2} d^T H_k d \\
\text{s.t.} & \quad \nabla f_0(x^k)^T d \leq c_0^k v, \\
& \quad f_i(x^k) + \nabla f_i(x^k)^T d \leq c_i^k v, \quad i \in I.
\end{align*}
\] (2.1)

Let \(((d^k)^T, v_k)^T\) be one of its solutions.

Step 2: If \(((d^k)^T, v_k)^T = 0\), \(x^k\) is a Fritz-John (FJ) point for (1.1), stop.

Step 3: Let \(j_k\) be the smallest nonnegative integer \(j\) such that
\[
f_0(x^k + \rho^k d^k) - f_0(x^k) \leq \sigma \rho^j \nabla f_0(x^k)^T d^k
\] (2.2)
and
\[
f_i(x^k + \rho^k d^k) \leq 0, \quad i \in I.
\] (2.3)
Set $t_k = ho^k$.

Step 4: Generate $c_i^{k+1} > 0$, for $i \in I^0$. Compute a new symmetric positive definite approximation matrix $H_{k+1}$ to the Hessian of the Lagrangian. Set $x^{k+1} = x^k + t_k d^k$, $k := k + 1$ and return to Step 1.

**Remark 2.1** There are many methods to solve (2.1). One may use the dual quadratic programming method of Kiwiel [17] and the interior point algorithms for convex quadratic programming of Daya and Shetty [9], Hertog, Roos and Terlaky [15], Goldfarb and Liu [12], Monteiro and Adler [20], Monteiro, Adler and Resende [21], and Ye and Tse [38]. In fact, if we let

$$P_k = (\nabla f_0(x^k), \nabla f_1(x^k), \ldots, \nabla f_m(x^k))^T$$

and

$$a^k = (0, -f_1(x^k), \ldots, -f_m(x^k))^T,$$

then the dual problem of (2.1) is

$$\min \frac{1}{2} y^T (P_k^T H_k^{-1} P_k) y + (a^k)^T y$$

subject to

$$\sum_{i=0}^m c_i^k y_i = 1,$$

$$y \geq 0,$$

where $y \in \mathbb{R}^{m+1}$. It is clear that (2.4) is a standard-form positive semi-definite convex quadratic programming problem. Hence, we can use the interior point algorithms mentioned above to solve (2.4).

Suppose that $y^k$ is one of the solutions of (2.4). Then

$$d^k = -H_k^{-1} P_k y^k$$

is a solution of (2.1). Notice that (2.4) is also a least-squares problem. One can also use other methods such as the methods given in [11] to solve (2.4).

The following proposition indicates that Algorithm 1 is well-defined.

**Proposition 2.1** For any given $k$, if $((d^k)^T, v_k)^T = 0$, then $x^k$ is an FJ point of (1.1). If $((d^k)^T, v_k)^T \neq 0$ and $x^k \in X$, then there exists $\tau_k > 0$ such that for any $t \in [0, \tau_k]$

$$f_0(x^k + td^k) - f_0(x^k) \leq \sigma t \nabla f_0(x^k)^T d^k$$

and

$$f_i(x^k + td^k) \leq 0, \quad i \in I.$$

**Proof:** Since $((d^k)^T, v_k)^T$ is a solution of (2.1), we have the following Fritz-John conditions
(Theorem 4.2.6 of [1]),

\[
\begin{align*}
\bar{u}_k & H_k d_k + \sum_{i=0}^{m} \bar{u}_k^i \nabla f_i(x^k) = 0; \\
\sum_{i=0}^{m} c_i^k \bar{u}_i^k & = \bar{u}_{k-1}; \\
\bar{u}_0^k (\nabla f_0(x^k)^T d_k - c_0^k v_k) & = 0; \\
\bar{u}_i^k (f_i(x^k) + \nabla f_i(x^k)^T d_k - c_i^k v_k) & = 0, \quad \text{for } i \in I; \\
\nabla f_0(x^k)^T d_k & \leq c_0^k v_k; \\
f_i(x^k) + \nabla f_i(x^k)^T d_k & \leq c_i^k v_k, \quad \text{for } i \in I;
\end{align*}
\]

(2.5)

where \( \bar{u}_{k-1} \geq 0 \) and \( \bar{u}_k \geq 0 \) are some multipliers with \((\bar{u}_{k-1}, \bar{u}_k) \neq 0 \). From the second equality of (2.5), \( \bar{u}_{k-1} \neq 0 \). Hence, if we let

\[
u_i^k = \frac{\bar{u}_i^k}{\bar{u}_{k-1}^i}, \quad i \in I^0,
\]

then, the following Karush-Kuhn-Tucker (KKT) conditions for (2.1) hold,

\[
\begin{align*}
H_k d_k + \sum_{i=0}^{m} \nu_i^k \nabla f_i(x^k) & = 0; \\
\sum_{i=0}^{m} c_i^k \nu_i^k & = 1; \\
u_0^k (\nabla f_0(x^k)^T d_k - c_0^k v_k) & = 0; \\
u_i^k (f_i(x^k) + \nabla f_i(x^k)^T d_k - c_i^k v_k) & = 0, \quad \text{for } i \in I; \\
\nabla f_0(x^k)^T d_k & \leq c_0^k v_k; \\
f_i(x^k) + \nabla f_i(x^k)^T d_k & \leq c_i^k v_k, \quad \text{for } i \in I.
\end{align*}
\]

(2.6)

If \((d^k)^T, v_k) = 0\), then the above KKT conditions imply that there exist some multipliers \( \nu_i^k \geq 0 \) such that

\[
\sum_{i=0}^{m} \nu_i^k \nabla f_i(x^k) = 0;
\]

\[
\nu_i^k f_i(x^k) = 0, \quad \text{for } i \in I;
\]

\[
f_i(x^k) \leq 0, \quad \text{for } i \in I;
\]

therefore, \( x^k \) is an FJ point for (1.1) and the proof of the first part of this proposition is completed.

We prove now the second part of this proposition. From Step 1, since \((d^T, v) = (0, 0)\) is a feasible solution of (2.1), we have

\[
\nabla f_0(x^k)^T d_k \leq c_0^k v_k \leq -\frac{c_0^k}{2} (d^k)^T H_k d_k,
\]

(2.7)
which implies that \( d^k = 0 \) if and only if \( v_k = 0 \). If \( ((d^k)^T, v_k)^T \neq 0 \), then \( d^k \neq 0 \) and
\[
v_k \leq -\frac{1}{2} (d^k)^T H_k d^k < 0.
\]

Therefore,
\[
\nabla f_0(x^k)^T d^k \leq -\frac{c_0^k}{2} (d^k)^T H_k d^k < 0 \tag{2.8}
\]
and
\[
f_i(x^k) + \nabla f_i(x^k)^T d^k \leq -\frac{c_i^k}{2} (d^k)^T H_k d^k < 0, \text{ for } i \in I. \tag{2.9}
\]

If we let
\[
q_k(t) = f_0(x^k + t d^k) - f_0(x^k) - \sigma t \nabla f_0(x^k)^T d^k,
\]
then, we obtain, from (2.8), that
\[
q_k(t) = t \nabla f_0(x^k)^T d^k + o(t) - \sigma t \nabla f_0(x^k)^T d^k
\]
\[
= (1 - \sigma) t \nabla f_0(x^k)^T d^k + o(t)
\]
\[
\leq -\frac{(1 - \sigma) c_0^k}{2} (d^k)^T H_k d^k t + o(t),
\]
which implies that there exists \( \tau_0^k > 0 \) such that for any \( t \in [0, \tau_0^k] \),
\[
q_k(t) \leq 0. \tag{2.10}
\]

Similarly, for \( i \in I_k = \{ i : f_i(x^k) = 0, i \in I \} \), from (2.9) and
\[
f_i(x^k + t d^k) = f_i(x^k) + t \nabla f_i(x^k)^T d^k + o(t)
\]
\[
= t \nabla f_i(x^k)^T d^k + o(t)
\]
\[
\leq -\frac{c_i^k}{2} (d^k)^T H_k d^k t + o(t),
\]
we have \( \tau_i^k > 0 \) such that for any \( t \in [0, \tau_i^k] \),
\[
f_i(x^k + t d^k) \leq 0. \tag{2.11}
\]

For \( i \in I \setminus I_k \), from the continuity of \( f_i \) and \( f_i(x^k) < 0 \), we have \( \tau_i^k > 0 \) such that for any \( t \in [0, \tau_i^k] \),
\[
f_i(x^k + t d^k) \leq 0. \tag{2.12}
\]

Let \( \tau_k = \min\{\tau_i^k \mid i \in I^0\} \), the conclusion follows from (2.10), (2.11) and (2.12). Q.E.D.

Remark 2.2 It is worth noting that, for any given FJ point \( x \) of (1.1), if the MFCQ holds, i.e.,
(H) there is a vector \( z \in \mathbb{R}^n \) such that
\[
\nabla f_i(x)^T z < 0, \quad \text{for} \quad i \in I(x),
\]
than such an FJ point \( x \) is also a KKT point of (1.1). Furthermore, if \( f_i, i \in I^0 \) are convex, then the KKT point is also an optimal point of (1.1). In this paper, we do not assume (H) holds. Therefore, Algorithm 1 generates only an FJ point of (2.1).

3. Global convergence

Throughout the sequel, the following conditions are assumed to hold.

(A1) For \( i \in I^0 \),
\[
0 < \liminf_{k \to \infty} c_i^k \leq \limsup_{k \to \infty} c_i^k < +\infty;
\]

(A2) the Hessian estimates \( \{H_k\}_{k=0}^{\infty} \) are bounded, i.e., there exists a scalar \( C_1 > 0 \) such that for all \( k \),
\[
\|H_k\| \leq C_1; \tag{3.1}
\]

(A3) there exists a scalar \( C_2 > 0 \) such that, for all \( k \), the Hessian estimates satisfy
\[
d^T H_k d \geq C_2 \|d\|^2, \quad \text{for any} \quad d \in \mathbb{R}^n. \tag{3.2}
\]

**Theorem 3.1** Assume that (A1)-(A3) hold. Then Algorithm 1 described in Section 2 either stops at an FJ point or generates a sequence \( \{x^k\}_{k=1}^{\infty} \) for which each accumulation point is an FJ point of (1.1).

**Proof:** The first statement is obvious by using Proposition 2.1. Thus, suppose that there exists an infinite index set \( \mathcal{K} \) such that \( \{x^k\}_{k \in \mathcal{K}} \rightarrow x^* \). From (2.7), we have for \( k \in \mathcal{K} \),
\[
-\|\nabla f_0(x^k)\|\|d^k\| \leq c_0^k v_k \leq \frac{1}{2} C_2 c_0^k \|d^k\|^2,
\]
which implies that for \( k \in \mathcal{K} \),
\[
\|d^k\| \leq \frac{2}{C_2 \liminf_{k \in \mathcal{K}} c_0^k \|\nabla f_0(x^k)\|} \|\nabla f_0(x^k)\| \tag{3.3}
\]
and
\[
|v_k| \leq \frac{2}{C_2 (\liminf_{k \in \mathcal{K}} c_0^k)^2} \|\nabla f_0(x^k)\|^2. \tag{3.4}
\]
The second equality of the KKT conditions for (2.1), (A1), (3.3) and (3.4) imply that we may assume, without loss of generality, that
\[
\lim_{k \in \mathcal{K}, k \to \infty} d^k = d^*; \quad \lim_{k \in \mathcal{K}, k \to \infty} v_k = v^*;
\]
\[
\lim_{k \in \mathcal{K}, k \to \infty} u_i^k = u_i^*; \quad \lim_{k \in \mathcal{K}, k \to \infty} c_i^k = c_i^*, \quad \text{for} \quad i \in I^0.
\]
It is clear that \( d^* = 0 \) if and only if \( v_* = 0 \). We assume by contradiction that \( x^* \) is not an FJ point of (1.1). From the KKT conditions for (2.1), we can deduce that \( d^* \neq 0 \). On the other hand, from (2.8) and (2.9), we have
\[
\nabla f_0(x^*)^T d^* \leq -\frac{C_2c_0^2}{2}\|d^*\|^2 < 0
\]
and
\[
f_i(x^*) + \nabla f_i(x^*)^T d^* \leq -\frac{C_2c_i^+}{2}\|d^*\|^2 < 0, \quad \text{for } i \in I^0.
\]
Therefore, there exists \( \delta > 0 \) such that for all \( k \in \mathcal{K}, k \) large enough,
\[
\nabla f_0(x^k)^T d^k \leq -\delta, \quad (3.5)
\]
\[
\nabla f_i(x^k)^T d^k \leq -\delta, \quad \text{for } i \in I(x^*), \quad (3.6)
\]
and
\[
f_i(x^k) \leq -\delta, \quad \text{for } i \in I \setminus I(x^*). \quad (3.7)
\]
Similar to the proof of Proposition 2.1, using (3.5), (3.6) and (3.7), we can prove that there exists \( \tau_* > 0 \), such that for \( k \in \mathcal{K}, k \) large enough,
\[
t_k \geq \tau_* > 0. \quad (3.8)
\]
From (2.2), (3.5) and (3.8), we have, for \( k \in \mathcal{K}, k \) large enough,
\[
f_0(x^{k+1}) - f_0(x^k) \leq -\sigma \delta \tau_*,
\]
which contradicts the fact that \( f_0(x^{k+1}) - f_0(x^k) \rightarrow 0 \) as \( k \rightarrow \infty \). The proof is completed. Q.E.D.

The following proposition shows that the existence of an accumulation point in the sequence generated by Algorithm 1 induces some regularity properties on this sequence.

**Proposition 3.1** Assume that (A1)-(A3) hold. Suppose that the sequence \( \{x^k\}^\infty_{k=1} \) generated by Algorithm 1 has an accumulation point. Then
\[
\lim_{k \rightarrow \infty} \|x^{k+1} - x^k\| = 0. \quad (3.9)
\]

**Proof:** Since \( f_0(x^k) \) is monotonically decreasing, existence of an accumulation point of \( \{x^k\}^\infty_{k=1} \) and continuity of \( f_0 \) imply that the sequence \( \{f_0(x^k)\}^\infty_{k=1} \) is convergent. From
\[
f_0(x^k + t_k d^k) - f_0(x^k) \leq \sigma t_k \nabla f_0(x^k)^T d^k,
\]
\[
\nabla f_0(x^k)^T d^k \leq -\frac{C_2c_0^2}{2}\|d^k\|^2
\]
and (A1), we have
\[
\lim_{k \rightarrow \infty} t_k \|d^k\|^2 = 0,
\]
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which implies that
\[
\lim_{k \to \infty} t_k \|d^k\| = 0. \quad (3.10)
\]
Since
\[
\|x^{k+1} - x^k\| \leq t_k \|d^k\|,
\]
the claim follows (3.10). Q.E.D.

**Proposition 3.2** Let Z denote the set of all possible accumulation points of \(\{x^k\}_{k=1}^\infty\). If \(Z \neq \emptyset\), then either \(Z\) is a singleton or \(Z\) is a connected set.

**Proof:** The claim follows (3.9) and Remark 14.1.1 in [23]. Q.E.D.

4. **Local structure of FJ points and the convergence of the entire iteration point sequence**

In order to study the convergence of the sequence \(\{x^k\}_{k=1}^\infty\), it suffices to show that \(Z\) is a singleton. In doing so, we need some strong regularity assumptions on the functions involved in problem (1.1).

For any \(x \in \mathbb{R}^n\) and any \((\tau, u) \in \mathbb{R} \times \mathbb{R}^m\), denote by \(FJ(x, \tau, u)\) the FJ function
\[
FJ(x, \tau, u) = \tau f_0(x) + \sum_{i=1}^m u_i f_i(x).
\]
Let
\[
F_{\tau, u}(x) \equiv \nabla_x FJ(x, \tau, u) = \tau \nabla f_0(x) + \sum_{i=1}^m u_i \nabla f_i(x).
\]
In what follows, in addition to (A1)-(A3), we assume that the following condition holds:

(A4) For each \(i \in I^0\), \(\nabla f_i\) is locally Lipschitzian, i.e., \(f_i\) is an LC^1 function.

In general, assume that \(F : \mathbb{R}^n \to \mathbb{R}^m\) is locally Lipschitzian. By Rademacher’s Theorem, \(F\) is differentiable almost everywhere. Let \(D_F\) be the set where \(F\) is differentiable. Then the generalized Jacobian of \(F\) at \(x\) in the sense of Clarke [8] is
\[
\partial F(x) = \text{co}\{ \lim_{\substack{z^k \to x \\text{in}\, D_F}} \nabla F(x^k) \}. \quad (4.1)
\]
In [28], the author introduced
\[
\partial_B F(x) = \{ \lim_{\substack{z^k \to x \\text{in}\, D_F}} \nabla F(x^k) \}.
\]
\(F\) is said to be semismooth at \(x \in \mathbb{R}^n\) if \(F\) is Lipschitz continuous in an open neighbourhood of \(x\) and the limit
\[
\lim_{\substack{D \in \partial F(x+td') \\text{at}\, Dd \\to 0 \\text{in}\, Dd' \to 0^+}} Dd
\]
exists for any vector \( d \in \mathbb{R}^n \).

**Definition 4.1** Let \( z \) be an FJ point of (1.1). We say that the point \( z \) satisfies the **FJ1 strong second-order sufficiency conditions** (FJ1-SSOSC) if for any FJ multiplier \((\tau, u) \in M(z)\), all \( V \in \partial F_{\tau,u}(z) \) are positive definite on the following set

\[
G_1(z, \tau, u) = \{ d \in \mathbb{R}^n \mid \nabla f_0(z)^T d = 0, \ \nabla f_i(z)^T d = 0 \text{ for } i \in \text{supp}(u), \ \nabla f_i(z)^T d \leq 0, \text{ for } i \in (I(z) \setminus \text{supp}(u)) \}.
\]

**Definition 4.2** Let \( z \) be an FJ point of (1.1). We say that the point \( z \) satisfies the **FJ2 strong second-order sufficiency conditions** (FJ2-SSOSC) if for any FJ multiplier \((\tau, u) \in M(z)\), all \( V \in \partial F_{\tau,u}(z) \) are positive definite on the following set

\[
G_2(z, \tau, u) = \{ d \in \mathbb{R}^n \mid \nabla f_0(z)^T d \leq 0, \ \tau \nabla f_0(z)^T d = 0, \ \nabla f_i(z)^T d = 0 \text{ for } i \in \text{supp}(u), \ \nabla f_i(z)^T d \leq 0, \text{ for } i \in (I(z) \setminus \text{supp}(u)) \}.
\]

It is clear that if an FJ point \( z \) satisfies the FJ2-SSOSC, then \( z \) satisfies the FJ1-SSOSC. If \( \tau \neq 0 \), then \( G_1 = G_2 \), the FJ1-SSOSC and the FJ2-SSOSC become the SSOSC introduced by Robinson [34].

The following second-order mean value theorem for \( LC^1 \) functions can be found in [29].

**Lemma 4.1** Suppose that \( f : W \to \mathbb{R} \) is an \( LC^1 \) function on \( W \), where \( W \) is an open subset of \( \mathbb{R}^n \). Let \( P = \nabla f \). Then for any \( x, y \in W \), there exists \( t \in [0, 1] \) and \( V \in \partial P(x + t(x - y)) \) such that

\[
f(y) - f(x) - \nabla f(x)^T (y - x) = \frac{1}{2} (y - x)^T V (y - x).
\]

**Theorem 4.1** Suppose that \( z \) is an FJ point of (1.1). If \( z \) satisfies the FJ1-SSOSC, then there exists a neighborhood \( N(z) \) of \( z \), such that for any FJ point \( y \in N(z) \setminus \{z\} \),

\[
f_0(z) \neq f_0(y).
\]  

**Proof.** Suppose, by contradiction, that such a neighborhood \( N(z) \) of \( z \) does not exist. Then there exists an FJ point sequence \( \{z^k\}_{k=1}^\infty \) such that \( z^k \neq z \),

\[
\lim_{k \to \infty} z^k = z
\]  

and

\[
f_0(z^k) = f_0(z).
\]  

For any given \( k \), since \( z^k \) is an FJ point of (1.1), we have \((\bar{\tau}_k, \bar{u}^k) \in M(z^k)\). Let

\[
(\tau_k, u^k) = \frac{(\bar{\tau}_k, \bar{u}^k)}{\| (\bar{\tau}_k, \bar{u}^k) \|}.
\]

Then \((\tau_k, u^k) \in M(z^k)\) and \(\| (\tau_k, u^k) \| = 1\). We may assume, without loss of generality, that

\[
\lim_{k \to \infty} (\tau_k, u^k) = (\tau, u).
\]  
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From the FJ conditions at $z^k$ and $(\tau_k, u^k) \in M(z^k)$, we have, for all $k$,
\[
\begin{align*}
\tau_k \nabla f_0(z^k) + \sum_{i \in I} u_i^k \nabla f_i(z^k) &= 0; \\
u_i^k f_i(z^k) &= 0, \text{ for } i \in I; \\
f_i(z^k) &\leq 0, \text{ for } i \in I.
\end{align*}
\]
which combining with (4.3) and (4.5) implies
\[
\begin{align*}
\tau \nabla f_0(z) + \sum_{i \in I} u_i \nabla f_i(z) &= 0; \\
u_i f_i(z) &= 0, \text{ for } i \in I; \\
f_i(z) &\leq 0, \text{ for } i \in I.
\end{align*}
\]
Hence, $(\tau, u) \in M(z)$ and
\begin{equation}
F_{\tau,u}(z) = 0. \tag{4.6}
\end{equation}
Since $z^k$ is an FJ point of (1.1), we have $f_i(z^k) \leq 0$ for $i \in I$, which combining with (4.4) and the facts that $u_i f_i(z) = 0$ and $(\tau, u) \geq 0$, implies, for all $k$,
\begin{equation}
FJ(z, \tau, u) = \tau f_0(z) + \sum_{i \in I} u_i f_i(z) \geq \tau f_0(z^k) + \sum_{i \in I} u_i f_i(z^k) = FJ(z^k, \tau, u). \tag{4.7}
\end{equation}
By Lemma 4.1, we have
\begin{equation}
FJ(z^k, \tau, u) = FJ(z, \tau, u) + F_{\tau,u}(z)(z^k - z) + \frac{1}{2}(z^k - z)^T V(z^k - z), \tag{4.8}
\end{equation}
where $V_k \in \partial F_{\tau,u}(z + t_k(z^k - z)), 0 \leq t_k \leq 1$. By (4.6), (4.7) and (4.8), we have for all $k$,
\begin{equation}
(z^k - z)V_k(z^k - z) \leq 0. \tag{4.9}
\end{equation}
By (4.1) and the Carathéodory Theorem, $V_k$ can be approximated by a convex combination of $\nabla F_{\tau,u}(z_j^k)$, where $z_j^k \in D_{F_{\tau,u}}$ are close to $z + t_k(z^k - z)$ as we wish, $j = 0, ..., n$. Thus, we may choose $z_j^k \in D_{F_{\tau,u}}, z_j^k \rightarrow z$ as $l \rightarrow \infty$ for $j = 0, ..., n$ such that
\[
\|V^k - \sum_{j=0}^n \lambda_j^k \nabla F_{\tau,u}(z_j^k)\| \leq \frac{1}{k},
\]
where $\sum_{j=0}^n \lambda_j^k = 1, \lambda_j^k \geq 0$ for all $k$ and $j = 0, 1, ..., n$. By (4.9), we have
\begin{equation}
\sum_{j=0}^n \lambda_j^k \left(\frac{z_j^k - z}{\|z_j^k - z\|}\right) \nabla F_{\tau,u}(z_j^k) \left(\frac{z_j^k - z}{\|z_j^k - z\|}\right) \leq O\left(\frac{1}{k}\right). \tag{4.10}
\end{equation}
Since $F_{\tau,u}$ is locally Lipschitzian, $\nabla F_{\tau,u}$ is locally bounded in $D_{F_{\tau,u}}$. Without loss of generality, by passing to a subsequence, we may assume that $F_{\tau,u}(z_j^k) \rightarrow V^j$ for $V^j \in \partial F_{\tau,u}(z)$ and
\[ \lambda_j^k \to \lambda_j \text{ as } k \to \infty. \] Then \( \sum_{j=0}^n \lambda_j = 1, \lambda_j \geq 0. \) Since \( \|z^k - z\| \to 0. \) we may also assume that \( d = \lim_{k \to \infty} \frac{x^k - z}{\|x^k - z\|}. \) With this consideration, letting \( k \to \infty \) in (4.10), we have
\[ \sum_{j=1}^n d^j V^j d \leq 0. \] (4.11)

On the other hand, for any \( i \in \text{supp}(u), \) since \( u_i^k \to u_i, \) there is \( k_i \) such that for all \( k > k_i, \) \( u_i^k > 0. \) Hence, for all \( k > l_i, i \in \text{supp}(u). \) Letting \( \bar{k} = \max \{k_i \mid i \in \text{supp}(u)\}, \) we have, for all \( k > \bar{k}, \) \( \text{supp}(u) \subseteq \text{supp}(u^k), \) and hence, for \( k > \bar{k}, \) that
\[ f_i(z^k) - f_i(z) = 0, \text{ for } i \in \text{supp}(u). \] (4.12)

By Taylor’s theorem, we have
\[ 0 = f_i(z^k) - f_i(z) = \nabla f_i(z)^T (z^k - z) + o(\|z^k - z\|). \]
Dividing the above equality by \( \|z^k - z\| \) and letting \( k \to \infty, \) we have
\[ \nabla f_i(z)^T d = 0, \text{ for } i \in \text{supp}(u). \] (4.13)

Similarly, from (4.4), we have
\[ \nabla f_0(z)^T d = 0. \] (4.14)

For \( i \in I(z), f_i(z) = 0. \) Thus, we have, from
\[ 0 \geq f_i(z^k) = f_i(z) + \nabla f_i(z)^T (z^k - z) + o(\|z^k - z\|) \]
\[ = \nabla f_i(z)^T (z^k - z) + o(\|z^k - z\|), \]
i.e.,
\[ \nabla f_i(z)^T (z^k - z) + o(\|z^k - z\|) \leq 0 \]
that, for \( i \in I(z) \)
\[ \nabla f_i(z)^T d \leq 0. \] (4.15)

The relations, (4.11), (4.13), (4.14) and (4.15), contradict the assumption that \( z \) satisfies the FJ1-SSOSC. Hence the claim holds. Q.E.D.

**Corollary 4.1** Assume that \( \{x^k\}^\infty_{k=0} \) is generated by Algorithm 1 and \( Z \neq \emptyset, x^* \in Z. \) If \( x^* \) satisfies the FJ1-SSOSC, then \( Z \) is a singleton and
\[ \lim_{k \to \infty} x^k = x^*. \] (4.16)

**Proof.** Suppose that \( Z \) is not a singleton. From Proposition 3.2, we have \( y^l \in Z \) such that \( y^l \neq x^* \) and \( \lim_{l \to \infty} y^l = x^*. \) Since for all \( k, f_0(x^{k+1}) < f_0(x^k) \) and there is a set \( K \) such that \( \lim_{k \in K} x^k = x^*. \) we have \( f_0(x^k) \to f_0(x^*), \) which implies that for all \( l, \)
\[ f_0(y^l) = f_0(x^*), \]
which contradicts Theorem 4.1. Hence \( Z \) is a singleton and (4.16) holds. Q.E.D.

We now show that the FJ2-SSOSC implies a strict local minimum of (1.1).
Theorem 4.2 Assume that an FJ point $z$ of (1.1) satisfies the FJ2-SSOSC. Then $z$ is a strict local minimum of (1.1).

Proof: Suppose not. Then there is a sequence $\{z^k\}_{k=1}^\infty$ such that $z^k \to z, z^k \neq z, f_i(z^k) \leq 0$ for $i \in I$ and

$$f_0(z^k) - f_0(z) \leq 0. \quad (4.17)$$

Without loss of generality, we may assume that

$$\lim_{k \to \infty} \frac{z^k - z}{\|z^k - z\|} = d.$$

Let $(\tau, u) \in M(z)$. Then

$$F_{\tau, u}(z) = 0.$$

Similar to the discussions of (4.6)-(4.11), we have

$$\sum_{j=1}^{n} d^T V^j d \leq 0. \quad (4.18)$$

Here $V^j$ has the same meaning as in the proof of Theorem 3.2.

For $i \in I$,

$$0 \geq f_i(z^k) = f_i(z) + \nabla f_i(z)^T (z^k - z) + o(\|z^k - z\|).$$

For $i \in I(z), f_i(z) = 0$. Thus, we have

$$\nabla f_i(z)^T (z^k - z) + o(\|z^k - z\|) \leq 0.$$

Dividing the above expression by $\|z^k - z\|$ and let $k \to \infty$, we have

$$\nabla f_i(z)^T d \leq 0, \quad (4.19)$$

for $i \in I(z)$.

From (4.17), we have

$$\nabla f_0(z)^T d \leq 0. \quad (4.20)$$

On the other hand, from the FJ conditions, we have

$$\tau \nabla f_0(z) + \sum_{i \in \supp(u)} u_i \nabla f_i(z) = 0,$$

which combining with (4.19), (4.20) and the fact that $\supp(u) \subseteq I(z)$, yields that

$$\nabla f_i(z)^T d = 0. \quad \text{for } i \in \supp(u), \quad (4.21)$$

and

$$\tau \nabla f_0(z)^T d = 0. \quad (4.22)$$

(4.18)-(4.22) contradict the assumption that $z$ satisfies the FJ2-SSOSC. Hence, the claim holds.

Q.E.D.

By using Theorem 3.1, Corollary 4.1 and Theorem 4.2, we have the following result.
Corollary 4.2 Suppose that (A1)-(A4) hold, \( \{x^k\}_{k=1}^\infty \) is generated by Algorithm 1. If \( \{x^k\}_{k=1}^\infty \) has an accumulation point \( x^* \) satisfying the FJ2-SSOSC, then \( x^* \) is a strict local minimum of (1.1) and \( x^k \to x^* \).

Example 4.1 Let \( \mathcal{N} = \{1, 2, \ldots\} \) and \( p \in \mathcal{N} \). Consider the following example (P3) with parameter \( p \),

\[
\begin{align*}
\min & \quad f_0(x) := (x_1)^2 + x_2 \\
\text{s.t.} & \quad f_1(x) := -x_1 - (x_2)^5 \leq 0, \\
& \quad f_2(x) := x_1 + (x_2)^{2p} + (x_3)^2 \leq 0.
\end{align*}
\]

It is not hard to verify the following properties.

(a3) (P3) has a unique solution \( x^* = (0, 0, 0)^T \);

(b3) \( x^* = (0, 0, 0)^T \) is an FJ point of (P3), but it is not a KKT point of (P3);

(c3) (P3) has a KKT point \( \tilde{x} = (-1, 1, 0)^T \) if \( p \in \{1, 2\} \);

(d3) for any \( c_0 > 0 \), the level set \( L(c_0) = \{x \in \mathbb{R}^3 \mid f_0(x) \leq c_0, x \in X\} \) is bounded.

Simple calculations yield that

\[
\begin{align*}
\nabla f_0(x^*) &= (0, 1, 0)^T, \\
\nabla f_1(x^*) &= (-1, 0, 0)^T, \\
\nabla f_2(x^*) &= (1, 0, 0)^T, \\
M(x^*) &= \{(0, a, a)^T \mid a > 0\}, \\
G_1(x^*, \tau_*, u^*) &= \{(0, 0, d_3)^T \mid d_3 \in \mathbb{R}\}, \\
G_2(x^*, \tau_*, u^*) &= \{(0, d_2, d_3)^T \mid d_2 \leq 0, d_3 \in \mathbb{R}\}.
\end{align*}
\]

For any \( (\tau_*, (u^*)^T)^T := (0, a, a)^T \in M(x^*) \),

\[
\begin{align*}
\nabla F_{\tau_*, u^*}(x^*) &= 2a \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{if } p = 1 \\
\n\end{align*}
\]

and

\[
\begin{align*}
\nabla F_{\tau_*, u^*}(x^*) &= 2a \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{if } p \in \mathcal{N} \setminus \{1\}.
\end{align*}
\]

Hence, if \( p = 1 \), then \( \nabla F_{\tau_*, u^*}(x^*) \) is positive definite in \( G_1(x^*, \tau_*, u^*) \) and \( G_2(x^*, \tau_*, u^*) \) for all FJ multipliers \( (\tau_*, (u^*)^T)^T \in M(x^*) \). Therefore, \( x^* \) satisfies the FJ1-SSOSC and the FJ2-SSOSC. Similarly, if \( p \in \mathcal{N} \setminus \{1\} \), then \( x^* \) satisfies the FJ1-SSOSC, but not the FJ2-SSOSC.

We consider \( \tilde{x} \) now. Keep in mind \( p \in \{1, 2\} \) in this case. Simple calculations yield that

\[
\begin{align*}
\nabla f_0(\tilde{x}) &= (-2, 1, 0)^T, \\
\nabla f_1(\tilde{x}) &= (-1, -5, 0)^T, \\
\nabla f_2(x^*) &= (1, 2p, 0)^T, \\
M(\tilde{x}) &= \{(\frac{5 - 2p}{11} a, \frac{4p + 1}{11} a, a)^T \mid a > 0\}, \\
G_1(\tilde{x}, \tilde{\tau}, \tilde{u}) &= \{(0, 0, d_3)^T \mid d_3 \in \mathbb{R}\}.
\end{align*}
\]
Since for any $\left(\bar{\tau}, (\bar{u})^T\right)^T \in M(\bar{x})$, $\bar{\tau} \neq 0$, we have
\[
G_2(\bar{x}, \bar{\tau}, \bar{u}) = G_1(\bar{x}, \bar{\tau}, \bar{u}).
\]
Since
\[
\nabla^2 f_0(\bar{x}) = \begin{pmatrix}
2 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
\[
\nabla^2 f_1(\bar{x}) = \begin{pmatrix}
0 & 0 & 0 \\
0 & -10 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
and
\[
\nabla^2 f_2(\bar{x}) = \begin{cases}
\begin{pmatrix}
0 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 2
\end{pmatrix} & \text{if } p = 1, \\
\begin{pmatrix}
0 & 0 & 0 \\
0 & 12 & 0 \\
0 & 0 & 2
\end{pmatrix} & \text{if } p = 2,
\end{cases}
\]
we have, for any $\left(\bar{\tau}, (\bar{u})^T\right)^T \in M(\bar{x})$, that
\[
\nabla F_{\bar{x}, \bar{u}}(\bar{x}) = \begin{cases}
\begin{pmatrix}
\frac{6}{11} & 0 & 0 \\
0 & -\frac{28}{11} & 0 \\
0 & 0 & 2
\end{pmatrix} & \text{if } p = 1, \\
\begin{pmatrix}
\frac{2}{11} & 0 & 0 \\
0 & \frac{42}{11} & 0 \\
0 & 0 & 2
\end{pmatrix} & \text{if } p = 2.
\end{cases}
\]
Hence, if $p \in \{1, 2\}$, then $\bar{x}$ satisfies the FJ1-SSOSC and the FJ2-SSOSC.

From the above discussions, we can see that, if we solve (P3) by Algorithm 1, then Algorithm 1 either stops at an FJ point or generates a sequence $\{x^k\}^\infty_{k=1}$ such that the sequence converges to an FJ point of (P3).

5. Unit steps

In Section 3, we have established global convergence for Algorithm 1. In this section, we will show that if we choose the parameters $c_i^k$ large enough, then a unit step will always be acceptable by (2.2) and (2.3). We also obtain some new results for (1.1).

In order to study the unit step, we need the following blanket assumption.

(A5) For each $i \in I^0$, there exists $L_i > 0$, such that for any $x \in \mathbb{R}^n$ and any $y \in \mathbb{R}^n$,
\[
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L_i\|x - y\|.
\]
Theorem 5.1 Suppose that (A1)-(A5) hold and \( \{x^k\}_{k=1}^\infty \) is generated by Algorithm 1. If
\[
\lim \inf_{k \to \infty} c_k^k \geq \frac{2L_0}{C_2(1 - \sigma)} \tag{5.1}
\]
and
\[
\lim \inf_{k \to \infty} c_i^k \geq \frac{2L_i}{C_2}, \quad \text{for} \ i \in I, \tag{5.2}
\]
then for \( k \geq 1 \),
\[
f_0(x^k + d^k) - f_0(x^k) \leq \sigma \nabla f_0(x^k)^T d^k, \tag{5.3}
\]
and
\[
f_i(x^k + d^k) \leq 0, \quad \text{for} \ i \in I. \tag{5.4}
\]

Proof: We first prove (5.3), i.e., \( q_k(1) \leq 0 \). For \( k \geq 1 \), from (2.8) and (A5), we have
\[
q_k(1) = \int_0^1 \nabla f_0(x^k + td^k)^T d^k dt - \sigma \nabla f_0(x^k)^T d^k
\]
\[
= (1 - \sigma) \nabla f_0(x^k)^T d^k + \int_0^1 (\nabla f_0(x^k + td^k) - \nabla f_0(x^k))^T d^k dt
\]
\[
\leq - \frac{(1 - \sigma)}{2} c_0^k(d^k)^T H_k d^k + L_0 ||d^k||^2
\]
\[
\leq - \frac{(1 - \sigma)}{2} c_0^k ||d^k||^2 + L_0 ||d^k||^2,
\]
which implies that if \( c_0^k \geq \frac{2L_0}{C_2(1 - \sigma)} \), \( q_k(1) \leq 0 \). Therefore, (5.3) follows (5.1).

We prove (5.4) now. For \( k \geq 1 \), from (2.9) and (A3) we have for each \( i \in I \),
\[
f_i(x^k + d^k) = (f_i(x^k) + \nabla f_i(x^k)^T d^k) + \int_0^1 (\nabla f_i(x^k + td^k) - \nabla f_i(x^k))^T d^k dt
\]
\[
\leq c_i^k v_k + L_i ||d^k||^2
\]
\[
\leq - \frac{c_i^k}{2} (d^k)^T H_k d^k + L_i ||d^k||^2
\]
\[
\leq - \frac{C_2 c_i^k}{2} ||d^k||^2 + L_i ||d^k||^2,
\]
which implies that if \( c_i^k \geq 2L_i \), then \( f_i(x^k + d^k) \leq 0 \). Hence (5.4) follows (5.2). Q.E.D.

Let \( X^0 \) denote the interior point set of \( X \) and \( X_{FJ} \) denote the FJ point set of (1.1). From the proof of Theorem 5.1, we have the following result.

Proposition 5.1 Suppose that \( f_i, i \in I \) satisfy (A5). If \( X \neq X_{FJ} \), then \( X^0 \) is nonempty.

Proof: Let \( z \in X - X_{FJ} \). For each \( i \in I \), choose \( c_i \) satisfying the following relation
\[
c_i \geq 2(L_i + 1). \tag{5.5}
\]
Consider the following minimization problem
\[
\min v + \frac{1}{2} d^T d,
\]
s.t. \( \nabla f_0(z)^T d \leq v \),
\[
f_i(z) + \nabla f_i(z)^T d \leq c_i v, \quad i \in I.
\]
Let $d^z$ be one of the solution. Since $z$ is not an FJ point for (1.1), then $d^z \neq 0$ by Theorem 3.1. Similar to the proof of Theorem 5.1, we have, for $i \in I$, that

$$f_i(z + d^z) \leq -\frac{c_i^z}{2} \|d^z\|^2 + L_i \|d^z\|^2$$

which implies that $f_i(z + d^z) < 0$ by using $d^z \neq 0$ and (5.5), i.e., $X^0 \neq \emptyset$. Q.E.D.

By Proposition 5.1, we have the following corollary.

**Corollary 5.1** Suppose that $f_i, i \in I$, satisfy (A5). If $X^0 = \emptyset$, then $X = X_{FJ}$.

By Theorem 5.1, we can present a variant of Algorithm 1 which does not employ a line search. The variant (Algorithm 2) is also globally convergent if the assumptions (A1)-(A5) hold.

**Algorithm 2** Initialization, Step 1 and Step 2 are the same as those given in Algorithm 1.

Step 3: If

$$f_0(x^k + d^k) - f_0(x^k) \leq \sigma \nabla f_0(x^k)^T d^k$$

and

$$f_i(x^k + d^k) \leq 0, \quad i \in I,$$

then go to Step 4. Otherwise, set

$$c_0^k := \begin{cases} c_0^k & \text{if (5.6) is satisfied,} \\ 2c_0^k & \text{if (5.6) is not satisfied} \end{cases}$$

and for $i \in I$,

$$c_i^k := \begin{cases} c_i^k & \text{if (5.7) is satisfied,} \\ 2c_i^k & \text{if (5.7) is not satisfied.} \end{cases}$$

Go to Step 1.

Step 4. Set $x^{k+1} = x^k + d^k, c_i^{k+1} = c_i^k, (i \in I^0)$ and $k := k + 1$, return to Step 1.

**Remark 5.1** It is worth pointing out that for all $k \geq 1$, $t_k = 1$ does not imply that $\{x^k\}_{k=1}^\infty$ superlinearly converges to an FJ point of (1.1). In fact, $d^k$ in general is not a Newton direction. Therefore, the proposed algorithm does not possess a superlinear convergence rate. For the feasible direction methods with superlinear convergence rate, we refer readers to [24, 26, 30].
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