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ABSTRACT

It has been shown in the literature that the manner in which empty de-
vices in a trip-based material handling system are dispatched affects the over-
all productivity of the handling svstem. Existing dispatching rules: 1. do not
assizn a move request until a device deposits a load and becomes empty: 2.
with the exception of one rule. do not allow an empty device to be reassigned
1o another move request: 3. do not consider all of the available information
such as the status of other devices) before assigning a move request: 4. may
lead to sizable empty travel (also known in industry as “dead heading™ ) which
teduces the efficiency of the system. In this paper. we present two new dis-
patching rules. namely. modified shortest-travel-time-first (MOD STTF) and
bidding-based-dvnamic-dispatching (B?D?). which address the above short-
comings and take advantage of information that should be readily available
i centrally controlled svstems. The latter rule also uses a new concept for
device dispatching in that all the devices (empty or otherwise) are allowed to
“nd” on incoming move requests. Simulation results indicate that. compared
to existing rules. both MOD STTF and B°D? improve system performance
considerably.

"This study was partially supported by Dr. Bozer's Presidential Young Investigator
Award under NSF Grant DDM -835852



1 Introduction and Assumptions

Material handling is an essential component of manufacturing. If the han-
dling system does not deliver the right parts at the right time, it often leads
to significant losses due to machine idling, missed due dates, and elevated
work-in-process (WIP). Widespread use of just-in-time (JIT) deliveries on the
factory floor has further increased the need for a responsive and efficiently
run material handling system. However, since material handling is generally
viewed as a "non-value added” operation, it typically receives less capital and
less investment priority than production equipment. Cbnsequently, coupled
with the cost of modern handling equipment (such as automated guided ve-
hicles or ergonomically designed lift trucks). many manufacturing concerns
Have a strong incentive to use their existing (or proposed) handling svstems
to therr maximum efliciency.

[he particular material handling svstem we address in this study 1s a
tnip-hased material handling svstem. .'\C(‘Ol‘di;lg to Srinivasan, Bozer. ;md
(“ho (1], a trip-based handling svstem consists of one or more self—powm*?wl
devices that operate independently and asynchronously. To move a unit
load. 1.e.. to serve a move request. the device must perform a trip, which
i~ composed of empty travel (from the current location of the device to the

~tation that placed the move request) followed by loaded travel. It is assumed



that a device moves only one unit load on each trip. Examples of trip-
based material handling systems include unit load automated guided vehicles
(AGVs), lift trucks, cranes, freight elevators, and manual handling systems
(where a person represents the device).

Consider the manufacturing system shown in Figure 1, where there is one
input/output (I/O) station and three processor stations. The I/O station
serves as an entry/exit point for the system while a processor station repre-
sents either a machine, a group of machines, or a pr'ocessing department. (Of
course. there may be mere than one I/0 station and all the processor stations
need not be identical.) Each station has a dedicated input queue and output
queue. Loads arriving at a station are deposited at the input queue of that
station. where they wait to be processed. Loads that are readyv to be moved
are placed in the output queue of that station. where they wait to be picked
up by a device. (Material handling within a station is not considered.) Loads
that arrive {from outside the system enter the output queue of an 1/0 station.
Loads that require no further processing are delivered to the input queue of
an 1/0 station where they are assumed 1o leave the system instantaneously.
Note that an empty (loaded) trip ()(‘('l‘lrﬁ from the input (output) queue of
one station to the output (input) quene of the other.

There are a number of issues involved in the design and operation of a
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Figure 1: A Trip-Based Material Handling System

trip-hased material handling system. The most notable design issues inclu te
the number of devices required and flow path design, while one of the i. -
operational issues is device dispatching. which is basically concerned with us-
signing each move request to one of the devices. (Depending on the particular
type of trip-based handling system involved, there could be other operatioral

Issues ranging from operator fatigue to battery charging; such issues are pe-



yond the scope of our study.) Existing dispatching rules in the literature —
and those typically used in industry — wait until a device becomes empty
before making the above assignment. Therefore, device dispatching has gen-
erally been referred to as empty device dispatching. In this study, we take a
more general view of dispatching and do not necessarily wait until a device
is empty before assigning a move request to it.

Assuming that the flow path and the flow volumes are given, and that the
empty or loaded travel routes among the stations are defined, the primar)
objective in device dispatching has been to reduce empty travel. Note that,
with the above assumptions. total loaded travel per time unit that must be
performed by all the devices is given and fixed. Hence, the efficiency of the
handhing svstem. and the resulting expected waiting times of move requests
at the output queues. to a large extent depends on how well empty device
travel 1~ managed.  Although empty trips are unavoidable ih virtually all
trip-based handling svstems. empty travel is unproductive and it increases
the tiune it takes for a device to serve a move request.

\We make the following remaining assumptions for the study:

I. Multiple job types are processed through the system. Each job
type. which is characterized by the sequence of stations it visits,

1s assumed to be of equal priority. The arrival rate of each job
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type entering the system is fixed.

Devices follow a well-defined flow path (or aisle structure) while
traveling; i.e., the path from one station to another is known and
given. An “intersection” is formed when two flow paths (or aisles)

cross each other.

The (empty or loaded) device travels at a constant speed indepen-

dent of the job type it serves.

. The devices do not interfere with one another; any congestion that

may exist 1s negligible.

. The processing time associated with each job on each processor is

a random variable with a known distribution.
Loads in each input queue are processed on a FCFS basis.

. The distance from the input queue to the output queue of a station

is negligible.

. Devices and machines never break down.

We present the above list to fully define the system we later simulate. As

it will become evident in section 3. sume of the above assumptions are made

only for simplicity and they are nof an inherent part of the two dispatching

rules we

present in this paper. namely. MOD STTF and B?D?. Since these
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rules (particularly B*D?) deviate significantly from existing rules and they
attempt to use existing information more effectively, we refer to them as
“intelligent” dispatching rules (although, strictly speaking, we have not used
artificial intelligencé techniques).

The remainder of the paper is organized as follows: in section 2 we review
existing dispatching rules in the literature. In section 3, we describe the MOD
STTF rule and the B*D? rule. Simulation results aimed at comparing the
performance of the above two rules against one another and against existing
rules are presented in section refsec-pe. Lastly, we summarize the results and

discuss possible future research directions in section 5.

2 Literature Review

There are a number of papers concerned with developing empty device dis-
patching rules. Egbelu and Tanchoco [2] proposed and evaluated the modified-
first-come-first-served (MFCFS) rule. among others. The NMFCFS rule differs
from the first-come-first-served (I'CFS) rule in that only the load at the head
of an output queue can issue a move request from that station. (Note that
MECFES does not attempt to reduce empty device travel; rather, it seems con-
cerned with allocating the material handling capacity more equitably among

the stations.) Using simulation. the authors compared the performance of



MFCFS with other rules such as random-work-center (RW), shortest-travel-
time-first (STTF), longest-travel-time-first (LTTF'), and maximum-outgoing-
queue-size (MOQS). Simulation results suggest that the MFCFS rule is supe-
rior to other dispatching rules if the input and output queue sizes are finite.
whereas, the STTF rule performs competitively with MFCFS if queue char-
acteristics are not considered. However, the results are based on only one
lavout with no replications, and the performance measures are not compre-
hensive. For example. the expected WIP in the input and output queues.
and the expected device utilization, are not reported.

Also. under STTF. some output queues backed up since a device would
deliver a load at station 7 and then serve another station even if there was
an unassigned move request waiting at the output queue of station /. This
wa~ primarily due to the layout and the fact that the output queue was not
necessarily located close to the input queue of a station. Such results show
that the pvr.formancF of the STTF rule can be lavout dependent and some
~tations may be “orphaned.”

Simulation was also used by Russell and Tanchoco [3] to evaluate four
empty vehicle dispatching rules: largest number in queue (LNQ), longest
waiting time (LWT). preferred order by nearest load (POR). and random

assienment (RAN). The results indicate that the LWT rule had the smallest



mean flow time while the LNQ rule reduced the average maximum queue
length. However, in both measures the best rule did not show a significant
difference over other rules, including STTF.

Hodgson, King, and Monteith [4] use a Markov Decision Process (MDP)
to develop a control strategy, namely, RULE, for material handling systems
with one unit load or double-load AGV. RULE is based on the characteri-
zation of the optimal control policy obtained from the MDP. Under RULE,
when a device becomes empty, a score is computedAfor each move request and
the empty device is assigned to the move request with the maximum score
(we refer the reader to [4] for details). An empty device assigned to a move
request can be reassigned to another move request since the above score is
recomputed at each station the empty vehicle must pass through.

The score computed for each move request 1s partly determined by three
parameter values specified by the user. The performance of RULE is likely
to be affected by these parameter settings. which are difficult to generalize.
The authors use simulation to compare RULE with STTF for small systems
with one unit load or one double-load AG\'. For a unit load AGV. the results
mndicate that RULE is at most 1.20% better than STTF in terms of through-
put and it improves the average output queue length by at most 5.4%. In a

subsequent study, King. Hodgson. and Monteith [5] use simulation to further

o



compare RULE with STTF in layouts with 7 to 14 stations and one or two
AGVs. The maximum improvement in the average (output) queue length
they report is approximately 14%.

Bartholdi and Platzman [6) proﬁosed and analyzed‘ a decentralized dis-
patching rule, namely, first-encountered-first-served (FEFS), for AGV sys-
tems where all the stations are arranged around a simple closed loop. Under
FEFS. an empty AGV travels along the loop to poll the stations and it servas
the first move request it encounters. For a static system (where a fixed sot
of move requests are given a priori), the authors show that, under FEFS,
the AGV" will travel no more than once around the loop beyond the optimal
number of revolutions required to serve all the move requests. Under dy-
namic conditions. they showed that the AGV will travel no more than twice
the minimum number of revolutions possible. Although the FEFS rule is a
simple. decentralized rule that may be effective in closed 106p svstems with
one or few ..\G\'s. it 1s not as effective as centralized rules used in general (). ...
non-circular) configurations (see. for example. Egbelu and Tanchoco [21

Han and McGinnis [7] developed the most significant move (MSM) rule .o
dispatch a microload storage/retrieval (S/R) machine with finite input and
output buffers. The MSM rule uses known processing times to determine the

due date at a given pickup station and computes a priority index fo: cach



station. The pickup station with the highest priority index is then selected.
The performance of MSM was compared against the MFCFS and STTF
rules via simulation. The authors empirically showed that, with buffer sizes
of one unit load each, the MSM rule performs better in terms of throughput.
However, when the buffer size is increased, the throughput difference between
the above rules is reduced. The MSM rule was not evaluated in a non-
deterministic setting with multiple devices (since microload AS/R systems
contain a single S/R machine in each aisle).

Srinivasan. Bozer and Cho (1] proposed an alternate modification to the
FCFS rule. namely, the MOD FCFS rule, where they attempt to reduce
unnecessary empty device travel that results with the FCFS rule. Under the
MOD FCES rule. upon delivering a load at station z, the empty device first
mspects the output queue of station :. If its empty, the device serves the
“oldest™ move request in the system (as in FCFS): otherwisel. the device 13
assigned to the load at the output queue of station z. The authors present an -
analvtical model to estimate svstem throughput under the MOD FCFS rule.
According to their simulation results. the MOD FCFS rule outperformed the
FOFS and MFCFES rules. and it was comparable to the STTF rule.

Sabuncuoglu and Hommertzheim [S] proposed a dyvnamic dispatching al-

gorithm (DDA) for scheduling machines and AGVs in a FMS with finite
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queue capacities. The DDA rule consists of four hierarchical levels to assign
jobs to AGVs. The four levels are: 1. identifying stations whose input and
output.buffers are full, 2. identifying the load in the central buffer area with.
the most available space in the destination input queue, 3. identifying the
starving workstations, 4. identifying a load which has the highest chance of
being processed earliest at the next workstation. To schedule a job on a ma-
chine. a priority index, based on known processing times and two subjective
scaling factors, is computed for each candidate joB in the input queue.

The authors use simulation to evaluate the performance of DDA against
two alternative machine/AGV scheduling rules, namely, shortest-processing-
time (SPT)/STTF and SPT/MOQS. They observed that when the machine
utilization is over 80%. the DDA rule has the smallest mean flow time. How-
ever. theyv did not investigate whether the improvement in mean flow time
was a result of better machine scheduling or better AGV dispatching. Fur-
thermore. the jobs are assigned to the AG\'s only one at a time.

In short. existing device dispatching rules: 1. do not assign a move request -
until a device deposits a load and becomes empty: 2. with the exception of
RULE. do not allow an emipty device to be reassigned to another move request
(reassignment under RULE is considered only at the stations an empty device

must pass through); 3. do not consider all of the available information (such
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as the status of other devices, which should be readily available in centrally
controlled systems) before assigning a move request; 4. may lead to sizable
empty travel (also known in industry as “dead heading”). |

Furthermore, results in the literature indicate that, except possibly for
special cases — such as the single-device microload AS/R system or a layout
where certain stations may be inadvertently “orphaned” — the STTF rule
generally performs better than the other rules. Along with FCFS, the STTF
rule is also one of the rules used frequently in industry (particularly in AGV
svstems). Hence. in this study we will use the STTF rule as our “benchmark.”
(For small systems with few stations and one device, RULE outperforms
STTF by a small margin. Since the parameter settings in RULE are specified
by the user. we do not know how RULE would compare with STTF in general.
However. since we were able to obtain sizable improvements over STTF. we

will not compare our results with RULE.)

3 Dispatching Rules: MOD STTF and B°D>

[n this section we present two new dispatching rules, namely, modified shortest-
travel-time-first (MOD STTF) and bidding-based-device-dispatching (B*D?*)
to improve the efficiency of trip-based material handling systems by reducing

empty device travel. As the name implies, MOD STTF is a modification of
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the STTF rule, which is a commonly used rule in industry (particularly in
AGV dispatching). In contrast, B’D? represents a new paradigm for device
dispatching - it is based on each device (empty or otherwise) placing a “bid”

for each move request as the move requests arrive at the output queues.

3.1 The MOD STTF Rule

The MOD STTF rule is similar to the STTF rule in that: 1. it assigns
empty devices to move requests based on the location of the device relative
to the move request(s), and 2. a device may be assigned.to at most one move
request at any given instant. However, MOD STTF deviates from STTF in
two significant aspects: 1. an empty device may be reassigned to another
move request. and 2. one empty device may “release” another empty device.
Ao, under MOD STTF. we investigate the impact of “parking” an idle
device at a “strategic” point rather than letting the device remain idle at its
iast location. i |

['o describe the MOD STTF rule. we first need to define “committed” and
“uncommitted” empty devices. Suppose that device d has just become empty
at ~station «. Further suppose that the closest move request is at station j.

If the distance from station ¢ to station J. say. 7,,. is less than or equal to

a threshold value (that we define later). then device d is committed to the
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move request at station j and vice versa (i.e., the move request at station
J i1s committed to device d). If 7;; is greater than the threshold, however,
then device d is assigned to the move request at station j but there is no
commitment; i.e., device d starts traveling empty towards station j without
having committed itself — we refer to this as “uncommitted empty travel.”
Likewise, the move request at station j is assigned but not committed to
device d.

Note that. under the above scenario, when dévice d becomes empty at
station z, it will consider all the move requests in the system except the
committed ones. Also. at any given instant: 1. a move request is either
committed or uncommitted, and 2. an uncommitted move request is either
assigned to a device or it is not. Likewise. at any instant. a device may be:
I. traveling loaded (including the pick-up/deposit operations), 2. traveling
empty and committed. 3. traveling empty but uncommitted, 4. traveling
empty to a parking point for idle devices. or 5. parked and idling at the
parking point. A device cannot he assigned to a move request if all the output
queues are empty or all the move requests in the system are committed: i.e..
an unassigned device is defined as an idle device. whether it is traveling or
parked. Of course. an unassigned deviee is uncommitted. by definition.

(onsider next the scenario where device d is traveling empty but uncom-
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mitted towards the move request at station j (which we will label as move
request j for brevity). On its way to station j, if device d passes through a
station or an intersection, then it will reconsider its assignment; i.e., it will
consider all the uncommitted move fequests in the system (assigned or oth-
erwise, including those that may have arrived after it was assigned to move
request ) and identify the closest one.

Suppose the closest move request is at station k (k # 7). Further suppnse
that device e is traveling empty but uncommitted towards move requ: st
k. If device e is closer to station k than device d, then device d ignores
move request k and considers the next closest uncommitted move request.
Otherwise. device d is assigned to move request k and device e is “released.”
r.e.. 1t becomes unassigned. Hence. under MOD STTF. an uncommitted
move request may have at most one device traveling empty but uncommitted
towards it. Likewise. no move request mayv be committed to more than e
device and yice versa.

Obviously. the distance threshold used with MOD STTF (in decidin. 10
commit a device or not) plays a kev role. Instead of requiring a user-speci' >
distance threshold. we propose to nse distance information obtained directlv
from the layout. One possible approach is to sort the distances betwecr all

pairs of stations (in non-decreasing order) and use, say, the 60th percentile as



the threshold. That is, if the distance from the empty device to the closest
move request is greater than 60% of all the distance values in the layout,
then the device would be assigned but not committed to it. An alternate
approach is to set the threshold distance relative to the average distance
traveled per loaded trip (which is straightforward to obtain from the data).
For example, if the distance to the closest move request is greater than the
average loaded trip, then the device would be assigned but not committed
to it. We considered both of the above types of threshold values in our
simulation experiment: the results will be shown in section 4.

In the above description of MOD STTF, a device reconsiders its assign-
ment only when 1t travels through a station or intersection. Obviously, if
all the (uncommitted) devices were allowed to reconsider their assignments
every l'im(' a new move request arrived. MOD STTF is likely to perform
better. However. considering that a device can change its route only at an
mtersection. we do not believe that the additional complexity generated by -
such a change would be justified (especially in systems where the flow path
i~ unidirectional).

Letting TH denote the distance threshold, the MOD STTF rule can be
formally presented as follows: whenever a move request arrives at, say. output

queue 1. the following sequence is executed:
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1. If there are no idle (i.e., unassigned) devices, STOP. Otherwise. con-
sider each unassigned device (traveling or parked), and label the closest one
as device d. (If an unassigned device is traveling, the distance to output.
queue 1 is measured from the next intersection on the device's route.) Let
the distance from device d to output queue ¢ be ;.

2. If ; < TH, then commit device d to move request : and vice versa;
STOP. Otherwise, assign device d to move request ¢ and initiate uncommitted
empty travel: STOP.

Whenever: 1. a loaded device. say, device d, deposits a load at, say,
station z; 2. an uncommitted (empty) device, say, device d, reaches a station
or an intersection (say. point 7): or 3. an uncommitted device at point ¢ is
released by another device: then the following sequence is executed:

I. If there are no uncommitted move requests (or they have all been
alteady considered). dispatch device d to the parking point for idle devices:
STOP. Otherwise. identify the (next) closest uncommitted move request. say.
move request J. and denote its distance to point ¢ as T,,.

2. If there 1s no empty device already assigned to move request j, go to
3. Otherwise. denote the assigned empty device by e and go to 4.

3. If 7, < TH. then commit device d to move request j and vice versa:

STOP. Otherwise. assign device d to move request j without committing
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either one and initiate uncommitted empty travel; STOP.
4. Let the next intersection on device e’s route be denoted by k. Also.
let the distance from intersection k to move request j be denoted by ;. If

T, > Tkj, g0 to 1. Otherwise, release device e and go to 3.

Under MOD STTF, idle devices wait at a parking point. An obvious
parking point is the station where the device delivered its last load. An
alternate approach is to park idle devices at stations that place the most move
requests: that is. idle devices can be dispatched to those stations with the
highest move request arrival rates. Even if idle devices are somewhat evenly
allocated among such stations. our preliminary simulation results indicated
that such a parking strategy has little or no noticeable impact on svstem
performance: therefore. we did not further pursue this approach.

A third approach is based on parking all the idle devices at a single point.
sav. point p. such that the expected empty travel time from point p to any
station in the system is minimized. Using the move request arrival rate at
cach station as a "weight.” and rectilinear travel distances. it is straightfor-
ward to compute the optimum location of point p. which is a “minisum”
location (see [9]). Of course. if point p does not overlap with the flow path.
one needs to construct “contour hnes™ [9). For simplicity. however, instead

of using contour lines. we picked the closest station (to the optimal minisum
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location) as the parking point.

While it may not be desirable to send all the idle devices to the same
point, in a properly designed trip-based handling system, very seldom one
would find many idle devices waiting at the parking point. (If this is not the
case, then there is excess device capacity and dispatching/parking strategies
are not as critical.) We also stress that, an idle device may be assigned
or committed to a move request if it arrives before the device reaches the
parking point. In section 4 we will show the impact of the above “minisum

parking” strategy.

3.2 The B?D? Rule

Existing dispatching rules wait until a device becomes empty and then as-
sizn only one move request to it. While MOD STTF may also assign a move
tequest when a device is released (by another device) or it is heading to the
patking point. it also waits until the device is ready to receive its next assign-
ment and then it assigns (or commits) only one move request. Furthermore.
all the dispatching rules assign move requests to devices without explicitly
considering the status of the other devices. Assigning the move requests only
one at a time and doing it only when a device is ready for an assignment

offers some inherent flexibility in that a move request is not prematurely
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committed to a device (and vice versa). It also tends to “automatically”
balance the workload among the devices since a device cannot be assigned
another move request until it serves the current one. However, one can also
argue that such an approach is very “myopic” and may lead to unnecessary
empty travel especially since the assignments are made without considering
the status of the other devices.

As an alternate, we propose the B?’D? rule where all the devices place
a "hid” for each move request. In fact, with B2D2, we do not wait until a
device is ready for its next assignment. Instead, as soon as a move request
is received. all the devices in the system (whether they are traveling loaded.
empty. or idle) are allowed to place a bid. Once all the bids are received. we
attempt to assign or commit the move request to the device with the lowest
bid. subject to the distance threshold we described earlier under MOD STTF.

More specifically. under B?D?. we maintain two sets of lists for each device
d: one set. say. C'y. represents all the.move requests that have been committed
to device d. while the other set. sav. [ '(’;. represents all the move réquests
that have been assigned but not committed to device d. To keep-the rule
simple and manageable. we assume lhavtt I. all the move requests in C are
served in the order in which theyv were placed in Cy (i.e., we do not attempt

to further reduce empty travel by resequencing the entries in Cy each time



a new request is added to it), and 2. the set UC,4 may contain at most one
move request.

- When move request 7 arrives, the bid placed by device d is equal to
the total (remaining) distance it musf travel to serve all the move requests
currently in Cy, plus the empty travel distance from the destination station
of the last move request in Cy to output queue z. If Cy is empty but U'Cy
is not, then device d’s bid is equal to the empty travel distance to outpit
queue 7 from the next intersection on device d’s route. Lastly, if both 'y
and ('(C'y are empty, then device d's bid is equal to the empty travel distance
from station j (where device d became idle) to output queue z.

Suppose device d is the lowest bidder. If the above empty travel distance
to output queue ¢ 1s less than the threshold distance. then move request ¢ is
committed to device d. i.e.. it is added to Cy; otherwise, device d is assigned
but not committed to move request 1 provided that U'Cy is erﬁpty. IfUC: s
not empty, t‘hen we attempt to "swap move request : with the one alrea,
m {°Cy if it reduces empty travel: if it does not. then device d is declarc
mcligible for move request 1 and we consider the next smallest bid.

After all the bids have been considered. if move request 7 has not heci
committed to or assigned to any device. then it is placed in a list, say, { A,

until the next move request arrives. At that point, all the move regiests



(i.e., the ones in UA, plus the one that just arrived) are offered, one at a
time, for bidding and the above process is repeated for each move request.
Hence, bidding occurs only when a move request arrives, and all the devices
are allowed to bid on the new request as well as all the move requests in [ A.

When device d has served all the move requests in Cy, it begins serving
the move request in UCy on an uncommitted basis. If UC; is empty, then
device d becomes idle at its last delivery station. Lastly, whenever we add a
move request to Cy, we remove the move requesﬁ in UCy (if any) and allow
all the devices. including device d, to bid on it again. Although this may
slightly increase the number of bids we process per unit time, it ensures that
a move request does not unnecessarily wait in UCy if it can be committed to
another device.

Before we formally present the B2D? rule, we need the following notation.

[L.et:

I'll = distance threshold

MR+ = move request ¢

N = set of devices

[\ = set of unassigned move requests

[31D,, = bid placed by device d for MR,

L’T,, = empty distance device  must travel to reach MR 1

o
o



Cy = set of MRs committed to device d
['Cs = set of MRs assigned to but not committed to device d
(may not contain more than one MR)

DS; = destination station of the last MR in Cy4

Using the above notation, and the bidding process described earlier, the

flow chart for B°D? is shown in Figure 2.

4 Performance Evaluation

[n this section we will evaluate the performance of the MOD STTF rule
and the B*D? rule relative to STTF and MOD FCFS via simulation. As we
remarked earlier. since the STTF rule is one of the most competitive rules
m the hterature. we will use the STTF results as a “benchmark.”™ All the
“percent improvements” we report ar(" relative t.o-STTF.

[n order to perform as cdmph-lv an evaluation as possible, we report
device statistics as well as work-in-process (WIP) results for each rule we
tested. We also used four different lTavouts (L-1 through L-4) to test the
rules: L-4 was taken from [1]. All the data for L-1. L-2, and L-3 are shown

Appendix 1. except for the distance matrix for L-3. which is too large to
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present here.

For each device we present the: 1. Fraction of time the device is perform-
ing committed empty travel, 2. Fraction of time the device is performing
uncommitted empty travel, 3. Fraction of time the device is traveling empty
(committed or otherwise), and 4. Average device utilization (which includes
all empty or loaded device travel, plus load pickup and deposit times). Of
course, with STTF and MOD FCFS, all empty travel must be interpreted as
committed empty travel since there is no device reassignment.

For WIP results. we present the: 1. average time a load spends in the
svstem (including the time it spends in the input queues and the time re-
quired at each processor station to process the load), 2. average time a load
spends in an output queue waiting for a device, 3. maximum output queue
size observed in the system. and 4. average time a load spends in an input
quene waiting for a processor. Although the second and third statistics are
the ones that are most likely affected by the performance of the handling
susten we report all four of the above statistics since it presents a more
complete WP picture. We also included the maximum output queue size in
onr evaluation to identify any station that may possibly be “orphaned™ by
anv of the rules we tested.

The results we report were obtamed from a simulation model written



in GPSS/H. Each layout/rule combination was simulated for 10.000 loaded
trips per device per replication. Ten replications were performed for each
layout except L-3, for which we used 5 replications due to its large size. ‘All
the confidence intervals we report are 95% intervals. In addition to those we
presented in section 1, we assume that jobs from outside the system arrive
according to a Uniform distribution and that all the processing times are
uniformly distributed. To ensure that there are no bottleneck processors,
processing capacities are adjusted to achieve an avérage processor utilization
in the range of 70% to 80%. For simplicity, we assume that the handling times
are deterministic and that the device speed is equal to one distance unit per
unit time: load deposit and pick up times are assumed to be negligible.

The results of the simulation experiment are presented in Table 1. where
we show the percent improvement achieved in reducing empty travel along
with the aforementioned device and WIP statistics. For both MOD STTF
and B*D*. we report results obtained with various distance threshold values.
The first distance threshold value shown for each lavout reflects the aver-
age loaded trip length in distance units (du’s). For example. for. L-1. the
average loaded trip is approximately equal to 12 du’s. The remaining dis-
tance values are based on the (sorted) list of all the distance values obtained

from the layout. For L-1. 19 (29) du’s corresponds approximately to the



15th (30th) percentile. For L-2, 45 du’s corresponds approximately to the
30th percentile. For L-3, 17 (25) du’s corresponds approximately to the 20th
(40th) percentile. Lastly, for L-4, 28 (41) du’s corresponds approximately to
the 20th (35th) percentile. In addition, with MOD STTF, we report results
obtained with “minisum parking” versus letting the idle device stay at its
last delivery station.

The results are fairly consistent across the four layouts we tested. A
smaller threshold value generally produces better results. (Further reductious
in the threshold values, however. did not lead to noticeable improvements.)
We also observe that “minisum parking” under the MOD STTF rule leads
to little or no improvement in svstem performance (which was the primary
reason we did not test “minisum parking” under the BD? rule).

Perhaps the most significant conclusion we draw from Table 1, however. is
that both MOD STTF and B*D? outperform STTF by a substantial mar +n
HEterms oflreducing both empty device travel and the average output qu: e
waiting time. Furthermore. the maximum queue lengths we observe unde il
the rules seem very reasonable and do not indicate any “orphaned” stati<. ..

Another conclusion we draw from Table 1 is that B*D? performs beitcr
than MOD STTF. Although at first B*D? may appear to be more cormnplex.

we believe it is a rule that can be casily implemented because the “bid.!ins”



concept has intuitive appeal; it is easy to program and easy to explain to a
plant manager or production supervisor.

Table 1 also shows that MOD FCFS is not a competitive rule. It is
outperformed by the STTF rule. (We must stress, however, that the MOD
FCFS rule lends itself more readily to analytical modeling; we refer the reader
to [2] for details.) Lastly, in all the layout/rule combinations we tested, the
average input queue waiting time does not appear to be sensitive to the
dispatching rule used. As a result. savings in average time in system (i.e..
total expected WIP) are not as dramatic. However, in Table 1, if we take
the minimum average output queue waiting time obtained under BD? and
compare it with the average output queue waiting time obtained under STTF,
we find that the percent reduction in average waiting time ranges from 25% to
N f(,”' the four layouts. This would result in substantial savings due to less
WIP i the output queues: it may even allow the elimination of one or more
devices. Note that. the expected device utilization under STTF ranges fron -
NI to 9370 while it ranges from 62% to 79% under B2D?, which indicates
excess handling capacity.

To further test the excess handling capacity offered by B2D?, we main-
tained the same number of devices in cach layout but we gradually increased

the throughput requirement (byv reducing the interarrival time of the jobs

o
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Table 1: Simulation Results

(a) Layout 1 (16 stations/3 devices)

Distance Percent | Device |Average Time | Avg. Out | Max Out | Avg. Input

Threshold Comm. Empty |Uncomm. Empty | Total Empty |Imprvmt. | Utilzn. in System Que. W.T. Queue | Que W.T.
MOD STTF 12] 0.1525 £ 0.0002| 0.3653 £ 0.0001 | 0.5178 £ 0. 9.73% | 85.16% | 82.76£0.52 | 2.90 £ 0.01 2 2.80+0.05
MOD STTF 12°| 0.1414 + 0.0002] 0.3598 + 0.0001 | 0.5012 * O.m 12.62% | 83.50% | 82.1110.49 | 2.7510.01 2 2.78 +0.07
MOD STTF 19| 0.3244 £ 0.0002| 0.1965 + 0.0001 | 0.5209 +0.000}} 9.19% | 8547% | 83.10:0.63 | 2.97 £ 0.01 2 2.8010.06
MOD STTF 19*] 0.3172+0.0002| 0.1917 + 0.0001 | 0.5089 + 0.0004 11.28% | 84.77% | 82.4510.53 | 2.81+0.01 2 2.75+0.09
MOD STTF 29| 0.451920.0002| 0.0883 +0.0001 | 0.5402+0.0004 582% | 87.40% | 83.57+0.46 | 3.00 £ 0.01 2 2.78 £ 0.06
MOD STTF 29| 04418+ 0.0001] 0.0736 + 00001 | 0.5154 + 0.0004 10.15% | 84.92% | 83.18+0.45 | 2.85+0.01 2 2.79 + 0.08
B2D2 12 0.1449 2 0.0001] 0.3088 £ 0.0001 | 0.4537 +0.0001}4 20.90% | 78.77% | 79.94 £0.38 | 2.57 £ 0.01 2 2.84£0.09
B2D2 19 0.3221 £ 0.0002| 0.1401 £ 0.0002 | 0.4623 + 0.0003 19.40% | 79.53% | 80.35+0.32 | 2.71 1 0.01 2 2.79:0.10
B2Dp2 29 04449 + 0.0002] 0.0386 + 0.0002 | 0.4835 + 0.0004 15.71% | 81.66% | 81.36+0.47 | 2.94 + 0.01 2 2.75 4 0.02
STTF 0.5736 + 0.0002 0.5736 + 0.0002 90.74% | 84.73+0.32 | 3.42 1 0.01 2 2.80 + 0.06
MOD FCFS | 0.6188 = 0.0001 0.6188 + 0.0001 95.26% | 87.8110.27 | 4.28 + 0.01 2 2.79+0.11

* park at minusum station 8
(b) Layout 2 (18 statons/S devices)

[nstance _ P;rcent D;wce Average Tume | Avg Out | Max Out | Avg Input
Trresnold Comm Empty |Uncomm Empty | Total Empty [lmprymt | Utilzn 1n System Que WT Queue | Que WT

MOD STTF 29 02094 = 0 0002| 0.2087 = 0 0001 ‘0.4181 £ 0.0003 2216% 77.89% | 16503+ 0.62 | 4.72 £ 0.01 3 6.25+007
MOD STTF 29°] 02177 00002 0.1909: 00001 | 0.40%7 : 0.0004 23191% 76.95% | 163.87 £+ 047 | 4.20 £ 0.01 3 626+ 005
MOD STTF 45] 03390+ 00002| 0.1076 00001 | 0.4466 : 0.0004 16 857 80.74% | 165.29+0.37 | 4.80 £ 0.01 3 6.26+011
MOD STTF 45°) 03415+ 00003] 00960 = 00001 | 0.4375 - 0.0004 1S 54% 79.83% | 164.26 + 0.28 | 4.31 £ 0.01 3 6202006
BD? 29 01945:00003| 0.1299 = 00002 | 0.3244 : 0.0004 3960% | 6847% | 163.5210.59 | 4.07 £ 0.01 2 6.22+0.03
BD? 45 02923 +00001] 00515200001 | 0.3437 - 0.0004 3601% 70.40% | 163.57 1062 | 4.14 + 0.01 2 6.20 + 0 06
STTF 05371 =+ 00001 0.5371 - 0.0001 89.80% | 17239+ 061 | 5.76 + 0.01 3 6.25+ 008
MOD FCFS 05974 + 0 0001 0.5974 * 0.000 | 95.82% | 185.12+039 | 7.42 + 0.01 4 628 + 0.06

® park at minisum stauon 15




Table 1: (continued) Simulation Results

"(c) Layout 3 (50 stations/15 devices)

Distance Percent | Device |Average Time | Avg.Out | Max Out | Avg. Input

Threshold Comm. Empty |Uncomm. Empty | Total Empty |Imprvmt | Utilzn. in System Que. W.T. Queue | Que W.T
MOD STTF 11| 0.2330 £ 0.0002| 0.2428 £ 0.0001 | 0.4758 0. 18.72% | 77.65% | 128.7810.62 | 1.60 1 0.01 4 2,64 1007
MOD STTF 11*] 0.2359 £ 0.0002| 0.2558 + 0.0002 | 0.4917 ¢ 0.::)1 16.01% | 79.24% | 129.63 +0.58 | 1.63 £ 0.01 4 2.6510.06
MOD STTF 17| 0.3359£0.0002| 0.1541+0.00C2 | 0.4900 + 0.000d 16.30% | 79.07% | 130.36 £ 0.79 | 1.66 + 0.01 4 2.65:0.06
MOD STTF 17*| 0.3470 £ 0.0002| 0.1519 +0.0C01 | 0.4989 £ 0.0004 14.78% | 79.96% | 131.6310.86 | 1.70 + 0.01 4 2.66 + 0.05
MOD STTF 25| 04448 + 0.0002| 0.0781 £ 0.0002 | 0.5229 £ 0.0003 10.68% | 82.36% | 136.79 ¢ 0.67 | 1.88 £ 0.01 4 2.68+0.06
MOD STTF 25°| 0.4658 + 0.0002| 0.0718 + 0.0002 | 0.5376 + 0.0003 8.17% | 83.83% | 137.45+0.81 | 1.95+0.01 4 2.65 + 0.06
B2D2 11 0.2192 + 0.0001| 0.1251 +0.0001 | 0.3443 + 0.0003 41.19% | 64.50% | 129.58 £+ 0.71 | 1.60 £ 0.01 4 2.6910.08
B2D2 17 0.2799 + 0.0002| 0.0703 = 0.0001 | 0.3502 + 0.0004 40.18% | 65.09% | 129.96 + 0.36 | 1.62 + 0.01 4 270+ 0.05
B2p2 25 0.3268 + 0.0001] 0.0289 + 0.0001 | 0.3557 + 0.0001 39.24% | 65.64% | 130.32+0.68 | 1.65+0.01 4 2.7110.11
STTF 0.5854 + 0.0002 0.5854 * 0.0002 - 88.61% | 148.28 + 0.46 | 2.21 + 0.01 4 2.66 +0.09
MOD FCFS | 0.6568 + 0.0001 0.6568 + 0.0001, 95.75% | 159.24 £ 0.37 | 4.39 £ 0.01 4 2.69 + 0.08

* park at muusum statuon 23
(d) Layout 4 (20 stations/8 devices)

D.stance Percent | Device |Average Tume | Avg. Out | Max Out | Avg Input
Trresnoid Comm Empty |Uncomm Empty | Total Empty |Imprvmt | Utilzn. in System Que WT Queue | Que WT
MOD STTF 20| 02181 £+ 00002] 02147 = 00002 | 0.4329 : 0.0004 2239% | 80.90% | 84 04:006 | 2.68 20.01 3 346003
MOD STTF 20°| 02154 2 00003| 0.2227 - 00003 | 0.4381 - 0.0004 2146% | 6142% | 84152009 | 2.69+0.01 3 346:005
MOD STTF 28] 03106 = 00002| 01401 : 00001 | 0.4507 : 0.0004 1920% | 8269% | 8415:0.08 | 2.70 £ 0.01 3 347:002
MOD STTF 28°| 03122+00002| 01454 : 00001 | 0.4576 - 0.0004 1796% | 8338% | 8428:009 | 2.71+0.01 3 347+005
MOD STTF 41| 04163 2 00002| 0.0646 = 00001 | 0.4809 - 0.0003 1379% | 8571% | 86.03:0.09 | 3.03:0.01 3 3501003
MOD STTF 41°| 04237 +00001| 00715:00001 | 0.4952 -0.0004 1122% | 87145 | 8681+010 | 3.10+0.01 3 3.50 + 0 06
B212 20 01681+ 00002| 0.0736 00001 | 0.2417 : 0.0001] S667% | 6173% | 8182:0.18 | 2.14+0.01 2 346:0.09
BYD® 28 02118+ 00001| 0.0336 00001 | 0.2454 : 0.0004 5601% | 62.15% | 82.36:0.24 | 2.21:0.01 2 342:0.06
B2 41 02437 = 00002] 00084 - 00001 | 0.2521 - 0.000] 54 80% | 6282% | 8260+023 | 2.24 +0.01 2 344005

STTF 05578 = 0 0001 0.5578 - 0.000 | 93 41% 9198+ 007 | 4.10+0.01 3 340:0.09
MOD FCFS | 06092 + 00001 0.6092 - 0.0001 98 55% | 10176+ 0.12 | 5.91 + 0.01 5 3422008

* park at muusum staton 12
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arriving from outside the system). The results are shown in Table 2, where
the first column for each rule/layout combination corresponds to the original
throughput level while the second and third columns represent an increase in
the throughput level. As long as they both meet throughput, MOD STTF
is superior to STTF. However, it is clear that B*D? has the strongest perfor-
mance.

We replaced deterministic handling times with uniformly distributed han-
dling times and repeated the above experiment in its entirety (including the
inflated throughput levels). The results we observed were virtually identical

to the ones we reported above for deterministic handling times.

5 Conclusions and Future Work

We present two new dispatching rules. namely, the modified shortest-travel-
time-tirst (MOD STTF) rule and the bidding-based- dynamic-dispatching
(BD?) rule. to impr;)ve the efficiency of trip-based material handling sys-
tems. The MOD STTF rule uses a distance-based threshold to determine'if
an empty device should be committed to a move request or not. Under MOD
STTE. a device which is assigned but not committed to a move request is
allowed to travel towards that move request but it may be reassigned to an-

other move request at any station or intersection that it passes through. The
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Table 2: Simulation Results with Inflated Throughput Rates

(a) Device Utilization

Dispatching Rules L -1 (16e/3devices) L -2 (18e/8devices) L -3 (50e/15devices) L - 4 (20s/8devices)
MOD FCFS 95.26% | 99.40% |unstablef§ 9582% | 99.74% | unstable] 95.75% | 99.99% junsatble | 98.55% | 99.93% |unstable
STTF 90.74% | 96.27% |unstable] 89.80% | 96.53% | unstable| 88.61% | 97.88% {unstable | 93.41% | 97.88% |unstable
MOD STTF 83.50% | 91.64% junstable] 76.95% | 88.67% ] unstable] 77.65% | 90.86% junstable | 80.90% | 90.85% Junstable
BBDD 78.77% | 8837% | 98.89% | 68.47% | 82.39% | 98.62% | 64.50% | 77.14% | 98.14% | 61.73% | 74.66% | 98.93%
(b) Percentage of Time Devices Travel Empty
Dispatching Rules L -1 (16s/3devices) L -2 (18e/5devices) L .3 (50e/15devices) L - 4 (20s/8devices)
MOD FCFS 61.88% | 60.18% |unstable] 59 74% | 57.20% | unstable| 65.68% | 67.22% |unstable | 60.92% | 55.64% |unstable
STTF 57.36% | 57.06% |unstable] 53 71% | 53.99% |unstable] 58.54% | 62.48% junstable | 55.78% | 53.59% Junstable
MOD STTF 50 12% | 52 37% junstable] 4087% | 4596% | unstable] 47.58% | 55.54% junstable] 43.29% | 46.19% junstable
BBDD 4537% | 49 15% | 32.33% § 3244% | 3985% | 4157% | 3443% | 4042% | 46.38% | 24.17% | 3037% | 23 75%
(c) Time in System
Mhepatching Rules L -1 (16e/3devices) L -2 (18s/3devices) L -3 (508/15devices) L - 4 (20a/Bdevices)
MOD FCFS B7 81 8562 |unstable] 18512 173 78 |unstable] 15924 | 16057 funstable| 10176 99 25 |unstable
STTF K473 7551 |unstable] 17239 | 15256 |unstable] 14828 | 14023 junstable] 9198 7709 |unstable
MOD STTF 8211 7220 |unstablef] 163 87 144 71 funstable] 12878 | 11591 junstable| 84.04 7387 |unstable
BBDD Te94 RUR LS 1 93 86 163 5.2 1427 14567 129 58 115 85 120 47 8182 66 14 7155
(d) Average Output Queue Waiting Time
Uhspatching Rules L-1 (16e3devices! L -7 (184/3devices) L -3 (80s/15devices) L - 4 (20s/Bdevices)
MOD FCFS 428 SB0  Junstable] T4l 1004 Junswable] 439 551 junstable] 591 704. Junstable
STTF 342 386 funstabte LI A |unauable 221 243 |unsuable 410 442  Junsuable
MOD STTF 275 312 Juratabie o [ unastable 160 179 |unstable 268 2 85 unstable
BBDD 257 2 G Q5” " o 10 88 160 1 7R 321 2147 246 525
(e) Max Qutput Queue Size
Dispatchine Rules L-1 (16s3devices: 1. 2 ‘ikeSdevices) L -3 (50s/15devices) L -4 (208Bdevices)
MOD FCFS 2 3 unstable 4 5 unstable 4 6 unstable 5 6 unstable
STTF 2 3 unstabie ' ) unstable ) 6 unstable 3 ) unstable
MOD STTF 2 3 unstabie 3 3 unstable 4 5 unstable 3 4 unstable
BBDD 2 3 h ¢ 2 7 4 5 9 2 3 7




B2D? rule, on the other hand, is a novel application of the “bidding” concept
to trip-based handling systems. Under B*D?, each device places a bid based
on its current workload, and the system tries to assign or commit each move
request to the lowest bidding device provided that a distance-based threshold
is met. Each device is allowed to bid on each (uncommitted) move request.

Simulation results indicate that both of the above rules perform consid-
erably better than the shortest-travel-time-first (STT’F) rule, which is a ver,
competitive rule and widely used in industry. Although both rules are mo:e
claborate than STTF and similar rules, they are not unreasonably complex.
In fact. we believe the bidding concept has intuitive appeal.

Our study can be extended in several directions. For example, one can
mmclude the impact of device downtimes and reallocate the workload of a
down device to the others in the most effective manner possible. Also, we
assumed throughout the study that all the move requests have equal priori .
One may develop new rules, or modify the ones presented here, to captire
the overall priority assigned to cach job processed and moved through .o
svsten. See. for example. Egbelu {10]. who presents a “demand driven™ 11~
where move requests are not all treated equally. Another possibility is to
incorporate the processing times into the dispatching rule by “anticipat'ng”

the move requests whenever possible.
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APPENDIX I

Input Data for Layout 1

(i) Layout

o [

[EH

(1i) Distance Matrix

O:
-

VO station

: Processor station

taton No . I Xy 10 [T 12 I35 14 15 I6
1 v 10 @ w0 ITIT 3 W & ar 3@ 3 &
2 300 0 60 20 10 3 30 32 27 11 20 30 21 4 57 SO
3 3060 0 30 60 22 20 2 33 49 40 40 49 16 13 30
4 10 20 30 0 30 ¥ 30 22 17 21 30 40 41 34 47 &0
S 40 10 60 30 0 38 30 32 27 19 20 20 Il 4 57 4
6 XOJRO22 18 38 0 12 20 1S 27 28 32 39 26 35 52
7 20 40 20 30 40 12 0 X 13 29 20 20 29 14 27 40
X 22032 02 22 32 20 % 0 S 2 18 I8 27 12 25 38
L] 1727 33 17 27 18 13 S 0 16 17 23 28 17 30 43
10 29 11 49 2119 7 29 21 16 0 9 19 20 33 46 39
[} 30 20 40 30 20 % 20 ¥ 17 9 0 10 19 24 37 30
12 4 30 40 W 20 32 20 1w 3 19 10 0 9 24 37 3N
13 41 21 49 &1 01 39 ¥ O M 20 19 9 0 33 4 29
14 34 4 46 34 44 14 12 17 3 24 024 33 0 13 26
15 43 57 1) 47 S7 39 X s 30 46 37 37 46 13 0 17
16 60 SO W M) 0 Y I 4 9 30 30 29 26 17 0
(iii) Routing Matrix and Interarrival Times (mins)
Job Tvpes Route | Sequence oi Stations v witew | tnanm 1ime
1 6 v s v 7 1By
2 210 1192 13 s 150 00
3 RO L N | 0o o1
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APPENDIX I

Input Data for Layout 2

(i) Layout

<l
-

‘ '
<) -
L ®m &
® *
(ii) Distance Matrix
Suuon No 1 M S48 e ¥ 9 10 1T T2 13 14 15 16 17 1T
| 0 45 56T 75 87 67 B2 W 9% 13 63 7T 3 B IW® &% 3
2 80 0 109 95 88 100 24 95 31 108 87 T7 90 45 S9 122 19 o4
3 51 63 0 66 59 71 87 26 81 39 18 48 21 62 30 13 SO 35
4 64 28 93 0 72 84 S2 79 IS 92 71 61 74 29 43 106 63 48
S 68 T 61 0 12 92 21 76 34 S5 45 S8 ST 71 90 91 76
6 M56 65 49 42 0 80 9 64 22 43 33 46 45 9 78 79 64
7 S6 20 85 71 & 6 0 7 7 84 63 S3 66 21 35 98 S5 40
8 35 47 s6 40 33 45 71 0 SS 13 34 24 37 36 SO 69 70 S5
9 93 13 122 108 101 113 37 108 0 121 100 90 103 S8 72 135 92 T7
10 S4 .76 43 69 62 74 100 29 84 0 21 Il 24 65 73 56 93 78
Bl 3355 64 48 41 S3 79 8 63 21 0 32 45 44 S8 TT 78 63
12 43 65 32 S8 S1 63 89 18 73 31 10 O 13 5S4 62 45 82 67
13 70 82 19 85 78 90 106 45 100 S8 37 67 O 81 49 32 69 54
14 35 11 64 S0 43 0SS 35 SO 42 63 42 32 45 0 14 T7 34 19
15 21 43 S0 36 29 41 67 36 SI 49 28 18 31 32 O 63 66 SI
16 38 S0 67 53 6 SB 74 S} 68 66 45 35 48 49 17 0 37 22
17 37 13 66 2 35 ST 31 52 4 65 44 34 47 48 16 9 0 21
18 S2 28 81 67 60 ") 2 67 <9 80 S9 49 62 63 31 94 1S 0
(iii) Routing Matrix and Interarrival Times (mins)
Job Tvpes Route Sequence of SLuons v ivted Inarr Time

1 ¥ "6 To IT 7 61050

2 ] 4 9 7 & 17 2 402.60

3 2 14 1S 10 12 13 ) 402.60

4 3 16 18 15 17 2 297 00

S 1] R < [ A 1 610 SO




Input Data for Layout 3

(i) Layout

&

APPENDIX I

-Gl

&

5]

HE]

B| H &

A
B | &

S~ —O

B

Ny

E@‘EEEH@“

- B | B ®
O — J
@ @ O : VO stavon
1 1 D Processor station
@ - Building intertace -
(ii) Routing Matrix and Interarrival Times (mins)
Job Tyvpe: Koute DOYUCm e 1l AR v nted Intarr Timne
! A R BN R LR R ) 12613
2 2 45 40 20 17 & v 10 Y MV M S 252.26
h) J 4 47 43 & a2 9 A 12 28 1T 2 6] 25226
4 o445 21 17 8 v a1 v ) 24 32 33 S| 25226
s 248 4 41 42 0 h e 10 1) 3103 38 4 25226
6 J 49 47 4} 42 0 v ) MN8N 6 252.26
7 | 4 45 40 21 17 (& 1A 1S 10 13 31 M S 25226
8 J SO 3% 32 33 Mo 126.13
9 SO N Y e v e 4 25226
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