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ABSTRACT We introduce a novel Baye- 
sian probabilistic method for predicting the sol- 
vent accessibilities of amino acid residues in 
globular proteins. Using single sequence data, 
this method achieves prediction accuracies 
higher than previously published methods. 
Substantially improved predictions-compara- 
ble to the highest accuracies reported in the lit- 
erature to date-are obtained by representing 
alignments of the example proteins and their 
homologs as strings of residue substitution 
classes, depending on the side chain types ob- 
served at each alignment position. These re- 
sults demonstrate the applicability of this rela- 
tively simple Bayesian approach to structure 
prediction and illustrate the utility of the clas- 
sification methodology previously developed to 
extract information from aligned sets of struc- 
turally related proteins. o 1996 Wiey-Liss, he. 

Key words: protein structure prediction, Baye- 
sian statistics, amino acid substitu- 
tion, information theory, solvent 
accessibility 

INTRODUCTION 
Knowledge of the detailed three-dimensional 

structure of a protein is required for developing a 
full mechanistic understanding of its functionality. 
It is therefore unfortunate that so few protein struc- 
tures have been solved compared to the enormous 
number of proteins that have been sequenced. As 
this gap grows, so grows the need for reliable and 
generally applicable structure prediction methods, 
particularly for those instances where the determi- 
nation of a protein structure is experimentally in- 
feasible and no related proteins of known structure 
are available for homology modeling. In addition, 
successful predictions schemes which help elucidate 
the relationship between amino acid sequence and 
protein structure can aid in de novo protein design 
and engineering. 

Many methods have been developed for predicting 
some quantifiable one-dimensional aspect of three- 
dimensional protein structure. One common means 
of subdividing protein structure is to  characterize 
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amino acid residues or segments of the polypeptide 
chain as adopting one of a number of conformational 
secondary structures, the standard four being a-he- 
lix, @-strand, turn, and coil. The implicit hope was 
that accurate assignment of such segments along 
the protein chain would facilitate the prediction of 
protein tertiary structure in parallel to the envi- 
sioned process of protein folding as the assembly of 
preformed secondary structure elements.'-1° With 
the growing awareness that non-local interactions 
and hydrophobically driven chain compaction are 
major determinants in the concurrent formation of 
secondary and tertiary s t r~c ture ," -~~ there is inter- 
est in predicting aspects of protein structural orga- 
nization which directly result from the interplay of 
these folding forces. One such aspect, which is per- 
haps the most basic and informative organizational 
distinction to make, is the degree to which the 
amino acid residues in the protein structure are ca- 
pable of interacting with solvent molecules.16 The 
one-dimensional descriptor which best captures this 
division is the static relative solvent ac~essibi1ity.l~ 
This descriptor is typically divided into binary cat- 
egories (buried or exposed) or ternary categories 
(buried, partially exposed, or exposed) according to 
some chosen percent solvent-accessibility thresh- 
old(s).1s-21 While the prediction of secondary struc- 
ture has historically dominated this field, the pre- 
diction of solvent accessibility has become an 
increasingly active area of r e ~ e a r c h . ~ ' - ~ ~  

The observation that homologous sequences gen- 
erally adopt the same tertiary indicated 
that families of related proteins could provide more 
information about their common structure than 
could single sequences. Several secondary structure 
predictions methods have made use of this informa- 
tion to substantially increase predictive accuracy. 
(For reviews, see references 29 and 30.) Likewise, 
approaches to predicting solvent accessibility have 
found similar benefit from using this type of evolu- 
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tionarily derived information. Holbrook et al. found 
they could increase the prediction accuracy by per- 
forming a consensus prediction.” The solvent acces- 
sibility predictions of Wako and Blundell employed 
substitution tables derived from protein fa mi lie^.'^ 
The artificial neural networks of Rost and Sander 
achieved higher accuracy predictions when using in- 
formation derived from multiple sequence align- 
ments than with single sequence data.25 

Here, we present a novel method for predicting 
one-dimensional descriptors of protein structure, 
specifically solvent accessibility. The first compo- 
nent of our method is the computational formalism 
for performing the prediction calculations, which 
confronts one major difficulty met with in attempts 
to predict the local structure of proteins from amino 
acid sequences; inter-residue correlations. The 
structural characteristics (e.g., secondary structure 
or exposure to solvent) of neighboring residue loca- 
tions are strongly correlated and impose correla- 
tions in the amino acid sequence. These correlations 
can be uncoupled to a large degree through the use 
of Bayes’ theorem. This theorem allows us to express 
the conditional probability of a small segment of lo- 
cal protein structure, given the amino acid residues 
observed in that segment, in terms of the conditional 
probability of observing those residues given that 
structural segment. Once the structure of the par- 
ticular segment is conjectured, the statistics of the 
individual locations in the segment can be consid- 
ered independently. 

The second component of our method relies on the 
degenerate nature of the protein folding code-mul- 
tiple amino acid sequences can adopt equivalent 
three-dimensional structures. Due to this “struc- 
tural inertia”31 on the time scale of protein evolu- 
tion, it is possible to  view the evolutionary process 
as one in which the protein sequence adapts to the 
protein structure. The sets of side chains found at  
positions in alignments of homologous proteins pro- 
vide more information about the constraints im- 
posed by the local structure than can single se- 
quences. We have developed a methodology for 
codifying the evolutionary information about struc- 
ture present in these patterns of amino acid residue 
s u b s t i t u t i ~ n . ~ ~  Each position in an alignment of 
multiple homologous proteins is classified into a 
particular residue substitution class depending on 
which side chains are observed at  that position. In- 
formation theory provides us with a function, “mu- 
tual information,” which measures how much infor- 
mation is obtained about one random variable (the 
local structure) by knowledge of another random 
variable (the substitution classes). The optimal set 
of residue substitution classes can be obtained by 
maximizing this function during a stochastic search 
of the possible sets of substitution classes over a rep- 
resentative database of solved protein structures 
and their farnilie~.’~ Following the Bayesian proce- 

dure described in the previous paragraph, we can 
predict local protein structure by considering the se- 
quence of substitution class designations represent- 
ing the alignment of the protein and its homologs. 

With appropriate “jackknife” tests, this method 
achieved a 2-state accuracy of 70.7% using single 
sequence data. Our approach consistently performs 
as well or better than previously developed methods 
over the same datasets. Inclusion of information de- 
rived from homologous proteins and overall protein 
length increased this accuracy to 74.9%, comparable 
with the accuracies reported by other a ~ t h o r s . ~ ~ , ~ ~ , ~ ~  
Similarly high performance predictions were made 
for three and 10 solvent accessibility states. In con- 
trast to neural networks, the parameters of the model 
have clear biophysical interpretations, and the as- 
sumptions and approximations of the method can be 
explicitly stated. There is also a lack of ad hoc pa- 
rameters such as neural network architectures or 
tuning parameters. This approach combines general 
applicability with computational affordability. 

In addition to providing insight into the organiza- 
tion of three-dimensional protein structure, predic- 
tions of solvent accessibility may find use in a num- 
ber of applications. They could be used to detect 
amphipathic structures with characteristic periodic- 
i t i e ~ , ~ ’ - ~ ~  to characterize structural motifs, and to 
aid in the alignment of sequences in regions where 
sequence similarity is slight. They could also be 
used to predict loop  region^,^^^^' transmembrane re- 
gions:’ and antigenic determinants3’ in proteins. 
In addition to predicting solvent accessibility, the 
Bayesian approach could be applied to the prediction 
of other one-dimensional descriptors of protein 
structure. 

METHODS 
Bayesian Theory 

As mentioned in the Introduction, protein struc- 
ture prediction is complicated by the fact that the 
amino acid residues in a sequence are highly corre- 
lated, so a particular amino acid in one sequence 
position is indicative of a particular local structure 
that can influence the amino acids that are likely to 
be found at nearby positions. It is sometimes possi- 
ble to decouple correlations by making the statistics 
depend upon some causal factor, so that the statis- 
tics of the dependent factors become independent if 
the state of the causal factor is known.40 For in- 
stance, rather than considering the structure of the 
protein to depend upon the amino acid composition, 
we can instead consider the amino acid composition 
to depend upon the structure of the protein. By mak- 
ing the amino acids at the various sequence posi- 
tions a function of the local protein structure, it is 
plausible to conjecture that once the local structure 
is selected, the particular choice of residue at one 
position is relatively uncorrelated to the choice of 
residue at the other positions. Bayes’ theorem gives 



40 M.J. THOMPSON AND R.A. GOLDSTEIN 

us a way to relate the conditional probability of a 
particular structure given knowledge of the corre- 
sponding sequence to the conditional probability of 
that sequence given the particular structure. The 
capacity to consider residue locations independently 
is an underlying aspect of hidden Markov mod- 
e l ~ . ~ ~ - ~ ~  Other Bayesian-based approaches have 
been developed for both secondary structure predic- 
t i ~ n ~ ~  and tertiary structure recogniti~n?~ although 
neither of these methods made use of this “decou- 
pling” capability. 

We are interested in predicting the solvent acces- 
sibility of residue i, wi, based on knowledge of the 
amino acid sequence, {Aj}, of a “window” of re- 
stricted size symmetric about location i. Locations 
within the window are indexed by j .  We write this as 
the conditional probability for the solvent accessibil- 
ity given the sequence, P(wi I {Aj}). Bayes’ theorem 
allows us to express this probability in terms of 
P({Aj} I wi),  the conditional probability of a particu- 
lar sequence {Aj} given that location i has solvent 
accessibility mi, times P(wi), the probability of that 
solvent accessibility in the absence of any sequence 
information, divided by P({Aj}), the probability of 
that sequence in a random structure. 

Let us take sj to designate the local structure a t  each 
residue location, j .  This descriptor can include the 
solvent accessibility wj alone (sj = wj),  or it can in- 
clude secondary structure information andor any 
other subdivision of protein structure which can be 
reduced to a one-dimensional characteristic (e.g., wj 
= “buried,” while sj = “buried beta strand”). The 
local structure of the protein chain can be written 
out as a one-dimensional string of such descriptors. 
Recalling our consideration of a limited-sized win- 
dow along the amino acid sequence, we will denote 
the corresponding substring of local structure de- 
scriptors a “structural segment,” Sk = {sjk}, where k 
denotes the particular segment type. We can con- 
sider independently all of the possible structural 
segments, {S’}, that have solvent accessibility wi at  
location i. The value of P({A,} I wi)P(wi) is the sum of 
these probabilities for all of the various possible seg- 
ments of local structure {S‘}, multipled by the prob- 
ability of the sequence given that structural seg- 
ment. 

where 8(sf E mi) is zero unless the residue in state 
s l  has the solvent accessibility mi. 

We now use our assumption that for a given seg- 
ment of structure, the probability of each amino acid 
residue in that segment depends only on the local 

structure at that point, and not on the identity of the 
nearby residues. In this case, we can express 

P({Ajl I Sk) 

as the product of probabilities for all of the local 
amino acid residues in the local structural segments: 

where P(Aj 1 s)) is just the probability of residue Aj 
being at  location j in structure segment k given that 
the local structure at that point is sjk. The product is 
over all the locations in that structural segment. 
Substituting this result into Eq. (2) yields: 

As mentioned above, the descriptor for the local 
structure, sj, can be as simple as the solvent acces- 
sibility at that location, or as rich as we desire, with 
the assumption of independence increasing with the 
complexity of the description. For instance, in the 
work presented here, sj can be any of 4 x n catego- 
ries based on combinations of four secondary struc- 
ture states and n solvent accessibility states, as de- 
fined below. The inclusion of secondary structure 
information makes this approach sensitive to pat- 
terns of surface exposure, characteristics of certain 
secondary structure elements such as surface a-he- 
lices and surface turns. The number of adjustable 
parameters in 

remains small, even with a more complex descrip- 
tion, because of the ability to ignore correlations be- 
tween the residues in different positions. Although 
the number of possible segments of local structure 
grows with the richness of the description, uncom- 
mon segments of local structure, where the proba- 
bilities are poorly determined, will have negligible 
effect on the sum of Eq. (2). 

Substitution Classes 
A richer description of the available sequence in- 

formation can also be used. Instead of considering 
just the amino acid sequence of a protein, we can 
make use of its alignment with a family of structur- 
ally related proteins. Based on the side chains ob- 
served at a given alignment position, that position is 
designated as belonging to one of a set of amino acid 
substitution classes. Using an information theoretic 
formalism, these substitution classes were con- 
structed to be optimally indicative of protein struc- 
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ture by maximizing the mutual information be- 
tween the set of classes and the set of local 
 structure^.'^ The set of substitution classes included 
20 classes corresponding to conserved examples of 
the 20 side chain types and eight multiresidue sub- 
stitution classes representing patterns of structur- 
ally indicative residue substitution. The last class 
contained all residue types and the possibility of a 
gap so that all alignment positions in the dataset 
were assigned to one of the classes. While the sub- 
stitution classes discussed in Thompson and Gold- 
stein2’ were optimized for eight local structure cat- 
egories based on solvent accessibility and secondary 
structure, the various sets of 28 substitution classes 
used in this work were optimized for the set of sol- 
vent accessibility states being predicted. Bayesian 
predictions identical to the one described above were 
performed using these classes to represent the pro- 
teins and their aligned sets of homologs. Taking C, 
to  represent the substitution class assignment a t  po- 
sition j ,  we rewrite Eq. (4)) 

The propensity for the substitution classes to exist 
in any structural context can be expressed with log- 
likelihood ratios. L(C,s), the log-likelihood ratio for 
class C to be in context s, is defined by 

This ratio quantifies how much more likely it is for 
an alignment position belonging to a substitution 
class C to be in local structure s, compared with 
what would be expected at random. 

Databases and Structure Definitions 
a set of 111 target 

protein chains (25,511 residues) (DTG) was selected 
from the October 1994 PDBselect list of representa- 
tive structures sharing less than 25% sequence iden- 
tity between any pair, as compiled by Hobohm and 
Sander.46 Alignments of homologs were extracted 
from the “homology derived structures of proteins” 
(HSSP) files of Sander and S ~ h n e i d e r . ~ ~  Secondary 
structure information was taken from the “Dictio- 
nary of Protein Secondary Structure “ (DSSP) file of 
Kabsch and Sander4’ which were derived from the 
Protein Data Bank (PDB) files of three-dimensional 
coordinates for each In this work 3-he- 
lix and 5-helix locations were assigned as helix, 
bend locations as turn, and P-bridge locations as 

Percent solvent accessibilities were com- 
puted by normalizing the accessible surface area 
with maximum values obtained by Shrake and Ru- 

As used in our earlier 

~ l e y . ~ ~  Accessible surface areas for residues in 
chains from multimeric proteins were calculated us- 
ing the multimeric complexes. Various cut-offs were 
used to define the solvent accessibility states, as ex- 
plained in the results section. 

For the purpose of comparison with the results 
of other methods, the set of 126 protein chains 
(23,336 residues) (DRS) compiled by Rost and 
Sander5’ was used, as were the training set (19 
proteins, 3,344 residues) (DH) and test set (five 
proteins, 963 residues) (DH,) as reported by Hol- 
brook and colleagues.22 Relative solvent accessi- 
bility values for all datasets of other authors were 
calculated in the same manner as by those au- 
thors.22,25,53 

Prediction Procedures 
All of the our single sequence-based predictions 

followed a single-omission jackknife procedure. 
Each of the example proteins in the dataset, in turn, 
was excluded from calculation of the Bayesian sta- 
tistics. These statistics formed the basis for predict- 
ing the solvent accessibilities of that excluded pro- 
tein. For predictions based on multiple sequence 
alignments, two separate jackknife procedures were 
employed. The first procedure was the same as that 
just described, with each alignment of example pro- 
tein and homologs represented with a set of residue 
substitution classes which were optimized over the 
entire dataset. To avoid any potential memorization 
of the test proteins by use of these globally optimal 
residue substitution classes, a second jackknife pro- 
cedure was followed. Here, only 7/8 of the 111 pro- 
tein dataset formed the basis for the optimization of 
substitution classes and calculation of the Bayesian 
statistics used in predicting the solvent accessibili- 
ties of the remaining 118 of the dataset. This proce- 
dure was repeated until the entire dataset was pre- 
dicted. This resulted in a near-negligible decrease in 
accuracy. 

All results reported for the Bayesian predictions 
were based on a window of length 13 residues, sym- 
metric about the residue being predicted. In order 
to  predict residue locations near the N and C termi- 
nals of the proteins with this window-based scheme, 
virtual residue locations were added to the ends of 
the chains, all taken to be in the exposed coil state. 
For the assessment of prediction performance, two 
numbers are generally computed. One is the per- 
centage of correctly predicted residues (%-correct). 
The other is a correlation coefficient between the 
observed, oi, and predicted, p i  solvent accessibility 
states for a dataset of N residue locations, as given 
by 
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TABLE I. Prediction Results Based on the Use of Single 
Sequence Data* 

Single sequence data 
Method Dataset % Correct+ Correlation 
2-States 

Bayes 
Bayes 
Bayes 
2-State NN16 
Bayes 
Bayes 
3-State NN1’ 
Bayes 
10-State NN1’ 
Bayes 

3-States 
Bayes 
3-State NN1’ 
Bayes 
Bayes 
10-State NN1’ 
Bayes 
Bayes 
3-State NN16 
Bayes 

10-States 
Bayes 
10-State NN” 
Bayes 
Bayes 
Bayes 

70.7 
70.9 
70.3 
72.0 
72.3 
72.8 
71.4 
71.1 
70.0 
70.0 

60.8 
55.1 
61.4 
54.2 
52.4 
54.1 
56.8 
52.0 
56.2 

0.414 
0.417 
0.408 
0.44 
0.445 
0.370 

0.404 

0.401 

0.358 
0.356 
0.369 
0.437 

0.449 
0.487 

0.510 

- 

- 

- 

- 

*Correlation, correlation coefficient as defined in Eq. (7); Bayes, Bayesian probabi- 
listic predictions as described in this work; k-State NN, Neural network predictions 
for k solvent accessibility states; D,, 111 protein chain dataset of Thompson and 
Goldsteinz9; DRs, 126 protein chain dataset of Rost and Sander”; DH, 19 protein 
training set of Holbrook et a1.”; DH’, 5 protein test set of Holbrook et al.”; DJDy, 
X dataset of proteins used to train neural network or generate statistics for pre- 
dicting solvent accessibilities of proteins in Y dataset; Dxl, k ,  subscripts of X 
denote the solvent accessibility cutoffs used to define the “k solvent accessibility 
states for residues in protein dataset X; mono, subset of 60 monomeric proteins from 
D ,  dataset. 
+Because the %-correct measure can be artifically elevated by an uneven splitting of 
the dataset, accuracies for different solvent accessibility cut-offs cannot be directly 
compared. 
*Solvent accessibilities for both datasets calculated as in Holbrook et aLZ2 

RESULTS AND DISCUSSION 
Single Sequences 

Table I lists the results of predictions based on 
single sequence data. The single-omission jackknife 
procedure, applied to our dataset of 111 proteins 
with a 2-state-defining solvent accessibility thresh- 
old of 20% (DTGzO), achieved an accuracy of 70.7% 
(0.41 correlation coefficient). Predictions over the 
subset of 60 chains from monomeric proteins gave 
70.9% correct predictions (0.42 correlation coeffi- 
cient)-a slight improvement also observed by other 
a ~ t h o r s . ~ ~ , ~ ~ , ~ ~  

In order to obtain a direct comparison with the 
results of Holbrook and coworkers, Bayesian statis- 
tics were generated based on two different sets of 

proteins: the 19 training set proteins (OHz,,) listed by 
Holbrook et al. and our 111 protein dataset with 
fractional solvent exposures calculated as in their 
work (DTc,,,).22 Predictions on the five test proteins 
(OH.,,> using DHm gave 70.3% correct predictions 
(0.41 correlation coefficient) while 72.3% correct 
predictions (0.45 correlation coefficient) were ob- 
tained using DTpzO. These results compare favor- 
ably with the 72.0% accuracy (0.44 correlation coef- 
ficient) reported by Holbrook et al., especially 
considering the problematic nature of comparing 
performance on such an extremely small test 

Rost and Sander reported a 75.7% accuracy 
for these same five test proteins using their neural 
network method and a 2-state solvent accessibility 
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threshold of 16%. However, in addition to using this 
threshold that assigned a disproportionate number 
of locations to the “exposed” state, their neural net- 
works were trained on a dataset (DRS,,) which con- 
tained members of the DHr16 test set. In order to  pro- 
vide a direct comparison with the neural network 
approach of Rost and Sander,25 the Bayesian predic- 
tion method was performed over their set of 126 pro- 
teins with their alternate solvent accessibility cut- 
offs of 9 and 16% (DRs9 and DRSIG) both of which split 
that dataset unevenly. As shown in Table I, results 
in both cases were superior to those achieved by 
their much more complicated scheme. 

As noted by Rost and Sander, the choice of solvent 
accessibility cut-offs is pr~blematic.’~ To explore the 
issue of threshold-dependent prediction accuracy 
more fully, 2-state predictions were performed for 
solvent accessibility cut-offs ranging from 5 to 25% 
over the 126 proteins compiled by Rost and Sander 
(DRs5-DRs25). These results are shown in Figure 1. 
Both common measures of prediction performance- 
percentage of predictions correct and correlation co- 
efficient-were sensitive to the choice of solvent ac- 
cessibility thresholds. This phenomenon is easily 
understood. A simple prediction scheme which as- 
signs the most likely state will produce increasingly 
accurate results as the solvent accessibility is varied 
to produce increasingly biased partitioning of the 
dataset. While the percentage correct measure was 
highest in the range of cut-offs which severely favor 
one state over the other, the correlation coefficient 
plateaued around the cut-offs which produced more 
evenly populated solvent accessibility states. We 
propose that the selection of thresholds which par- 
tition a dataset uniformly among the solvent acces- 
sibility states (e.g., DRs, and DTG,) would provide a 
standard which would facilitate performance com- 
parison among prediction methodologies; else, as 
demonstrated above, the various quantitative as- 
sessments of prediction performance-particularly 
the percentage correct measure-are of dubious 
value. 

In order to  obtain more detailed information, sol- 
vent accessibility has sometimes been classified into 
3 or 10  state^.^','^ The 3-state predictions were 
made based on datasets constructed using two pairs 
cut-offs proposed by Rost and Sander.25 For both 
sets, the buried and the partially exposed states 
were separated by a 9% cut-off, while the exposed 
state was distinguished from the partially exposed 
state by alternate cut-offs of 36% (DRsgc6 and 
DTGgp,), or 64% (DRSgM,  and DTGg,%). For compari- 
sons to the results of Holbrook et al., the pair of 
cut-offs 5 and 40% were used (DH,,40, DH.5,40, and 
DTG*,,,). As shown in Table I, results using the Bay- 
esian scheme were significantly and consistently su- 
perior to results obtained with neural networks. 
Again, we see that an uneven partitioning of the 
dataset (9%,64%) can produce misleadingly high 

77 0.44 
0.42 9 

76 ; 

75 
74 
73 
72 
71 
70 

0.40 
0.38 
0.36 
0.34 
0.32 
0.30 

- 69 0.28 
5 10 15 20 25 

Solvent Accessibility Threshold (Yo) 
Fig. 1. Dependence of 2-state prediction accuracies and cor- 

relation coefficients on solvent accessibility threshold. Curves rep- 
resent results obtained using the Bayesian scheme over the 126 
protein dataset. (0) Denotes the correlation coefficients; (0) de- 
notes %-correct prediction accuracies; (0) designates the %-cor- 
rect values reported for the recent neural network 

prediction accuracies, in contrast to those obtained 
with cut-offs which distribute the dataset more 
evenly among the ternary states (9%,36%). 

For 10-state predictions, our 111-protein dataset 
and the 126-protein dataset of Rost and Sander were 
divided into 10 roughly-equally populated accessi- 

In addition, for comparative purposes, both datasets 
were divided using the thresholds proposed by Rost 

which strongly emphasized buried locations over ex- 
posed locations. Accuracies for the various methods 
were roughly equivalent, with slightly higher accu- 
racies obtained by all methods with the more un- 
even distribution of accessibilities. Interestingly, for 
D R S ,  , the Bayesian method and the neural net- 
work method achieved essentially identical accu- 
racy. 

bility states (DTG0,3,8,1,,23,32,?2,53,67 and DRS0,3,8 15,24.34,44,55,69)’ 

and Sander (DTG1,,,9,1,,25.36.49 64 81 and DRs1~2,9,16,25,36,(9,64,81)’ 

Multiple Sequence Alignments 
Information was extracted from sets of aligned ho- 

mologous proteins for each of the example proteins 
in the 111 protein dataset, DTGz0, by representing 
the alignments with residue substitution classes. As 
explained in the methods section, the set of substi- 
tution classes was optimized by maximizing the 
amount of information about the solvent accessibil- 
ity provided by knowledge of membership in a resi- 
due substitution class. The 28 substitution classes 
optimized over the 111 protein dataset for two sol- 
vent accessibility states (DTG2,) are shown in Table 
I1 along with their log likelihoods for the buried and 
exposed states. The sets of 28 substitution classes 
optimized for the 7/8 subsets of the 111 protein data- 
set and for the 3-state and 10-state predictions were 
similar. 
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TABLE 11. A Listing of Residue Memberships 
and Log Likelihood Ratios for the Set of 28 

Residue Substitution Classes Optimized Over the 
Dataset of 111 Protein Chains to Provide Solvent 

Accessibilih Information* 

Class Buried Exposed 
L 53 -122 
I 52 -117 
V 50 -109 
F 52 -121 
M 37 -60 
C 40 -68 
A 42 -75 
W 54 -129 
Y 34 -53 
T 26 -36 
S 28 40 

H 34 -53 
Q 9 -10 
N 21 -27 
E -7 6 
D 11 -12 
K -24 19 
R 3 -3 
P 13 -16 
G 23 -31 

LIVFMCAW - 54 -131 
LIVFMCAWYTSH G 37 -60 
LIVFMCA Y HQ PG - 17 -21 
L VF A YTSHQNE R G - -35 26 
LIVFMCAWYTSHQNE R G - 8 -9 
LI A YTSH DKRPG - - 63 38 
LIVFMCAWYTSH DKRPG - - 10 9 
LIVFMCAWYTSHQNEDKRPG - - 124 54 
*(-I Indicates gap. 

Using the residue substitution class methodology 
significantly improved prediction accuracies, as 
shown in Table 111. Compared to the 70.7% correct 
predictions (0.41 correlation coefficient) achieved for 
DTGz0 based on single example sequences, use of the 
residue substitution classes yielded 74.7% correct 
predictions (0.50 correlation coefficient). As shown 
in Table 111, these values were only slightly affected 
by the 718 jackknife procedure. 

We also experimented with the inclusion of chain 
length information. In the Bayesian step of the pre- 
diction procedure, the example proteins were sepa- 
rately considered as “short” chains (< 250 residues) 
or as “long” chains (> 250 residues). This gave an 
increased accuracy of 74.9% (0.50 correlation coeffi- 
cient). Thus, protein chain length provided informa- 
tion about both the likelihood of various structures 
and about the residues likely to be found in those 
structures. These numbers compare with the high- 
est 2-state accuracies reported by the more recent 
neural network scheme which took advantage of ad- 
ditional sources of information, such as profiles of 
insertions and deletions, amino acid compositions, 
and residue locations relative to the N and C termi- 

ni of the proteins.25 Again, the 718 jackknife proce- 
dure did not significantly decrease the prediction 
performance. 

Predictions were also performed for the %state 
and 10-state cases using the residue substitution 
class methodology. For the 3-state predictions, the 
9%,36% pair of cut-offs was used to define the sol- 
vent accessibility states (DTGSc,). Use of the residue 
substitution classes gave a 3.5% increase to 57.5% 
correct predictions (0.54 correlation coefficient) over 
the 54.1% (0.45 correlation coefficient) obtained us- 
ing only single sequences from the same dataset. 
Inclusion of protein length information, as described 
in the paragraph above, produced a further improve- 
ment to 57.9% correct predictions (0.55 correlation 
coefficient), equivalent to the highest 3-state accu- 
racies obtained with neural networks.25 

In the 10-state predictions, the solvent accessibil- 
ity states were defined with the two sets of thresh- 
olds described in the previous section for the 111 
protein dataset (DTGo ~~ and DTG1 *1). Inclusion of 
information from homologous sequences caused an 
increase in accuracy of approximately 2.3% over 
that obtained with single sequences, for both sets of 
cut-offs. Our accuracy was, again, equivalent to  that 
reported by Rost and Sander for their dataset using 
the same cut-off values, though our predictions 
showed a slightly stronger correlation with the ob- 
served accessibilities (0.56 vs. 0.54). 

It should be noted that the comparisons made 
above between the Bayesian approach and neural 
network method of Rost and Sander were based on 
results obtained over different datasets (DTG and 
D,,, respectively). In order to make direct compar- 
isons with the neural network scheme it would be 
necessary to apply the residue substitution class- 
based method to their 126 protein dataset. This was 
not done due to the fact that the multiple sequence 
alignment data available for many of the proteins in 
that dataset was inadequate for making accurate 
residue substitution class assignments. 

There are a number of serious problems in com- 
paring our results to those obtained by Wako and 
B l~nde11 .~~  They report the use of a 20% solvent 
accessibility threshold when the threshold which 
evenly partitions their dataset is 26%, indicating 
that their reported accuracies could be inflated by 
the statistical phenomenon discussed above. Their 
method also includes an ad hoc parameter which 
“tunes” the relative weighting of residue substitu- 
tion information vs. structural propensity informa- 
tion in the prediction calculations. As this parame- 
ter was adjusted for optimal performance for the test 
set, it is possible that poorer performance would be 
achieved for other protein data sets. Most critically, 
these authors reported 2-state prediction accuracies 
calculated by averaging over individual proteins in 
each of 13 families and then over the set of 13 fam- 
iliesZ4 in order to achieve their reported 76.5% ac- 
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TABLE 111. Prediction Results Based on the Use of Multiple 
Sequence Data 

Multiple sequence data 
Method Dataset % Correct Correlation 
2-States 

Bayes 
Bayes7I8 
Bayes* 
Baye~*.~’~ 
3-State NN1’ 
10-State NNtS1’ 
10-State NN*~t2*~19 

3-States 
Bayes 
Bayes* 
3-State NN1’ 
10-State NN*3t,*319 

10-States 
Bayes 
Bayes 
10-State NN*~t,*~19 
10-State NN*,t3*,19 

74.7 0.496 
74.2 0.485 
74.9 0.499 
74.7 0.495 
74.6 - 
74.2 - 
75.0 - 

57.5 0.537 
57.9 0.547 
58.0 0.450 
57.9 - 

”s Prediction based on jacknife procedure using 7/8 subsets of the D ,  dataset, as 
described in the text. 
*Used protein chain length information. 
‘Used conservation weights. 
*Jury-averaged multi-network system using various combinations of additional in- 
puts such as amino acid composition, insertioddeletion profiles and distances to N 
and C terminals. 
DRss, an alternate set of 112 protein chains compiled by Rost and Sander.25 

curacy, rather than averaging over residues as done 
by other researchers. Since their method performs 
better for shorter proteins than for longer proteins, 
the type of averaging they use is biased in favor of 
their method. The method presented in this article 
performs in a more balanced way over proteins of 
different length. When we ran our Bayesian predic- 
tion method over the same set of proteins as reported 
by Wako and Blundell, excepting those members of 
the “immunoglobulin constant domain” family 
whose HSSP files contained constant and variable 
domains, we achieved 75.0% using the standard type 
of averaging and 75.8% using the averaging method 
of Wako and Blundell. 

CONCLUSION 
As is evident from the preceding section, quanti- 

tative assessment of the performance of our Baye- 
sian prediction method indicates that it consistently 
performs better than existing methods over single 
sequence data and comparably with those methods 
which use multiple sequence data. In addition, this 
approach bears some significant advantages com- 
pared to these previous methods. One disadvantage 
of neural network-based methodologies is the rela- 
tive difficulty with which these methods can be in- 
spected to gain an understanding of the biophysical 
basis of the Holbrook et al. stated 

that neural networks have the advantage of “not 
needing a preconceived One might argue 
that without a model to test, there is less possibility 
of expanding the insights learned beyond the realm 
of structure prediction or generating understanding 
that would suggest further improvements in the pre- 
diction methodology. Another disadvantage of neu- 
ral networks is that periodic updating and general- 
izing of the system of networks for new proteins 
requires complete retraining of the networks and 
retuning of their individual architectures and input 
formats-a computationally daunting procedure. 
On the other hand, using the Bayesian scheme, the 
relevant statistics for new proteins can be rapidly 
calculated and assimilated into the statistics stored 
for previous datasets. 

This new Bayesian approach to solvent accessibil- 
ity prediction provides superior prediction perfor- 
mance with a relatively simple and inspectable for- 
malism which is more computationally affordable 
and more easily generalizable to larger datasets. 
This same formalism could be applied to the predic- 
tion of other one-dimensional descriptors of protein 
structure. The methodology for representing align- 
ments of multiple homologous proteins with optimal 
residue substitution classes, which lends itself with 
ease to  the Bayesian approach, conveys a competi- 
tive increase in prediction accuracy while retaining 
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a conceptual simplicity advantageous for the devel- 
opment of biophysical insight. 1987. 

20. Miller, S., Janin, J., h s k ,  A.M., Chothia, C. Interior and 
surface of monomeric proteins. J .  Mol. Biol. 196641-656, 
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