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ABSTRACT
To investigate how the properties of individual amino acids result in proteins with particular structures and functions, we have examined the correlations between previously derived structure-dependent mutation rates and changes in various physical-chemical properties of the amino acids such as volume, charge, \( \alpha \)-helical and \( \beta \)-sheet propensity, and hydrophobicity. In most cases we found the \( \Delta G \) of transfer from octanol to water to be the best model for evolutionary constraints, in contrast to the much weaker correlation with the \( \Delta G \) of transfer from cyclohexane to water, a property found to be highly correlated to changes in stability in site-directed mutagenesis studies. This suggests that natural evolution may follow different rules than those suggested by results obtained in the laboratory. A high degree of conservation of a surface residue's relative hydrophobicity was also observed, a fact that cannot be explained by constraints on protein stability but that may reflect the consequences of the reverse-hydrophobic effect. Local propensity, especially \( \alpha \)-helical propensity, is rather poorly conserved during evolution, indicating that non-local interactions dominate protein structure formation. We found that changes in volume were important in specific cases, most significantly in transitions among the hydrophobic residues in buried locations. To demonstrate how these techniques could be used to understand particular protein families, we derived and analyzed mutation matrices for the hypervariable and framework regions of antibody light chain V regions. We found a surprisingly high conservation of hydrophobicity in the hypervariable region, possibly indicating an important role for hydrophobicity in antigen recognition. Proteins 27: 336–344, 1997. © 1997 Wiley-Liss, Inc.
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INTRODUCTION
The characteristics of proteins are determined by their constituent amino acids. Each of the 20 naturally occurring amino acids has distinct attributes; natural selection takes advantage of these differences to construct proteins that fulfill numerous criteria such as stability, foldability, and functionality. In spite of the sizable database of solved protein structures, it is still not known which attributes of the amino acids—volume, charge, hydrophobicity, etc.—are the most important factors in various parts of the protein, or even what criteria constrain the choice of amino acids at different locations in the sequence.1,2

The dominant approach toward answering such questions has been through site-directed mutagenesis—mutating specific amino acids within a protein and testing the effect of those mutations on protein characteristics.3–9 Changes in the characteristics of proteins can then be correlated with the changes in amino acid attributes. For instance, researchers such as Pace,10 Rose and Wolfenden,11 and Pielak et al.12 have interpreted changes in stability resulting from site mutations based on the \( \Delta G \) of transfer of the amino acids from octanol and cyclohexane to water. There are, however, several major difficulties faced in such studies. The first is the need to verify that the mutant protein does not have a significantly different tertiary structure, which can only be done by time-consuming methods such as nuclear magnetic resonance (NMR) or X-ray crystallography. A larger problem is the limited range of mutational combinations that can be studied. While researchers often have the ability to make any mutations they choose, the number of possible mutants makes it difficult to look at all the single mutations at a given site, much less all the double and triple mutations possible if neighboring amino acids are considered. This means that researchers can either use the technique of random mutagenesis and sample an extremely small random subset of possible mutations, or choose a limited number of presumably important mutations to examine, with their choices...
necessarily based upon a priori assumptions about what is important in protein structures.

In contrast, the few years biochemists have been studying directed mutations, nature has had billions of years to do similar studies. The result is a vast database of evolutionary information representing proteins that are continually evolving, yet retaining their functions and structures over geological time scales. This implies that evolution must be selecting changes that preserve important characteristics of the protein, allowing structure and function to remain relatively constant. Thus, by identifying what characteristics are conserved in mutations allowed by evolution, we can determine which factors are important in different local environments of proteins (i.e., positions with various secondary structures and surface accessibilities). This approach makes no prior assumptions about what factors are important in determining protein structure, and also has the advantages that all possible mutations are considered, with the resulting proteins known to be viable in an in vivo environment.

The primary method by which researchers have tapped into the vast database provided by evolution has been to create mutation matrices. The first matrices were published by Dayhoff and Eck in 1968, based on pairs of closely aligned sequences. Subsequent developments in the field have focused primarily on refining the Dayhoff approach, including comparing homologous fragments of proteins or choosing alignments based on matching three-dimensional structures, and applying the Dayhoff method to data sets restricted to certain types of proteins. Some researchers have created matrices based on various other properties of the amino acids, but these were not intended to model the evolutionary process as much as provide a tool for sequence comparisons. Also, these approaches do not result in matrices optimal for quantitative applications.

The basic limitation of approaches based on the Dayhoff method is the absence of knowledge about ancestral sequences, or any rigorous method to infer that information. With this problem, such methods can only derive symmetric mutation matrices representing short periods of evolutionary time. It is, however, over longer periods of evolutionary time that the effects of evolutionary constraints are most strongly felt. To avoid the constraints imposed by the Dayhoff approach, we developed a method to derive mutation matrices using estimation-maximization techniques, which allow the use of more distantly related sequences by creating a probabilistic reconstruction of the ancestral sequences. By using data sets consisting of proteins of known structure or data sets limited to specific types of proteins, we were able to derive optimal mutation matrices for various secondary structure and surface accessibility classes, as well as optimal mutation matrices for the evolution of specific types of proteins. In this paper, we make use of our previously published optimal structure-dependent mutation matrices to determine how mutation rates correlate with changes in physical-chemical parameters. By identifying which correlations are significant, we can see which characteristics are most conserved during evolution, and thus are presumably most important. By analyzing our structure-dependent mutation matrices, we can also study how the requirements placed on amino acids vary with local environment. We then demonstrate how we can apply these methods to the mutational process in a particular class of proteins by constructing and analyzing mutation matrices for the framework and hypervariable region of the light chain V region of antibody (Ab) molecules.

In our analysis, we find that a residue's relative hydrophobicity is the most conserved quantity, even in exposed regions of the protein (i.e., hydrophobic residues tend to be replaced by hydrophobic residues, and hydrophilic residues mutate to other hydrophilic residues). We also find that secondary structure propensity and charge are of less importance, and volume plays a key role in specific situations. Perhaps the most important conclusion from our study stems from the contrast between our findings and those from site-directed mutagenesis studies. This contrast seems to imply that mutations allowed by evolution may follow different rules than mutations made in the laboratory. Finally, we note interesting differences between the mutation rates in the framework and hypervariable regions.

METHODS AND RESULTS

As discussed above, our analysis was based on optimal structure-dependent and Ab-specific mutation matrices created using methods described previously. For the structure-dependent matrices, 84 sets of homologous proteins were aligned and phylogenetic trees constructed with the program ClustalV. The probability that any mutation matrix would result in this particular set of homologous sequences was computed, and the matrix most likely to result in the current sequences was derived. As the data set consisted of proteins of known structure, we were able to generate optimal mutation matrices for different combinations of secondary structure (α-helix, β-sheet, turn, and coil) and surface accessibility (buried or exposed), as well as a general matrix for transitions independent of local structure. In the case of the Ab matrices, the data set was made up of 16 groups, taken from the KABAT database. Each group consisted of 10–56 aligned sequences of antibody light chain V regions from various subgroups.
and species. Mutation matrices were optimized separately for the framework and hypervariable regions of the light chain V region. For the hypervariable region matrix, mutations rates to and from Arg (R), Asp (D), Cys (C), and Gly (G) were fixed at initial values and not included in the optimizations or the analysis, as not enough data existed to optimize these particular rates. Both the structure-dependent matrices and Ab matrices are available over the world wide web.

In this analysis we report the correlation of our various mutation matrices with changes in several physical-chemical parameters. Hundreds of physical-chemical parameters of the amino acids have been characterized, but we chose to focus first on several whose importance has been widely debated in the scientific literature. One of these quantities is hydrophobicity, as measured by the $\Delta G$ of transfer from cyclohexane and octanol to water ($\Delta G_{\text{oct}}$ and $\Delta G_{\text{cyclo}}$, respectively).

The importance of a general hydrophobic force as opposed to specific interactions such as hydrogen bonding has been under debate since Kauzmann first argued for the importance of hydrophobicity in protein folding. In addition, the predictive values of these two particular indices of hydrophobicity have been previously studied.

Two other parameters chosen were amino acid volume and charge. Both are known to be important characteristics in determining protein structure, but their relative importance in the process of evolution is not well understood. The last parameter we chose to examine was local structure propensity. In this case, some researchers hold that local propensity is a dominant force in protein folding; others believe it to provide only a minor contribution. We recognize that all of these parameter scales represent averaged values for the amino acids, as different environments are undoubtedly characterized by slightly different scales. However, even with the generalized nature of these scales, they can still have good predictive value, as we demonstrate.

We specifically looked at the correlations between $\Delta q_i$ and $\ln \left( M_{a_1 a_2} M_{a_2 a_1} \right)$, where $\Delta q_i$ is the absolute value of the difference in parameter value between amino acid $a_1$ and amino acid $a_2$, and $M_{a_1 a_2}$ represents the probability of amino acid $a_1$ mutating to amino acid $a_2$ in some fixed period of evolutionary time. The functional form of these correlations was motivated by the empirical observation that the best correlations were observed against the logarithm of our mutation matrices, implying an exponential relation involving fitness and mutation rate. This functional form was also supported by previous work involving theoretical models for evolution. Correlations were examined for transitions within each structure-dependent mutation matrix, and for transitions within and between subsets of amino acids: hydrocarbon (LIVAG), hydrophobic and non-hydrogen bonding (LIVAMCG), neutral and polar (YWHTSHQNF), and charged plus proline (RDEKPP). The placement of Gly(G) and Pro(P) was motivated by work done by Thompson and Goldstein, to reflect the optimal substitution classes derived in their work. The placement of the aromatic amino acids Phe(F) and Trp(W) is also somewhat nebulous. This is due to the delocalized $\pi$ electrons of the aromatic ring structures, which give these residues a partially polar nature. Both Phe(F) and Trp(W) were placed in the neutral and polar subset, as we found the highest correlation coefficients for all subsets were obtained with this placement.

In addition to the correlation coefficients, we also calculated the probability that a random, uncorrelated sample with the same number of data points would give that correlation coefficient or higher. As the number of data points differs for each case, it is this probability that is actually the more important value for determining which correlations are significant. The correlation coefficients ($r$), and probabilities of a random distribution matching or exceeding that correlation coefficient ($P_r$), are shown for various cases in Tables I and II and Figure 1.

**DISCUSSION AND CONCLUSIONS**

For the cases in which significant correlations existed between the structure-dependent mutation matrices and changes in physical-chemical parameters, correlations with our matrices were typically much higher than with the Dayhoff matrix. This is consistent with the results of Benner et al., who showed that short-time molecular evolution (as represented by the Dayhoff matrix) is more indicative of the underlying DNA mutation rates, while longer time behavior is more influenced by considerations at the amino acid level. This also indicates the accuracy of our mutation matrices, in that it is unlikely that less accurate matrices would be better correlated with changes in physical-chemical parameters.

One of the most obvious results we found was the high correlation of our structure-dependent matrices with changes in $\Delta G_{\text{oct}}$, as shown in Table I and Figure 1a. The strong correlation with our matrix for buried residues is similar to the findings of Rose and Wolfenden and Pielak et al., who found $\Delta G_{\text{oct}}$ to be a good indication of changes in stability for most amino acid substitutions in the protein core. The most likely explanation for this high correlation is that $\Delta G_{\text{oct}}$ serves as a good model for moving residues from the aqueous environment to the hydrophobic core during folding. This interpretation is supported by Pielak et al., observation that mutation matrices are highly correlated with changes in stability for these substitutions.

We also observed a high correlation between changes in $\Delta G_{\text{oct}}$ and the mutation matrix for exposed residues (Table I). As the environment of these
**TABLE I. Correlations of Mutation Matrices With ΔΔG_{oct} and ΔΔG_{chx}***

<table>
<thead>
<tr>
<th>Matrix</th>
<th>ΔΔG_{oct}</th>
<th>ΔΔG_{oct} (within polar)</th>
<th>ΔΔG_{oct} (between polar and charged)</th>
<th>ΔΔG_{chx} (within hydrocarbon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All residues</td>
<td>-0.601</td>
<td>-0.829</td>
<td>-0.830</td>
<td>-0.364</td>
</tr>
<tr>
<td>Exposed</td>
<td>-0.625</td>
<td>2.02 × 10^{-9}</td>
<td>7.78 × 10^{-08}</td>
<td>4.22 × 10^{-07}</td>
</tr>
<tr>
<td>Buried</td>
<td>-0.536</td>
<td>9.57 × 10^{-08}</td>
<td>2.52 × 10^{-07}</td>
<td>1.50 × 10^{-05}</td>
</tr>
<tr>
<td>Alpha helix</td>
<td>-0.551</td>
<td>3.08 × 10^{-07}</td>
<td>3.94 × 10^{-07}</td>
<td>5.93 × 10^{-07}</td>
</tr>
<tr>
<td>Beta sheet</td>
<td>-0.552</td>
<td>2.86 × 10^{-09}</td>
<td>5.60 × 10^{-07}</td>
<td>1.66 × 10^{-06}</td>
</tr>
<tr>
<td>Turn</td>
<td>-0.563</td>
<td>5.54 × 10^{-07}</td>
<td>7.22 × 10^{-09}</td>
<td>1.40 × 10^{-05}</td>
</tr>
<tr>
<td>Coil</td>
<td>-0.583</td>
<td>3.42 × 10^{-08}</td>
<td>1.37 × 10^{-06}</td>
<td>1.50 × 10^{-06}</td>
</tr>
<tr>
<td>Exposed alpha helix</td>
<td>-0.479</td>
<td>5.55 × 10^{-06}</td>
<td>2.00 × 10^{-07}</td>
<td>2.20 × 10^{-04}</td>
</tr>
<tr>
<td>Beta sheet</td>
<td>-0.460</td>
<td>2.11 × 10^{-06}</td>
<td>1.26 × 10^{-04}</td>
<td>3.61 × 10^{-05}</td>
</tr>
<tr>
<td>Turn</td>
<td>-0.588</td>
<td>4.14 × 10^{-08}</td>
<td>1.57 × 10^{-08}</td>
<td>1.11 × 10^{-04}</td>
</tr>
<tr>
<td>Coil</td>
<td>-0.536</td>
<td>4.63 × 10^{-08}</td>
<td>9.71 × 10^{-07}</td>
<td>1.69 × 10^{-04}</td>
</tr>
<tr>
<td>Buried alpha helix</td>
<td>-0.493</td>
<td>3.62 × 10^{-05}</td>
<td>1.82 × 10^{-03}</td>
<td>5.59 × 10^{-06}</td>
</tr>
<tr>
<td>Beta sheet</td>
<td>-0.479</td>
<td>9.08 × 10^{-07}</td>
<td>9.66 × 10^{-06}</td>
<td>2.16 × 10^{-06}</td>
</tr>
<tr>
<td>Turn</td>
<td>-0.480</td>
<td>1.48 × 10^{-03}</td>
<td>6.64 × 10^{-08}</td>
<td>6.42 × 10^{-05}</td>
</tr>
<tr>
<td>Coil</td>
<td>-0.522</td>
<td>9.19 × 10^{-07}</td>
<td>0.013</td>
<td>9.76 × 10^{-06}</td>
</tr>
<tr>
<td>Dayhoff PAM</td>
<td>-0.451</td>
<td>1.41 × 10^{-04}</td>
<td>3.43 × 10^{-04}</td>
<td>3.98 × 10^{-03}</td>
</tr>
<tr>
<td>Ab framework</td>
<td>-0.357</td>
<td>0.010</td>
<td>0.43 × 10^{-04}</td>
<td>0.214</td>
</tr>
<tr>
<td>Ab hypervariable</td>
<td>-0.365</td>
<td>4.63 × 10^{-04}</td>
<td>3.20 × 10^{-03}</td>
<td>0.123</td>
</tr>
</tbody>
</table>

*Correlation coefficients (r) and probability that a correlation coefficient of equal or higher value could arise from uncorrelated data (P_r) are given for the various matrices vs. the ΔΔG of transfer from octanol to water for all transitions, for transitions within the polar amino acids (YWTSHQNF), and for transitions between the polar and charged (RDEKP) amino acids. Similar results are also shown for the ΔΔG of transfer from cyclohexane to water for all transitions, and for transitions within the hydrocarbon (LIVAG) amino acids.
<table>
<thead>
<tr>
<th>Matrix</th>
<th>$\Delta$α-helical propensity</th>
<th>$\Delta$β-sheet propensity</th>
<th>$\Delta$Charge</th>
<th>$\Delta$Volume (within hydrophobic)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$</td>
<td>$P_r$</td>
<td>$r$</td>
<td>$P_r$</td>
</tr>
<tr>
<td>All residues</td>
<td>0.066</td>
<td>0.181</td>
<td>-0.323</td>
<td>$2.47 \times 10^{-06}$</td>
</tr>
<tr>
<td>Exposed</td>
<td>0.103</td>
<td>0.077</td>
<td>-0.283</td>
<td>$3.46 \times 10^{-05}$</td>
</tr>
<tr>
<td>Buried</td>
<td>0.037</td>
<td>0.308</td>
<td>-0.222</td>
<td>$9.91 \times 10^{-04}$</td>
</tr>
<tr>
<td>Alpha helix</td>
<td>0.110</td>
<td>0.065</td>
<td>-0.276</td>
<td>$5.47 \times 10^{-05}$</td>
</tr>
<tr>
<td>Beta sheet</td>
<td>0.033</td>
<td>0.327</td>
<td>-0.303</td>
<td>$9.62 \times 10^{-06}$</td>
</tr>
<tr>
<td>Turn</td>
<td>0.094</td>
<td>0.097</td>
<td>-0.309</td>
<td>$6.56 \times 10^{-06}$</td>
</tr>
<tr>
<td>Coil</td>
<td>0.075</td>
<td>0.150</td>
<td>-0.209</td>
<td>$1.86 \times 10^{-03}$</td>
</tr>
<tr>
<td>Exposed alpha helix</td>
<td>0.063</td>
<td>0.191</td>
<td>-0.327</td>
<td>$1.78 \times 10^{-06}$</td>
</tr>
<tr>
<td>Beta sheet</td>
<td>0.024</td>
<td>0.369</td>
<td>-0.184</td>
<td>$5.36 \times 10^{-03}$</td>
</tr>
<tr>
<td>Turn</td>
<td>0.103</td>
<td>0.077</td>
<td>-0.297</td>
<td>$1.47 \times 10^{-05}$</td>
</tr>
<tr>
<td>Coil</td>
<td>0.098</td>
<td>0.088</td>
<td>-0.176</td>
<td>$7.26 \times 10^{-03}$</td>
</tr>
<tr>
<td>Buried alpha helix</td>
<td>0.006</td>
<td>0.466</td>
<td>-0.201</td>
<td>$2.64 \times 10^{-03}$</td>
</tr>
<tr>
<td>Beta sheet</td>
<td>0.039</td>
<td>0.296</td>
<td>-0.251</td>
<td>$2.28 \times 10^{-04}$</td>
</tr>
<tr>
<td>Turn</td>
<td>0.060</td>
<td>0.203</td>
<td>-0.216</td>
<td>$1.31 \times 10^{-03}$</td>
</tr>
<tr>
<td>Coil</td>
<td>0.037</td>
<td>0.304</td>
<td>-0.208</td>
<td>$1.90 \times 10^{-03}$</td>
</tr>
<tr>
<td>Dayhoff PAM</td>
<td>-0.077</td>
<td>0.145</td>
<td>-0.165</td>
<td>0.011</td>
</tr>
<tr>
<td>Ab framework</td>
<td>0.014</td>
<td>0.424</td>
<td>-0.074</td>
<td>0.154</td>
</tr>
<tr>
<td>Ab hypervariable</td>
<td>-0.034</td>
<td>0.356</td>
<td>-0.132</td>
<td>0.074</td>
</tr>
</tbody>
</table>

*Correlation coefficients (r) and probability that a correlation coefficient of equal or higher value could arise from uncorrelated data (P_r) are given for the various mutation matrices vs. the $\Delta$α-helical propensity, $\Delta$β-sheet propensity, $\Delta$charge, $\Delta$volume for all transitions, and $\Delta$volume for transitions within the hydrophobic (LIVAMCG) amino acids.
residues remains roughly constant during folding, this correlation cannot be easily explained by stabilization of the folded conformation. Similarly, the highest and most significant correlation coefficients for $D_{\text{G}_{\text{oct}}}$ are against transitions within the polar residues and between the polar and charged residues, amino acids generally found on the surface of proteins. We can find a likely explanation for these correlations in the "reverse hydrophobic effect".\textsuperscript{51,52} One of the major factors in efficient folding of the protein is the destabilization of incorrect conformations; the polar nature of surface residues prevents stabilization of alternatively folded states in which these residues are buried.

Surprisingly, correlations between $D_{\text{G}_{\text{chx}}}$ and any of our matrices were much less significant than those between $D_{\text{G}_{\text{oct}}}$ and our matrices (Table I and Fig. 1b), even the correlation between $D_{\text{G}_{\text{chx}}}$ and our matrix for buried residues. Rose and Wolfenden\textsuperscript{11} and Pielak et al.\textsuperscript{12} found $D_{\text{G}_{\text{chx}}}$ to be an excellent model, superior to $D_{\text{G}_{\text{oct}}}$, for predicting the effect of mutations occurring in the protein core. This suggests that the correlation of $D_{\text{G}_{\text{chx}}}$ and our matrix for buried residues should have been at least equal to the correlation of that matrix with $D_{\text{G}_{\text{oct}}}$. A more significant correlation was not found even for transitions among only the hydrocarbon amino acids, as would be expected based on the findings of site-directed muta-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig1.png}
\caption{a: Scatter plot of the $\Delta \Delta G$ of transfer of the amino acids from octanol to water vs. $\ln \left( \frac{M_{a1} M_{a2}}{M_{a2} M_{a1}} \right)$, the logarithm of the product of the transition probabilities. The correlation coefficient ($r$), probability that a correlation coefficient of equal or higher value could arise from uncorrelated data ($P_{r}$), and best fit line are also shown. b: Similar plot for the $\Delta \Delta G$ of transfer of the amino acids from cyclohexane to water.}
\end{figure}
Pielak et al.\textsuperscript{11,12} found negligible correlation between
with our matrices. These results appear in Table II.

\( \text{\textsuperscript{a}} \) With a limited ability to form hydrogen bonds.

\( \text{\textsuperscript{b}} \) Contributions to folding. The effects of such mutations are better modeled using octanol, a solvent
that is good for modeling hydrophobic interactions.

\( \text{\textsuperscript{c}} \) When the substituted residue can take advantage of hydrogen bond donors or acceptors or make use of subtle structural changes or compensatory mutations elsewhere in the sequence to optimize positive contributions to folding. The effects of such mutations are better modeled using octanol, a solvent with a limited ability to form hydrogen bonds.

In addition to \( \Delta G_{\text{act}} \) and \( \Delta G_{\text{hiv}} \), we also examined
\( \alpha \)-helical and \( \beta \)-sheet propensity for correlations with our matrices. These results appear in Table II.
Pielak et al.\textsuperscript{12} found negligible correlation between
\( \alpha \)-helical propensity and changes in stability; in a similar fashion, we found no significant correlations of \( \alpha \)-helical propensity with the various mutation matrices. This suggests that helical propensity is not generally conserved during mutations and thus is not an especially important factor in determining structure or function. This conclusion is supported by the results of researchers such as Chakrabartty et al.\textsuperscript{53} and Govindarajan and Goldstein,\textsuperscript{49} who found local propensity not to be a dominating factor in protein folding.\textsuperscript{48,54,55} It has also been found that patterns of hydrophobicity are prevalent in \( \alpha \)-helical structures\textsuperscript{56} and are sufficient to induce helix formation.\textsuperscript{57} These results suggest that it is patterns of hydrophobicity, rather than \( \alpha \)-helical propensity, that dominate the formation of \( \alpha \)-helices.

\( \beta \)-sheet propensity showed a higher correlation with our structure-dependent matrices. This higher correlation was not simply a dependence on physical-chemical properties such as volume or hydrophobicity, as we found no correlation between \( \beta \)-sheet propensity and these characteristics. These results agree with those of West and Hecht,\textsuperscript{56} who found that characteristic patterns of hydrophobicity were less prevalent in \( \beta \)-sheets than in \( \alpha \)-helices. This result suggests that other factors such as secondary structure propensity play a larger role in maintaining \( \beta \)-sheets. We also noted that buried \( \beta \)-sheets had a higher correlation than exposed \( \beta \)-sheets, again consistent with their observations that exposed \( \beta \)-sheets tended to contain more patterns of hydrophobicity than buried \( \beta \)-sheets.

Correlations of our matrices and changes in charge and volume were also explored (Table II). Change in charge showed no significant correlations with any of our matrices, but we determined that volume was an important parameter for specific subsets of transitions in specific environments. While correlations between transitions and changes in volume averaged over all locations were only modest, we did observe stronger correlations with mutations occurring in buried \( \beta \)-sheets and buried turns. This is not surprising, as volume is an important factor in turns, where steric clashes are a major constraint, and in buried positions, where internal packing plays an important role.\textsuperscript{40} All correlations of changes in volume with transitions among the hydrophobic amino acids were significant. The correlation coefficients observed were much larger than those seen with transitions among the other groupings of amino acids. The strongest of these correlations, not surprisingly, was with the buried matrix. Thus, we can determine that volume is of key importance in specific situations: mutations from one hydrophobic residue to another, especially in buried positions.

The correlations of the Ab matrices for the framework and hypervariable regions of the light chain V region with \( \Delta G_{\text{act}} \) and \( \Delta G_{\text{hiv}} \), are similar to those of the structure-dependent matrices, but do have a few surprises of their own. As with the structure-dependent matrices, correlations of the Ab matrices with \( \Delta G_{\text{hiv}} \) were much lower than with \( \Delta G_{\text{act}} \). Interestingly, among polar residues, it was mutations in the hypervariable region and not the framework region that showed a significant correlation with \( \Delta G_{\text{act}} \). At first glance, this is surprising given that the hypervariable region Ab matrix is a matrix derived from predominantly solvent-exposed coil positions, a structure that normally imposes few restraints on residue characteristics. However, when the important functional nature of the hypervariable region in antigen recognition is considered, the correlation of the hypervariable region matrix with \( \Delta G_{\text{act}} \) is not quite as unexpected; hydrophobicity may play a key role in molecular recognition. The fact that the framework region Ab matrix showed such a low correlation is also of interest. In fact, for transitions among the polar residues, the framework region Ab matrix showed no strong correlations with any of the amino acid indices we examined. This could be a result of the stabilizing effect of the disulfide bond found in the framework of the light chain, or it could argue for the existence of other key amino acid characteristics that are not as well recognized as those like hydrophobicity or volume. Correlations of \( \beta \)-sheet propensity and size with our Ab matrices were also not significant, suggesting that such factors are not important in antibody molecules.

Lastly, we examined the correlations of the Ab matrices with the minimum number of base changes necessary to mutate from one amino acid to another. Interestingly, the framework and hypervariable region matrices showed a distinct difference in their degree of correlation. Neglecting the transitions that could not be fixed in the hypervariable region matrix, the framework region matrix had a correlation coefficient of \(-0.596\) against the minimum base change matrix, while the hypervariable region matrix was more highly correlated, with an \( r \) value of \(-0.647\).
This difference in r values corresponds to a difference in 6 orders of magnitude in P, $(1.85 \times 10^{-26}$ vs. $2.45 \times 10^{-32}$), indicating a significant dissimilarity in the mutational processes in these two different regions. This is not a surprising observation, given that the hypervariable regions mutate some 1,000 times faster than normal proteins.
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