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Abstract. In this paper, an invariant manifold approach is introduced for the generation of reduced-order models
for nonlinear vibrations of multi-degrees-of-freedom systems. In particular, the invariant manifold approach for
defining and constructing nonlinear normal modes of vibration is extended to the case of multi-mode manifolds.
The dynamic models obtained from this technique capture the essential coupling between modes of interest, while
avoiding coupling from other modes. Such an approach is useful for modeling complex system responses, and is
essential when internal resonances exist between modes. The basic theory and a general, constructive methodology
for the method are presented. It is then applied to two example problems, one analytical and the other finite-
element based. Numerical simulation results are obtained for the full model and various types of reduced-order
models, including the usual projection onto a set of linear modes, and the invariant manifold approach developed
herein. The results show that the method is capable of accurately representing the nonlinear system dynamics with
relatively few degrees of freedom over a range of vibration amplitudes.
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1. Introduction

The concept of normal modes of motion is well developed for linear oscillatory systems, due
to the special features of the linear differential equations governing their dynamics. These
features allow for the definition of normal modes in terms of eigenvectors (or eigenfunctions)
and the expression of an arbitrary system response as a superposition of modal responses
[1]. In particular, given the invariance of the normal modes, truncation procedures have been
developed to allow for the reduction of the number of modeled (i.e., simulated) modes, and
yet for the elimination, in many cases, of contamination from the non-modeled modes.

Many themes present in linear systems may be extended to nonlinear systems. For example,
much work has been done on the existence and stability of normal modes of motion for
two-degrees-of-freedom, conservative systems [2, 3], as well as continuous systems [4, 5].
However, new methodologies have been developed [6-8] that generalize these definitions
to a very wide class of systems which include non-conservative, gyroscopic, and infinite-
dimensional systems. Essentially, these works define normal modes in terms of motions which
occur on low — typically two — dimensional invariant manifolds in the system’s phase space.
Such motion must be inherently like that of a lower dimensional system, as is desired for a
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normal mode. A constructive technique for generating such manifolds in terms of asymptotic
series, without having to solve the equations of motion, is provided by a simple generalization
of the method used in constructing approximate center manifolds in bifurcation theory [9]. Us-
ing this approach, it is possible to determine the manifolds which represent the normal modes
for weakly nonlinear systems. The equations of motion restricted to these manifolds then
provide the dynamics of the associated normal modes. The planes tangent to the manifolds
at the equilibrium point are the planes on which the usual modal dynamics of the linearized
system take place, i.e., they are the familiar eigenspaces. By definition, these nonlinear normal
mode manifolds are invariant, such that any motion starting exactly in one nonlinear normal
mode will be comprised only of that one for all time and will not generate any motion in
the other nonlinear normal modes. On the contrary, a standard linear modal analysis of the
system’s dynamics — obtained by projection of the equations of motion onto the linear modes
—necessarily results in the exchange of energy, or contamination, between linear modes, due to
the nonlinear coupling terms between the obtained equations. As was demonstrated previously
[10], this may yield inaccurate results if one includes only a few linear modes, or expensive
solutions if one includes many of them. Many of the principles inherent to this approach
have been modified and/or extended to achieve various ends [11-16], but the basic ideas are
outlined in Section 2.

Just as the primary use for normal modes of motion of linear systems is the modal analysis
associated with them, the concept of nonlinear normal modes of vibration suggests the defini-
tion of a proper ‘nonlinear modal analysis’ in order to obtain the response of a system in terms
of nonlinear modal coordinates. Moreover, one ought to be able to perform model reductions
using the nonlinear modal coordinates — as is done for linear systems — which requires the
development of efficient truncation procedures, the ultimate goal being to use fewer nonlinear
modes than linear ones to perform equally accurate modal analyses of nonlinear systems.

Other works have been done which investigate coupled normal mode motions. Many of
these have concentrated on the phenomenon of internal resonance, and have hence made cer-
tain restrictions on the candidate systems, and the dynamics therein [2, 17]. Another approach
[18], similar in spirit to that which follows, uses an action-angle transformation to create
‘multi-modes’, whose manifolds are then determined numerically. The present paper seeks
to extend the invariant manifold-based nonlinear normal mode method, such that practical
analysis of larger systems, including those with internal resonances, may be conducted.

Given the definition of the nonlinear normal modes in terms of two-dimensional invariant
manifolds, it is clear that (1) they will not interact during a pure modal motion, and (2) they are
bound to interact during more general motions. As ignoring these interactions has been found
to yield reduced-order models of insufficient accuracy [19], it is essential for any nonlinear
extension of modal analysis to account for them in a rigorous manner.

Consequently, a new formulation has been developed to ensure the invariance of the set of
modeled nonlinear modes with respect to the non-modeled ones. This formulation, described
in Section 3, builds on ideas introduced in [20-22] and generalizes the individually invariant
nonlinear normal mode manifolds to multi-mode invariant manifolds. A multi-mode manifold
is of dimension 2M when M nonlinear modes are modeled, and includes the influence of all of
the M individual nonlinear manifolds defined previously. The interactions between the various
modeled nonlinear modes are accounted for at the first stage of the definition process, thus
eliminating the need for later work to recover them. The generation of a multi-mode invariant
manifold follows closely that of an individually invariant manifold, and approximations for
weakly nonlinear systems can be constructed easily using this method. As with the individual
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nonlinear modes, the modes constituting a multi-mode manifold do not interact with the non-
modeled ones for motions occurring on that manifold, thus eliminating contamination from
the non-modeled modes.

Closed form solutions have been generated for a subset of nonlinear structural systems
with arbitrary quadratic and cubic coupling between their linear modes. This allows for the
automated generation of third-order accurate multi-mode manifolds which govern the dynam-
ics of a chosen modal subset. These high-dimensional manifolds may then be used to produce
reduced equations of motion for a wide variety of structural systems.

Reduced-order models have been obtained for two continuous systems with discrete non-
linearities, one analytic, and the other finite-element based. These results illustrate the benefits
of the formulation compared to classical linear modal analyses of nonlinear systems (i.e.,
projections of equations of motion onto the linear modes). The dynamics recovered by the
multi-mode manifold methodology are generally more accurate than those obtained by a
linear modal analysis using the same number of linear modes. It should be noted that strong
nonlinearities may require higher-order expansions than those employed herein in order to
depict the associated manifold accurately. However, for nonlinearities of sufficiently modest
degree, this model reduction method may yield significant computational savings.

2. Individual Nonlinear Normal Modes

The equations of motion for the structural systems considered are assumed to be of the form

X =y,
i=1,...,N (1)
Vi= filXt, .o XN Y1 YN,
or
z=A(z) (2)
with z = [x;, y1,...,xy, yn]7 and A@z)! = [yi, fi, ..., yn, fv1" (where T denotes a

transpose), where any necessary discretization has been achieved previously, for instance
using the modes of the linearized system. In the case of a discretized continuous system,
x' = [x1,...,xny]T and y7 = [y, ..., yn]7 would represent some assumed modal coordi-
nates and velocities, while for discrete systems they would represent generalized coordinates
(displacements or rotations) and the corresponding generalized velocities. Furthermore, f7 =
[fi,..., fnlT represents some nonlinear, autonomous forcing on the system.

For a nonlinear, autonomous, oscillatory system such as that defined above, a normal
mode of motion is a motion which takes place on a two-dimensional invariant manifold in
the system’s phase-space. This manifold passes through a stable equilibrium point of the
system (X,y) = (0, 0) and it is tangent to an eigenspace of the system linearized about that
equilibrium [6]. This invariant manifold and the dynamics on it can be described by a pair
of independent coordinates, which can be chosen to be a single displacement-velocity pair.
However, this procedure must be modified for certain degenerate cases [6, 7], and internal
resonances [20, 2]. For the kth nonlinear normal mode, it is a natural choice to define u; = x;
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and vy = yi , so that all displacements and velocities can be related to (uy, vx) only — thus
enforcing the two-dimensionality and the invariance of the motion — as

X = Xi(ukv vk)a
i=1,...,N, i#k, 3)
yi = Yi(ug, ve).
Substitution into the equations of motion yields a set of constraint equations which describe
the geometry of the nonlinear invariant manifold, as
9X; X;

a fk
- i=1,...,N, i#k, 4)
auk fk fi’

where use has been made of the kth pair of equations of motion, i.e., iy = v; and vy = f;.
Notice no assumption has yet been made on u; and v, and therefore Equation (4) describes
the kth nonlinear normal mode in a non-local sense. Thus, if one can find the exact solution
of Equation (4), this solution will describe the exact shape of the manifold. However, solving
Equation (4) is, in general, not possible.

For weakly nonlinear systems, an approximate local solution can be computed by assuming
a polynomial expansion of X; and Y; with respect to u; and v, up to the desired order as
X, = a]f,i”k + a'zc’l.vk + alg’iuf + aﬁ’iukvk + alg’ivf

+ a'é,iui + a’7"iuivk + a's‘,iukv/f + aé,i”/? +-
(%)

Y, = b]fi”k +b vk+b3luk +b ukvk+b5lvk

+ b6 luk + b7 ,Mkvk + b8 lukvk + b9 lvk

Substituting Equation (5) into Equation (4) and equating coefficients of like powers in uy and
vy yields a set of linear equations which can be solved, one order at a time, for the a ;’s and
b’]‘ ’s. These coefficients govern the nonlinear contributions (at various orders) of the zth linear
mode to the kth nonlinear mode.

The reduced differential equation, which governs motions on the manifold, is determined
by back substitution of the X;’s and Y;’s into Equation (1) for i = k. The dynamics of
ui(t) may then be determined (for example by numerical integration), and the remaining
coordinates obtained through the relations in Equation (5). This process requires solving
only one nonlinear ordinary differential equation (ODE) to determine the motion on each
nonlinear normal mode, as compared to N coupled ODE’s involved in a direct integration of
Equation (1). It can be shown that, for systems where the lowest nonlinearity is of order Q,
the dynamics are precise through order (N' + Q — 1) where N’ is the order of approximation
of the manifold. For general nonlinearities, this means that the approximation of the dynamics
is precise to one order higher than that of the manifold itself, and two orders higher in the case
of purely odd nonlinearities. However, additional higher order terms, while not precise, may
yield more accurate equations of motion under certain conditions.
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2.1. SPECIALIZED SINGLE-MODE SOLUTION

In order to develop approximate solutions for Equation (4) which may be applied to a wide
variety of nonlinear structural systems, yet remain somewhat tractable, several assumptions
are necessary. In this formulation, the following assumptions are made:

e The equations are decoupled to linear order using N linear system modes, and thus
expressed in terms of the linear normal coordinates. This form may be easily obtained for
large structural systems, for example using modal analysis in conjunction with a finite
element representation.

e Damping is not considered. However, small damping may be subsequently added to the
reduced equation set.

The nonlinearities are of second and third order only in displacement.
The manifold is single-valued and analytic for the amplitudes under consideration.

These assumptions allow the equations of motion to be written in the following, second-order
form:

X+ [Qx+ M (x) =0, (6)
where
a)f 0 0
[2]=] 0 . 0
0 0 w}

and w; is the ith natural frequency of the linearized system. The nonlinear forcing, f"! may be
expressed as:

fnl — [a]XZ* + [ﬂ]X3*,

where x** contains all unique second-order combinations, and x** contains all unique third-
order combinations within the vector x. Consequently, the non-square matrices [«] and [B]
contain the coefficients for every possible quadratic or cubic coupling in the (modal) displace-
ment X. The individual elements in [«] and [B] are denoted as: 013’ I ; 1.m» Where i indicates
the row in [«] or [B]; and j, [, m indicate the coupled degrees of freedom. In this notation, the
order of the subscripts is extraneous, that is, af_z = ag_ 1> and both refer to the same element in
[a]. Note that in order to obtain these elements, one must transform the nonlinear terms from
physical to modal coordinates, a somewhat tedious procedure.
Now, f; from Equation (4) may be written as:

N N N N N
S DN ) W AL N g
j=11=j j=11=j m=l

We seek a local solution for the X;’s and Y;’s in terms of u; and vy in the form of the expansion
above, Equation (5).
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Due to the choice of modal coordinates, the first-order solution is trivial:

alf’l. = ik,
alzc,i = 0,
b]f’i = 0,
W, = b ®)

Here, §;; is the Kronecker delta. The higher-order coefficients may be determined by sub-
stituting Equations (7) and (5) into Equation (4) and collecting like powers in u; and vy to
produce a linear set of equations, a task greatly simplified by symbolic processors such as
Mathematica™ . Using this formulation, the second-order coefficients are:

' 2 2
' a,‘c’k(2wk - w;)

a,: = —
3,i 2, 2 2N
;i (w7 — 4wy)
i
S 2ap 4
50 — T2, 2 2N’
w; (w7 — 4wy)
20!
k.k
k. = — 55 ©)
4 w? — 4o

In addition, aj ; = b5 ; = b§ ; = 0. At third order, a5 ; = a5, = bg, = by ; = 0, and,

1

1k i k pk 2r 1k Lk 2 2
—Cii = B T @by @il Gy — G Gop — )]

i 2 2 1.k
w; w; D;
1,k 2 2 1,k 1,k 2 2
a5 = C3)i B — )[Cy); — C3 Qi — ))]
8, — - )
! 207w} 2a)i2w,%Dil’k
1,k Lk n 2 2
b -Gy — G5 By — w;)]
7,0 — 1,k ’
D,
ko k
b, = . (10)

1k
The constants C 7,

N
Lk _ § : k i
Cl,i - a3,mak,m’
m=1

and D" are defined as:

N
Lk 2 2 ki
G = 20; wi § :aS,mak,m’

m=1
Lk _ 1.k i k 1k 2k k
C3,i = _3(C1,i + ﬂllc,k,k - O‘k,kb4,i) — 20; O 1455
1,k 2 ) 2
D" = (w; — o) (w; — ). (11

Note that the third-order coefficients depend on the second-order results, as is typical in per-
turbation expansions. Similar results have been found for fourth- and fifth-order coefficients,
but the general analytic results are omitted for the sake of brevity.
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Figure 1. Simply-supported Euler-Bernoulli (linear) beam connected to a purely cubic spring.

Once the above expansion coefficients are calculated, all degrees of freedom are known,
albeit approximate, functions of u#; and vy. These expressions may be substituted into the kth
equation of motion to produce a single, second-order, nonlinear oscillator in u; and v;. This
oscillator governs the local dynamics on the kth invariant manifold.

2.2. ANALYTIC EXAMPLE: A SIMPLY SUPPORTED EULER-BERNOULLI BEAM
CONSTRAINED BY A NONLINEAR SPRING

The above methodology is applied to a homogeneous, uniform, simply supported Euler—
Bernoulli beam with a nonlinear cubic spring attached at the center — see Figure 1. While
the beam itself is assumed to deform in the linear range, the spring is chosen as purely cubic
so that the linearized system’s normal modes are those of the simply supported beam alone
(i.e., pure sine waves). With this choice, the influence of the various linear modes on the
nonlinear ones can be visualized easily. Notice that since the spring is located at a node of
the antisymmetric (even numbered) modes, they remain unaffected (linear). Therefore, only
the symmetric (odd numbered) normal modes are influenced by the nonlinear spring and,
furthermore, they feature only contributions from the other symmetric linear modes.
The beam has the following equation for transverse motion, in non-dimensional form:

i+ At g5 + pus <s - %) =0, sel0,1[, (12)
where A, = El/m,u = y/m, E is Young’s modulus, / is the second moment of area of a cross
section, m is the mass per unit length, y is the nonlinear stiffness of the spring, s represents
the spatial coordinate along the beam, u(s, t) is the transverse deflection of the beam, (-) s
denotes a derivative with respect to s, an overdot represents a derivative with respect to time,
and 4 (-) is the Dirac function. The associated boundary conditions are u#(0) = u(1) = 0, and
u 55(0) = u 4 (1) = 0. For this example, we take A = 1, and u = 10* when numerical results
are shown.

The beam deflection, u(s, t), is first discretized using the natural modes of the linearized
system, ¢;(s) = sin(jrs),

N
u(s, 1) =2 ) xj(0;(s), (13)

j=1
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where N is the number of terms in the expansion, i.e., the number of modes that would be
retained for a linear modal analysis of the nonlinear system. Projection of the equation of
motion onto the ith linear mode yields

3

i AT + 2 XN:x-sin('z) sin(iz)—O i=1.....N (14)
1 1 /’L j:1] ./2 2 - k) - AR ) )

which can be written in first-order form as
Xi = yi,
i=1,...,N, (15)
Vi = fi(X1, oo XN Vis ey YN
where the inter-modal coupling effects are captured by
3

N
b4 b4

= A 4i_2 i C (_)

fi= (im)*x n ]E_l Xj s1n(12) sin 12

The set of differential equations, Equation (15), is what is simulated for a typical linear modal
analysis. Alternatively, the procedure described earlier in this section can be applied to Equa-
tion (15) to determine the third- or higher-order approximation of the nonlinear normal modes
of the system. The kth nonlinear mode is given by, to third order [10]:
Xp = U, Xp = Uk
andfori =1,...,N,i #k:
x;=x; =0, (i even),
x; = ag ui +ag uvp + -+, (i odd), (16)
X = bk ugve + b§ v + -+, (i odd),
where, if k is even, a’g’i = alg,i =0,andifkisodd, fori =1,...,N,i #k,
(Q* — 7k%
At — kNt — 9k’ 17
ag, = —12p(=1)*+/2

alg’i — ZM(_I)(k-H)/Z

1
Masat — kHG* — 9kt
and, for all k withi =1,..., N,i # k, i odd:

b . = —2x(mk)*af; + 3af ;,

1

(18)
bé,i = aé,i'

Though different in form, equivalent expressions may be obtained using Equations (9)—(11).
Next, the deflection and velocity of the beam in the kth nonlinear mode, u(s,t) and

vk (s, 1), can be expressed in terms of the kth nonlinear modal coordinate, u(¢), and the
associated modal velocity, vy (¢), as

uk(s, 1) = uy sin(kms) + Z [aé,iui + alg,iukvf] sin(iws) + - -, (19)

iodd
ik
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Figure 2. Beam displacement through a quarter-period of motion in the first nonlinear normal mode, sampled at
seven equal time intervals. u1(0) = 0, v1(0) = 6.93.

V¥ (s, 1) = vy sin(kms) + Z [bé‘_iu,%vk + bg’ivi] sin(ims) + - --. (20)
Note that the nonlinear normal modes indicate synchronous motions for this system. That
is, when v, = 0, the entire velocity field, v¥(s, 1), must also vanish. Similarly, since the
nonlinearities are odd (that is, symmetric about the equilibrium), all points along the beam
pass through zero simultaneously — specifically, when u; = 0, u*(s, t) = 0 over the entire
beam. (For an example of a synchronous motion with even-order nonlinearities present, in
which case the latter observation does not hold, see [8].) Here, u*(s, ¢) is the deflection of
the point located at coordinate s at time ¢ when the system undergoes a motion in the kth
nonlinear normal mode. It should not to be confused with u; (#), which is the nonlinear modal
coordinate and is not meant to represent the motion of any particular point.

The dynamics of the nonlinear modes are governed by

iy 4+ Ak uy + 2 sin® (km /2)u;

+ 6y | Y lag up + af vilsin(in/2) | sinkr/2) =0, 1)
iodd
i#k
fork = 1,..., N. Note that the dynamics of the N nonlinear modal oscillators are individ-

ually decoupled from one another, and that a third-order manifold accurately produces these
equations of motion through fifth order.

Figure 2 shows the position of the beam at seven equidistant instants of time for a motion
purely in the first nonlinear mode, as generated by Equations (19-21). Note that as the beam
undergoes its oscillation, the shape does not remain constant, and that the spring influence
increases with displacement amplitude. These geometric effects, and their mathematical reper-
cussions cannot be captured through a single linear mode truncation of the system. Simply
adding linear modes does increase model accuracy. However, without the constraints provided
by the manifold, the response loses periodicity.

Figures 3 and 4 display simulation results obtained using this procedure, along with results
obtained with classical linear modal analyses of the nonlinear system performed with various
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Figure 3. Deflection of the middle-point of the beam obtained by various linear modal analysis simulations
initiated on the first nonlinear normal mode manifold. Initial conditions: u(0) = 0.15, v1(0) = 0.
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Figure 4. Deflection of the middle-point of the beam obtained by various simulations initiated on the first
nonlinear normal mode manifold. Initial conditions: u1(0) = 0.15, v1(0) = 0.
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numbers of modeled linear modes. In both figures, the ‘exact’ solution was determined using
a linear modal analysis with 25 linear modes; that is, by simulating the 25-degrees-of-freedom
system obtained by projecting the equations of motion onto the lower 25 linear modes, using
initial conditions which lie on the third-order approximation of the first nonlinear normal mode
manifold in the 50-dimensional phase space. In this particular case it is seen that at least three
to five linear modes are necessary to achieve an accuracy comparable to that obtained with a
single fifth-order nonlinear mode as obtained above. The nonlinear mode results are obtained
by simulation of a single second-order differential equation (Equation (21)), which includes
the influence of the other linear modes. In the case where one uses a single linear mode through
the entire analysis, the influence of the other linear modes is completely missing, whereas it
is naturally embedded in the nonlinear normal mode. See Figure 4 which compares several
simulations, all utilizing only one ODE, to the ‘exact’ solution. It should be noted that the
initial displacements shown in these figures include contributions from chosen mode (i), as
well as the non-modeled modes. Consequently, the initial displacement will vary as additional
modes are included, i.e., as the manifold is projected into a larger configuration space.

3. Multi-Mode Invariant Manifolds

The potential of nonlinear normal modes is evident from the previous section. However, it is
important to note that, by definition, they are only individually invariant. Therefore, though
they do not interact when the system undergoes a motion in any one of the modal manifolds,
nothing prevents them from interacting during an arbitrary motion. This immediately reminds
one of the contamination problems encountered during the linear modal analysis of nonlinear
systems — an issue which was precisely at the origin of the definition of individual nonlinear
normal modes.

In order to properly remove the contamination due to nonlinear modes which are not in-
cluded in the reduced-order model, a new, more general, formulation is necessary, such that the
individually invariant nonlinear normal modes are but a special case. The underlying idea is
to generate high-dimensional invariant manifolds, referred to as multi-mode manifolds, essen-
tially in the same manner as the individually invariant manifolds were produced in Section 2.
These multi-mode manifolds, when comprising the influence of M nonlinear modes, are of
dimension 2M in the phase space for the oscillatory systems typically of interest in structural
dynamics. These multi-mode manifolds are still not completely invariant, as two different
multi-mode manifolds would interact during a general motion, just as the individual nonlin-
ear normal modes did. However, for motions on a given multi-mode manifold, invariance is
ensured between itself and the rest of the (non-modeled) nonlinear modes.

Consequently, for a system for which M nonlinear modes are to be modeled and for which
the remaining ones are to be merely ignored, the multi-mode manifold should comprise all
M modes, so that (1) the interactions between those M modes can be accounted for, and
(2) the interactions with the non-modeled modes can be completely removed. If a mode is
non-modeled despite an internal resonance with a modeled one, the mathematical process of
generating the multi-mode manifold will become singular, thereby detecting the anomaly.

The procedure to determine multi-mode invariant manifolds follows closely the one pre-
sented in Section 2. If §), denotes the subset of indices corresponding to the modeled modes,
and uy, and vy, represent the vectors of the corresponding nonlinear modal coordinates and
velocities, then the various linear modal coordinates are expressed as functions of the modeled
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modes as
Xk = Ug,
for ke Sy (22)
Yk = Uk,

xj = X;(uy, vy),
for j ¢ Swu, (23)
y;i =Yy, vy).

Taking the time-derivatives of Equation (23) yields:

. 0X; 0X;
Y,=X, = E — —L £,
S <3uk % Bu k)

M

for j & Sy, (24)

As before, exact analytical solutions to these equations are not readily available, and in most
cases (namely, for weakly nonlinear systems) approximations will be sought in a series ex-
pansion form. One has, to third order:

k k k.l k.l k.l
Xj(uy,vy) = Z (@) jur +a; jve) + Z 2(03,]”1&!1 +ay urv + as’;vevy)

keSy keSy leSy

k,l,q k.l,q
+ E E E (aé,j uhgitg + az’; Ui vg

keSy leSy quM

k,l,q k,l,q
+a8’j MkU[Uq "Jl_ag,j vkvlvq)+"" (25)

k k k.l k.l k.l
Yi(uy,vy) = E (b jur + by i) + E E (b3 uur + by jugv + bs’ vevy)
keSy keSy leSy

k,l,q k,l,q
+ E E E (bﬁ’j ukuluq—i—bm UrU Vg

keSy leSy quM
k,l,q k,l,q
+b8,j ukvlvq—l—bg’j VkVvg) + - (26)

Note that this decomposition is not unique, and that the number of coefficients of order p
when M nonlinear modes are modeled is, for each X; and Y:

C2M-14P _ 2M — 1+ p)!
P 2M — D!p!
which increases very rapidly with both p and M. Substituting Equations (25) and (26) into

the jth pair of manifold equations, Equation (24), and equating like powers in u,, and v,,, one
obtains the coefficients, one order at a time.
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3.1. SPECIALIZED MULTI-MODE SOLUTION

As with the single-mode case, it is necessary to restrict the eligible systems in order that the
solutions remain marginally tractable. Consequently, the same restrictions as those introduced
in Section 2.1 are applied. In addition, in order to ensure a unique solution, it is assumed that
the non-unique coefficients of Equations (25) and (26) are equal. That is, because

U Vg = UV 7 Ul V],

we enforce
klg _ Lkg
trj =475 >
but allow

! #ar
Also, as in the single mode case, these are local results, and their fidelity depends on the
amplitude of motion as well as the proximity to internal resonances between modeled and
non-modeled modes.

Although each order may be solved sequentially in its entirety, resulting in large matrix
equations for each complete set of second- and third-order coefficients, the process may be
simplified by dividing it into several subproblems according to the number of distinct modes
contained in the coefficient superscripts. That is, one first solves for terms like alg_’f *then for

terms like aé:f’l, where k # [, and finally for those like aé:f’q where k, [ and g are all distinct.
These are referred to as the one-mode, two-mode, and three-mode coefficients, respectively.
The one-mode problem is almost identical to that of the single mode manifold, and the same
solutions may be used. However, the numerical answers are not identical, as the inclusion of
more modes eliminates some of the expansion coefficients (e.g., a];:j‘. = 0if j € §,,), and the

values of the constants C [17:];, as defined in Equation (11), are consequently altered. That is,
certain constraints are eliminated when an additional mode is included in S,,,, and this change
is reflected in the reduced equations of motion.

The two-mode problem may be solved first for the second-order expansion coefficients,
and then for the appropriate third-order coefficients. The problems are both linear, but due
to the size and complexity of the explicit solutions, they are presented here in matrix form
only. In addition, the coefficients which are zero have been eliminated from the matrix formu-
lation. It is found that in the one-, two- and three-mode problems the expansion coefficients
ay, a7, ag, bz, bs, bg, bg are all zero. This is due to the fact that we are considering conservative,
non-gyroscopic systems, which eliminates the possibility of such terms appearing. For the
two-mode problem, the second-order coefficients may be determined by solving

-2 20} 1 07 [d! 0
-2 20} 0 1 ak! 0 .
—20w? 0 o} o} bﬁvl. IR @D
0 207 1 1 bl 0

while the third-order coefficients are obtained by solving
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© 3 202 0 1 0 o ([aX] [-c¥
—6 20} 20} 0 2 0 agt! —CcyH
0o -2 -1 0 0 3 gk 0
30?0 0 o 207 0 || sk | T ek | 28
0 _2");'2 0o -2 =2 6(0,% bélfk C;’f’l
| 0 0 —wf 0 =23 | k|| oM
For the three-mode problem, the third-order coefficients are the solution of:
T 6 207 202 0 2 0 0 o0 J[ai™] [CatT
6 0 2% 22 0 2 0 0 ||a" Catm!
—6 20, 0 20} 0 0 2 0 ag;" cyimt
o -1 -1 -1 0 0 0 3 agi* 0
30} 0 0 0 ) o of O ptm | 7| ek | @
0 =207 0 0 =20 =2 6w || pkm Clmk
0 0 —20} 0 -2-20 6w || phmt o
0 0 0 -2 0 -2-26w, || S e

In Equations (27-29), each equation depends on a specific i ¢ Sy and k,[,m € Sy. The
constants C;:]lf’l depend on the first- and second-order results, and are shown explicitly in the
appendix. These matrix expressions were initially formulated by hand, and then checked using
the symbolic processor Mathematica’ . Due to the relatively sparse nature of these matrices,
they may be symbolically inverted to yield analytic expressions for the expansion coefficients
which depend only on [«], [8], the ®’s and the lower-order expansion coefficients. Though
these expressions are rather large and unwieldy, they may easily be implemented in a computer
code and used to calculate systematically all of the expansion coefficients. It should be noted
that the symbolic approach used here allows k, [, m in Equations (27-29) to represent any
three modeled modes, and the corresponding (symbolic) solutions will be valid for any three
modeled modes. Alternatively, numerical values may be used in Equations (27-29), and the
inversion may be repeated for each combination of modeled modes. If several modes are cho-
sen, this may entail considerable work each time a solution is sought. The symbolic approach
avoids this shortcoming by producing a single, explicit, general purpose solution. However,
due to its complexity, this approach may no longer be practical if additional nonlinear terms
or expansion coefficients are included in the formulation (for example, those arising from
gyroscopic terms). However, even if additional effects are added, making symbolic inversion
impractical, the sub-problems above are still more desirable than the explicit, simultaneous
solution of all coefficients at a given order.

While internal resonances between modeled modes are automatically accounted for, in-
ternal resonances between modeled and non-modeled modes will cause singularities in the
analytic solutions. There are many possible internal resonances. Through third order, they are:

w; = wy, w; = 3wy,
w; = 2wy, w; = 2w £ vy,

w; = o £ wyl, 0 = |ox £ o+ ol (30)
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where (i, k, [, m) € Sy.

Once the expansion coefficients are known, the non-modeled degrees of freedom can be
expressed as approximate functions of the modeled coordinates. These functions may be
substituted back into the equations of motion corresponding to the modeled modes, thus
eliminating the non-modeled modes from the original set of second-order differential equa-
tions. This reduction process may be automated, producing a set of equations with polynomial
nonlinearities in the modeled coordinates. As in the single-mode case, a third-order expansion
of the non-modeled coordinates produces equations which are precise through fourth order if
[er] is non-zero, and fifth order if [«] = 0. In addition, it has been found that, even when [«/]
is non-zero, model fidelity is considerably improved when the fifth-order terms are retained.
Empirical evidence suggests that, while not precise, these additional terms contain essential
information.

As alluded to above, a computer program has been developed for the multi-mode case
which — given [«], [8], and the system’s linear natural frequencies — can reduce a system of
N equations which are formulated in the linear modal coordinates, down to a system of M
equations of motion, in M chosen nonlinear modal coordinates i.e., a reduced-order model.
This program generates the complete, third-order, M-mode manifold via the analytic solutions
to Equations (27-29), enabling the M equations of motion to be expressed to fifth order.
This means it is now feasible to systematically (and automatically) reduce many nonlinear
structural systems to include only the modes of interest without eliminating all effects due
to non-modeled modes. For example, a two mode manifold may be produced to examine
an internal resonance between two modes, yielding equations which not only account for all
interactions between the two chosen modes, but include relevant effects due to all other modes.
Of course, these additional effects are embedded in the fourth- and fifth-order terms, of which
there may be a great many. Consequently, some examination is necessary to determine when
‘reducing’ N third-order equations to M fifth-order equations will result in significant time
savings; this matter is considered next.

3.2. SOME COMPUTATIONAL CONSIDERATIONS

Depending on the ratio of M /N, the simplification obtained from the nonlinear mode ap-
proach may be significant. One indication of the complexity of a given system is the total
number of nonlinear terms in the model. For example, this is a measure of both the number of
computations necessary at a given time step in a numerical simulation. In the original system,
there are N equations, with

1
g(N3 + 6N? +5N)

possible nonlinear terms in each equation (this and the following results are obtained by
counting the terms at each order). By comparison, in the reduced system there are M equations
with

M 4 3 2
20 4M" + 30M° + 85M” + 105M + 46)

terms each, when all generated fifth-order terms are retained (in order to be conservative). At
the highest order, this difference reduces to an M x (4/5)M?> versus an N x N3 set of nonlinear
terms. Consequently, there is not significant reduction in the number of terms if

M > ~N?*?
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in the limiting case of the fifth-order result. It can be shown that for N > 4, reduction will
always occur if M < +/N. This is not a distinct boundary, but it may be used as a general
guide when applying this technique. These criteria are indicative of the most nonlinear cases.
In simpler cases, when the [«] and [B] matrices are sparse, the resulting reduced set may
contain many terms which are also zero or of negligible magnitude. Due to these effects, an
absolute description of the efficiency of this technique is not possible, and each case must
be evaluated individually. For example, if N = 20, and [«] and [B] are full, there will be
20 x 1750 = 35000 original nonlinear terms. If this is reduced to M = 4 equations, there will
be, at most, 4 x 636 = 2544 nonlinear terms in the reduced set.

In many structural systems, it is primarily the low frequency modes which are of interest.
However, when nonlinearities are present, it is often necessary to simulate the high frequency
modes as well in order to achieve the desired accuracy in the modes of interest. This requires
that the time steps of any integration scheme be small enough to reproduce the high frequency
dynamics accurately. When these systems are reduced to their low frequency modes using a
multi-mode manifold, the effects of the high frequency modes are captured in the reduced
equations, and it is no longer necessary to simulate them explicitly, hence allowing for a
time step governed by the low frequency modes. When this time savings is compounded with
that due to the size reduction of the equations, the necessary computer time may be reduced
by several orders of magnitude. In addition, it should be noted that the size of the reduced
equations does not grow with N. Consequently, it is possible to produce models which are
reduced from many more modes than would have previously been practical. Also, as N is
increased, the convergence of the reduced equations (with M held constant) may be studied
to guarantee their accuracy.

3.3. ANALYTIC EXAMPLE: A SIMPLY SUPPORTED EULER-BERNOULLI BEAM
CONSTRAINED BY A NONLINEAR SPRING

In the particular case of the system depicted in Figure 1, a two-mode invariant manifold is
computed with the aid of symbolic manipulation. Here, the first-order terms vanish except for
those corresponding directly to the linear modes (since the linear modes are used to discretize
the system), and all second-order terms are zero (since there are no quadratic nonlinearities).
If S,, = {k, [}, the non-zero a’s are as follows:

vk 2(—j* + Tk psin’ (ko /2) sin(j /2)

ko , 31
iy ATTA(j8 — 10j4k* + 9kB) G1)
ag’s! = 6usin’(kn/2)sin(lm /2) sin(jm/2)
x (7% =641 — 2j%* — 2k*1* + 1% + 8k®) / [Orta* =
x (—8k'1* —8j*%k* + 16k* + j* — 21t +1%)], (32)
vik  12usin’ (k/2) sin(jm/2) (33)
0T 288 — 10/ + 9k5)
e —12pGK + 4 — A1) sin’ (I /2) sin(j /2) sin(k /2) 34
DT 28k — ) (—8KHTF — 844 + 1605 + J8 — 24k + k)
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kil 24 sin® (km /2) sin(Im /2) sin(jm /2) (35)
ag’; = )
8.J A28 (=844 — 84k + 16k8 + j8 — 2414 + [8)

with similar relations when k and [ are switched, from which one obtains, bg /" = bg"!" =0
forall {p,q,r} € S;,, and

6(—j* + 3k*) u sin® (k7 /2) sin(j/2)

plkk , 36
7 A4 (8 — 104+ + 9kB) (56)
by = 6 sin®(km/2) sin(l7 /2) sin(j /2)
x (% = 2j%%* = 254" — 6k 1t + 18 + 8kY) / [Orta* —
x (—8K'* — 8kt + 16k° + 8 — 2741t +1%)], (37)
pElk 121 sin® (km /2) sin(Im /2) sin(jm /2) (38)
I A (—8kAA — 84k + 16k8 4 j8 — 2414 4+ 18)’
pkk _ kkk _ 1244 sin® (kr /2) sin(j/2) (39)
9. = 48 = )\27.[8(1'8 _ 10j4k4 + 9k8) >
gkl _ M sin?(km /2) sin(lzr /2) sin(jmw/2) (—1* — 3 j* + 4k*) (40)
ST N2 (14 — ) (—8kHA — 84k + 16k8 + j8 — 2744 +18)°
with, again, similar relations when k and / are switched.
It can be noted by inspection of Equations (31), (33) and (18) that
algjf’k = a’g’ j as obtained for the kth nonlinear normal mode, 41
and
algjlj‘.’k = aé’ ; as obtained for the kth nonlinear normal mode. 42)

Although it was noted earlier that the multi-mode manifold formulation should change these
coefficients, these changes are due to the presence of quadratic nonlinearities which are not
included in this example. Hence, for this system, the one-mode coefficients are the same for
both the single- and multi-mode manifolds. Also, as a two-mode manifold was sought, it was
not necessary to solve the three-mode subproblem in order to obtain a general solution.

Note that for this example system, as was the case for single-mode manifolds, the dynamics
are obtained at order N'+2 when the order of approximation of the multi-mode manifold is N'.
In general the dynamics are precise through order N’ + Q — 1 when the lowest nonlinearity
is of order Q. In the present case, the dynamics are obtained at fifth order by the coupled
equations

Up = Vg,
3

e = —A(km)*ur — 2 sin(km /2) Z uysin(lm/2)

leSy (43)
2

—6usin(km/2) | > wsinr/2) | | Y XY sin(jm/2) [+,

leSu JESu
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Figure 5. Deflection of the middle-point of the beam obtained by a third-order accurate three-mode invariant mani-
fold. Initial conditions: #1(t =0) = u3(t =0) =02, up(t =0) =0.1, vt =0) = vt =0) =v3(t =0) =0.

for k € S,, where X ;3) represents the cubic part of X;. Note that, in contrast with the
single-mode manifold formulation, the dynamics of the various modeled nonlinear modes are
coupled (u; terms), so that essential interactions between them are allowed, while the coupling
to the non-modeled modes has been removed, although their influence is included through the
Xf) terms.

Results of simulations performed using either the above multi-mode manifold procedure
or a linear modal analysis of the nonlinear system are shown in Figures 5 and 6 for a given set
of initial conditions on a three-mode manifold, using the parameters A = 1, and © = 5000. In
these examples, the three-mode model is composed of the first three modes and can therefore
be obtained directly from the two-mode model involving only the first and third modes, as all
the coefficients corresponding to the added even mode vanish. Consistent with the theory, a
given number of nonlinear modes embedded in the multi-mode manifold yields better results
than the same number of linear modes used in a linear modal analysis procedure, all the more
so as the influence of the nonlinearity increases.

3.4. FINITE-ELEMENT BASED EXAMPLE: A PINNED/SPRING EULER-BERNOULLI
BEAM CONSTRAINED BY A NONLINEAR TORSIONAL SPRING

The computer program mentioned above was used for the analysis of the system shown in Fig-
ure 7. The finite element code PATRAN was used to create a beam model with 200 two-noded
beam finite elements. The beam in Figure 7 is pinned at one end, with the other constrained
with a linear spring, and a nonlinear torsional spring located at the pinned end. Once the linear
modes of this model were known, the nonlinear torsional spring was added (analytically) to
the pin location. The characteristics of the nonlinear spring and the linear eigenvectors were
then used to construct the [«] and [8] matrices. Using these, reduced equations for any chosen
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Figure 6. Deflection of the middle-point of the beam obtained by three-mode and five-mode linear modal analysis
of the nonlinear system. Initial conditions: u; (t = 0)=u3 (¢t =0 =02, up ¢t =0)=0.1,v1 ¢t =0) = vy
t=0=v3(@=0)=0.

Yt

Figure 7. Schematic of finite element model: 200 beam elements were used to construct a beam with: L = 1 m,
p = 7860 kg/m3, E=2x101" N/m2, 1 =5 x 1078 m*. The parameters k and y; vary by case.

set of nonlinear normal modes may easily be generated. Once the reduced modal dynamics
have been determined (here, through fourth-order Runge—Kutta numerical integration) the
manifold coefficients may be used to reconstruct the non-modeled modal displacements, and
the corresponding physical displacements. Two results are shown: in the first, the system is not
internally resonant and the torsional spring contains both quadratic and cubic nonlinearities,
and in the second, the linear spring is tuned such that a 2:1 internal resonance in generated
between the second and third linear modes, and the torsional spring is purely quadratic.

The results for the first case, shown in Figure 8, illustrate the displacements at the beam’s
quarter span, predicted by an ‘exact’ solution (25 linear modes), a three-mode nonlinear man-
ifold, and a three-linear-mode truncation. The first three modes were used in both three-mode
models. For this case it can be seen that the linearly truncated model yields results which
slowly diverge, while the other two match quite well. However, these small errors hardly
seem to justify the effort necessary to generate the six-dimensional manifold, and the reduced
equations it yields. One must keep in mind that the small errors shown here simply indicate
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Figure 8. Deflection of node 50 (quarter span of beam) versus time using various methods. Here, k = 108, and
the nonlinear spring strength is y; = 50001’ (O)2 + 20000u’ (0)3, with initial conditions: u;(t = 0) = —0.15,
up(t =0)=0.12,u3(t =0) =025, v1(t =0) = vt =0) =v3(t =0) =0.

that for this system, at this amplitude, with these initial conditions, the contributions of the
non-modeled modes are not very significant. Changes in any of these parameters may affect
the results in unexpected ways.

In the second case, Figure 9, the displacements at half span predicted by the ‘exact’ so-
lution, the two-mode manifold, and a two-linear-mode truncation are shown. Both two-mode
solutions use the second and third (internally resonant) linear modes. Here, a significant error,
in the form of a nearly constant offset, is present from the outset. Analysis shows that this
offset is due to contributions from the first mode, a phenomenon which deserves some explo-
ration. The two-mode manifold solution explicitly simulates the second and third modes, and
then assembles the contributions of the remaining modes, including the first, to obtain the dy-
namics of the entire system. Hence, the obtained offset is a polynomial function of u,, u3, v,,
and vs. The ‘exact’ solution is initiated on the manifold, so the initial conditions in the second
and third modes, together with the manifold coefficients, specify the initial conditions of all
the modes, which are then simulated. For this solution, all 25 modes interact dynamically to
maintain the offset. The two-mode truncation simply assumes that all other modes remain
quiescent and do not contribute, an approach with no hope of yielding accurate results in
this situation. For this case it is apparent that modes two and three are not easily separable
from the system. That is, that mode one (at least!) must be accounted for or contamination is
ensured. Also, the manifold solution reproduces the ‘exact’ one exceptionally well, indicating
considerable manifold accuracy.

The two examples above illustrate that, while exceptional results are not guaranteed, impor-
tant (and unexpected) effects, when present, may be captured. Indeed, it is these unpredictable
modal interactions which prove the utility of this approach for large scale systems. Due to its
finite element origin, and the systematic reduction procedure, the above example could just as
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Figure 9. Deflection of node 100 (half span of beam) versus time using various methods. Here, k = 1.185 x 100,
and the nonlinear spring strength is y; = 100001’ (0)2, with initial conditions: uy (+ = 0) = 0.2, u3 (r = 0)
=—-035v0t=0=v3(t=0)=0.

easily have been a plate, shell, or general structure, and the reduction procedure would remain
unchanged. As such, though the reduction process is analytically complex, its automation
enables the generation of rigorous, uncontaminated, reduced-order models of a large variety
of nonlinear structural systems.

4. Conclusions

The developments in Sections 2 and 3 suggest that the concept of invariant manifolds has
potentially important implications for nonlinear structural dynamics problems. This is a pow-
erful way of defining a nonlinear modal analysis for nonlinear systems, in the sense that
proper interaction between the various modeled modes is allowed and accounted for, while
contamination with the non-modeled modes is eliminated. This property, which is essential
for proper simulation of the dynamics of a system once its most important modes have been
selected, is an extension to nonlinear systems from the modal analysis that exists for linear
systems.

In addition, when the original equations of motion are given in terms of the linear modal co-
ordinates, each nonlinear mode or multi-mode manifold contains, as its kernel, the correspond-
ing system in which non-modeled modes are entirely ignored. Hence, in regions where the
manifold description is accurate, results are guaranteed to be more precise than those produced
through simple truncation, as the reduction procedure embeds the influence of additional,
non-modeled, modes.

The utility of this approach is enhanced by the fact that the coefficients are generated
through linear subproblems, and furthermore by the generalizations which enable additional
reduction and analytical solutions. The advent of powerful symbolic manipulation packages
has enabled the generation of these solutions for some restricted classes of systems (at least).
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Though the solutions outlined herein do not account for all possible nonlinear terms, a con-
siderable subset of structural systems are included. Thus, the generation of rigorous, reduced-
order models for a wide variety of nonlinear systems is reduced to a subroutine.

[lustrative results are provided for both an analytically manageable system, and a more
complex, finite-element based system. The analytical results depict typical expressions for the
manifold expansion coefficients and the corresponding reduced equations of motion, while
the finite-element based system emphasizes that practical application is not limited to highly
idealized, analytically tractable systems. Numerical integration results are provided for both
systems as an indication of the accuracy and utility of the approach.

The methods proposed herein to generate reduced-order models have potentially important
implications for many areas, including structural dynamics and control, where accurate low-
order models are of interest.

Appendix A: Additional Formulas

The constants from the two and three mode problems are as follows:

3kl
=2 2 :akkaSz’

qESM
3kl
=2 2 :“kzam’
qESM
3kl i kk q 3lq q pk.q
=B+ § :(2‘11( qa?aq + oy a3,) — 2 :(ak,kb4,i +oy by,
q¢Sm qESM
3k
C5,1 —25 akqasq,
q¢Sm
3kl_
Coim = E a,qasq,
qESm
3klm
=2 E :aklaSz )
qESM

3, k,l,m _ i m,k
Cy E (akqa3q+otmqa3q+a,qa3q)
q¢Sm

1 .
, k, i
+ 3 E :(O‘m kb +a kb ,iq + afn,lbél,?) + Eﬁm,l,k’

qESM
3 kJl,m __
101 =2 z : ak qa5 q-
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