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FOREWORD

This report covers the progress made from February 1, 1965 to January 31, 1966 on a continuing study of the relation of two phase detonations with liquid rocket motor instability under NASA contract NASr-54(07) which started in February 1, 1964. The study is made under the direction of Professor J. A. Nicholls, Department of Aerospace Engineering. The contribution of the authors are as follows:

Sections I, II  Dabora
Section III  Dabora and Ragland
Section IV  Ragland
Section V  Ranger
Sections VI-VII  Joint contribution
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ABSTRACT

The theoretical properties of C-J detonations in two phase mixtures of liquid diethylcyclohexane and gaseous oxygen are presented for an equivalence ratio range of 1-3. Experiments on detonations in monodisperse sprays with drop sizes of 290, 750, and 940μ are described. Detonations are initiated by transmitted shocks from either 2H₂-O₂ detonations or high pressure helium as drivers. For the 940μ spray at equivalence ratio of 0.5, the detonation velocity is 5600 ft/sec or 15% below the theoretical. In general, pressures behind the front are compatible with shocks travelling at the experimental detonation speed. Among other photographs of the phenomenon presented, streak photographs reveal a structure reminiscent of spinning detonations.

Experiments in which the fuel is in the form of a thin film on the walls of the tube are also described. Like the spray case, self-supporting waves are observed. At a first step in the analytical treatment of the phenomenon, a formulation of a boundary layer problem with mass and heat addition, consistent with the physical interpretation is presented. Some analog computer results of the latter problem are obtained.

Studies of drop shattering under conditions similar to those of detonations are initiated. A review of the theoretical and experimental studies found in the literature is presented and the results on water drops of
750 and 1090μ in diameter subjected to M = 1.5, 2.7, and 3.25 shocks are described. Preliminary results on the velocity of the drops and their deformation after the passage of the wave are included. A 1080μ drop is found to be completely shattered in 135 μsec when shock M = 3.25. The Weber number in all the experiments is very much larger than the critical and hence shear type breakup is observed throughout.
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**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>constant defined by Eq. (4.7) (IV); $= 16 \mu_\ell / \rho_\ell D$ (V)</td>
</tr>
<tr>
<td>a</td>
<td>speed of sound (II, III); acceleration, radius of sphere (V)</td>
</tr>
<tr>
<td>(\bar{a})</td>
<td>vector acceleration (V)</td>
</tr>
<tr>
<td>B</td>
<td>constant defined by Eq. (4.29)(IV); $= F / \rho^{2/3}$, $2 / \rho_\ell$ (V)</td>
</tr>
<tr>
<td>B'</td>
<td>constant defined by Eq. (4.26) (IV)</td>
</tr>
<tr>
<td>b</td>
<td>function of time (V)</td>
</tr>
<tr>
<td>C</td>
<td>constant (V)</td>
</tr>
<tr>
<td>C_D</td>
<td>drag coefficient</td>
</tr>
<tr>
<td>C_p</td>
<td>specific heat of the mixture at constant pressure (IV)</td>
</tr>
<tr>
<td>c</td>
<td>specific heat of liquid (II, III)</td>
</tr>
<tr>
<td>c_p</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>c_v</td>
<td>specific heat at constant volume</td>
</tr>
<tr>
<td>D</td>
<td>drop diameter; binary diffusion coefficient (IV)</td>
</tr>
<tr>
<td>(\bar{D})</td>
<td>average drop size</td>
</tr>
<tr>
<td>d_j</td>
<td>diameter of jet</td>
</tr>
<tr>
<td>(\Delta E)</td>
<td>voltage change</td>
</tr>
<tr>
<td>e</td>
<td>specific energy</td>
</tr>
<tr>
<td>F</td>
<td>crest configuration parameter</td>
</tr>
<tr>
<td>f</td>
<td>frequency (II, III); Blasius function, the solution of Eq. (4.22) (IV); convective acceleration, forcing parameter (V)</td>
</tr>
<tr>
<td>g</td>
<td>acceleration due to gravity</td>
</tr>
<tr>
<td>g_1</td>
<td>convective acceleration</td>
</tr>
</tbody>
</table>

*Note: for symbols denoting more than one item, the roman numeral appearing after the notation refers to the section where the particular notation is used.*
\( \Delta H \)  
heat of combustion per unit mass

\( h \)  
specific enthalpy

\( h_i^0 \)  
standard heat of formation per unit mass for species \( i \) at temperature \( T^0 \)

\( h_L \)  
latent heat of vaporization per unit mass

\( I_o \)  
current

\( K = 2\pi/\lambda \)  
curvature constant (V)

\( k \)  
coefficient of thermal conductivity

\( M \)  
Mach number

\( M_i \)  
symbol for chemical species \( i \)

\( m \)  
molecular weight

\( N \)  
total number of chemical species present

\( n \)  
stoichiometric fuel-oxidizer mole ratio

\( \rho = 1/2 \rho_g V^2 C_D - K \sigma/D \)  
(V)

\( p \)  
pressure

\( p_D \)  
diaphragm pressure

\( p_h \)  
pressure head

\( p_\theta \)  
pressure at angle \( \theta \)

\( p_4 \)  
driver pressure

\( Q \)  
heat release per unit mass of mixture

\( q \)  
heat flux vector (IV); dynamic pressure (V)

\( R \)  
universal gas constant

\( Re \)  
Reynolds number

\( R_o \)  
resistance (IV); jet radius (V)

\( S \)  
distance

\( s \)  
entropy

\( T \)  
temperature

\( T^0 \)  
standard reference temperature

\( t \)  
time

\( t_b \)  
breakup time
\( u \)  
mass average velocity in x direction

\( \bar{u} \)  
non-dimensional velocity

\( u_j \)  
jet velocity

\( u_{\text{min}} \)  
minimum jet velocity

\( V \)  
velocity (II, III); convective flow velocity, volume (V)

\( v \)  
mass average velocity in the y direction (IV)

\( \text{We} \)  
Weber number = \( \rho g V^2 D/\sigma \)

\( W_i \)  
molecular weight of species \( i \)

\( w \)  
defined by Eq. (4.15) (IV), velocity (V)

\( \bar{w} \)  
vector velocity

\( x, y, z \)  
cartesian coordinates (V)

\( x \)  
distance from shock along wall (IV)

\( Y_i \)  
mass fraction of species \( i \)

\( y \)  
distance normal to wall at the shock (IV)

\( z \)  
defined by Eq. (4.14) (IV)

\( \alpha \)  
thermal resistivity (IV), wave amplitude (V)

\( \beta \)  
density ratio, liquid to gas sheltering parameter (V)

\( \beta_i \)  
defined by Eq. (4.6)

\( \beta_T \)  
defined by Eq. (4.5)

\( \gamma \)  
ratio of specific heats

\( \delta \)  
ratio of specific heat of fuel to that of the oxidizer (II, III); boundary layer thickness (V)

\( \epsilon \)  
liquid volume fraction (II, III); relative displacement (V)

\( \eta \)  
fuel oxidizer mass ratio (II, III); similarity parameter defined by Eq. (4.19) (IV); wave amplitude (V)

\( \eta_0 \)  
initial wave amplitude

\( \theta_m \)  
angle defining edge of drop

\( \lambda \)  
wavelength, (II, III, V); dummy variable (IV)
\[ \mu \text{ viscosity, micron} = 10^{-4} \text{ cm} \]

\[ \nu_i' \text{ stoichiometric coefficient for species } i \text{ appearing as a reactant} \]

\[ \nu_i'' \text{ stoichiometric coefficient for species } i \text{ appearing as a product} \]

\[ \rho \text{ density} \]

\[ \sigma \text{ mass fraction (II, III); surface tension (V)} \]

\[ \tau \text{ time (II, III); shearing stress, time modulus (V)} \]

\[ \phi \text{ equivalence ratio (II, III); fuel to oxidizer ratio (IV)} \]

\[ \psi \text{ stream function defined by Eq. (4.18)} \]

**Subscripts**

\[ e \text{ edge of boundary layer or free stream behind shock} \]

\[ F \text{ fuel} \]

\[ f \text{ gaseous fuel, or final} \]

\[ G \text{ "all gaseous" case} \]

\[ g \text{ gaseous oxidizer} \]

\[ i \text{ chemical species} \]

\[ l \text{ liquid} \]

\[ o \text{ oxidizer} \]

\[ S \text{ spray} \]

\[ s \text{ shock} \]

\[ w \text{ wall} \]

\[ 1 \text{ upstream of wave} \]

\[ 2 \text{ downstream of wave} \]

\[ \infty \text{ free stream} \]
I. INTRODUCTION

The work described in this progress report represents a continuation of our study of two phase detonations and their possible relation to rocket motor instability. In our previous progress report (Ref. 1) we showed that it is relatively easy to establish experimentally a self-supporting high pressure wave in a two phase system consisting specifically of liquid diethylcyclohexane (DECH) as fuel and gaseous oxygen. Our experiments then were conducted mostly in polydisperse sprays which lacked quantitative repeatability. Since the mechanism of two phase detonation would involve shattering and/or evaporation of the liquid phase, both of which depend to a large extent on the drop sizes involved, it was felt that any drop size effect would be camouflaged in polydisperse sprays. Accordingly we have concentrated our efforts on the production and the study of monodisperse sprays. For drops of 500 $\mu$ in diameter and larger, such sprays are easy to produce, as will be seen later, whereas sprays with lower size drops are somewhat difficult to obtain. In fact only "nearly monodisperse" sprays have been obtained so far for the lower size drops.

To assess our experimental results, the properties of $\text{DECH-O}_2$ Chapman-Jouguet detonations have been computed. The computation is performed after first treating the $\text{DECH-O}_2$ mixture as an hypothetical
ideal gaseous mixture and then, on the basis of an analytical treatment, the properties of the spray detonations are deduced. It is shown that for all practical purposes, a dilute spray can be treated as an ideal gas with modified equation of state, molecular weight and ratio of specific heats.

Our work has been directed towards the establishment and detailed study of steady detonation. Initiation is established by Mach 2.3-4.5 transmitted shocks. Although the transient process from initiation to the establishment of a detonation is an important subject, it has not been studied here. However, it may be mentioned that a theoretical study on the amplification of pressure waves in a two phase system which is related to the initiation mechanism has been advanced by Busch, Laderman, and Oppenheim\(^{(2)}\). The study shows that amplification does take place and that under certain conditions pressure overshoots beyond a steady-state is possible. It appears then that a two phase system like a gaseous combustible mixture can develop into detonations. Furthermore from studies of mixtures under highly turbulent regimes\(^{(3)}\), the induction distances can be very small. Since such conditions are certainly prevalent in a rocket motor the relevance of our study to rocket motor instability becomes obvious.

Our previous report showed that it is not necessary to have the fuel drops highly dispersed in the gaseous oxidizer, but a thin film of fuel on the wall of a 2 in. diameter tube can in fact be sufficient to support a
steep fronted high pressure wave. The connection of such a phenomenon with rocket motor instability can be inferred from the observation by Harrje and Sirignano\textsuperscript{(4)} that impingement of fuel on the baffles in rocket motor rendered the motor more susceptible to instability. A highly simplified treatment of detonation in a system consisting of a fuel film whereby only half the effective heat release is considered supporting the wave has been presented by Cherepanov\textsuperscript{(5)}. An analysis which treats this problem more realistically as a boundary layer problem with heat and mass addition is formulated and presented here. However no numerical results have been obtained as yet.

Our experimental results on spray detonations indicate that drop shattering plays a significant role in the mechanism of two phase detonations. Therefore a separate facility for the study of drop shattering was built. This facility which was described briefly in our last report is described in greater detail here. In addition, a review of the theoretical and experimental studies found in the literature is presented and our experimental data are compared to these studies.
II. SPRAY DETONATIONS—THEORY

The similarity between the jump relations of dilute spray detonation and those of gaseous detonations has been pointed out before \(^{(1, 6, 7)}\). This similarity stems from the fact that the equation of state of a dilute spray is analogous to that of a perfect gas. Hence if the detonation properties of an all gaseous system are known, one can readily derive the properties of a dilute spray with the same heat release per unit mass.

In view of some recent advances in the evaluation of the properties of two phase systems \(^{(8)}\), it is worth while to show in some detail how the two corresponding detonative systems (gaseous and spray) compare and to calculate in particular the properties of the \(\text{DECH-O}_2\) spray system. This work has been presented, without details, in the paper by Dabora, Ragland and Nicholls \(^{(7)}\).

A. Properties of a Two Phase System

Consider a system consisting of a gas with suspended liquid drops. The properties of such a system can be derived from the work of Rudinger \(^{(8)}\) who makes the following assumptions:

1. The gaseous phase behaves like an ideal, calorically perfect gas.
2. The liquid phase has constant specific heat and density.
3. The liquid phase droplets random motion does not contribute to the pressure. (Rudinger shows that drops larger than a few hundredths of a micron affects the pressure by less than 1\%.)
4. No mass transfer takes place between phases (i.e., evaporation and chemical reactions are excluded).

5. The system is considered as continuum; i.e., the droplet size and their average separation are considered small enough compared to the dimensions of the container or to the wavelength of sound waves.

If the mass ratio of the liquid phase to the gaseous phase is \( \eta \) and the fraction of volume occupied by the liquid phase is \( \epsilon \) then the density of the system can be written as

\[
\rho_s = \rho_g (1 - \epsilon)(1 + \eta)
\]  
(2.1)

Under equilibrium conditions \( \eta \) does not change but \( \epsilon \) is variable; also the temperatures of the two phases remain equal. In view of assumption 3, the pressure is the same as that due to the gas so that

\[
p_g = \rho_g \frac{R}{m_g} T
\]  
(2.2)

or

\[
p_s = \frac{(1 + \eta)(1 - \epsilon)}{\rho_s RT}
\]  
(2.3)

The specific internal energy of the system, \( e_s \), is

\[
e_s = \frac{1}{1 + \eta} c_{vg} T + \frac{\eta}{1 + \eta} cT
\]  
(2.4)
and the enthalpy is

\[ h_s = e_s + \frac{p_s}{\rho_s} \]  \hspace{1cm} (2.5a)

\[ = e_s + \frac{RT}{m_g (1 + \eta)(1 - \epsilon)} \]  \hspace{1cm} (2.5b)

\[ = e_s + \frac{RT}{m_g (1 + \eta)} \left( \frac{1 + \epsilon}{1 - \epsilon} \right) \]  \hspace{1cm} (2.5c)

\[ = \frac{1}{1 + \eta} \left[ c_{vg} + \frac{R}{m_g} \right] + \frac{\eta}{1 + \eta} c_T + \frac{RT \epsilon}{m_g (1 + \eta)(1 - \epsilon)} \]  \hspace{1cm} (2.5d)

\[ = \frac{1}{1 + \eta} c_{pg} T + \frac{\eta}{1 + \eta} c_T + \frac{p_s}{\rho_s} \epsilon \]  \hspace{1cm} (2.5e)

The last term in Eq. (2.5e) can be written as

\[ \frac{p_s}{\rho_s} \epsilon = \frac{\eta}{1 + \eta} \frac{p_s}{\rho_\ell} \]  \hspace{1cm} (2.6)

so that

\[ h_s = \frac{1}{1 + \eta} c_{pg} T + \frac{\eta}{1 + \eta} c_T + \frac{p_s}{\rho_\ell} \]  \hspace{1cm} (2.5f)

The specific heat at constant pressure can be found by evaluating

\[ \left( \frac{\partial h_s}{\partial T} \right)_p \]
from Eq. (2. 5f). Thus:

\[ c_{ps} = \frac{c_{pg} (1 + \eta \delta_s)}{1 + \eta} \]  

(2.7)

and since \( c_{vs} = (\partial e_s / \partial T)_v \), one finds that

\[ \gamma_s = \frac{c_{pg} + \eta c}{c_{vg} + \eta c} \left( 1 + \eta \delta_s \right) \gamma_g \left( 1 + \eta \gamma_g \delta_s \right) \]  

(2.8)

The isentropic relations can be determined from the first law of thermodynamics:

\[ Tds = de_s - p_s \frac{\rho_s}{2} \]  

(2.9)

Setting \( ds = 0 \) and using Eq. (2. 3, 2. 4), we obtain

\[ \frac{m_g (c_{vg} + \eta c)}{R} \frac{dT}{T} = \frac{\rho_s}{(1 - \epsilon) \rho_s} \]  

(2.10)

After noting that the coefficient on the left-hand side is equivalent to \( 1/(\gamma_s - 1) \) and substituting \( \epsilon \) from Eq. (2. 6), we can integrate Eq. (2. 10) and obtain

\[ T \frac{\rho_s}{(1 - \epsilon)} \]  

(2.11)

or after eliminating \( T \) by Eq. (2. 3)
\[ p_s \left( \frac{\rho_s}{1 - \epsilon} \right)^{-\gamma_s} = \text{const} \quad (2.12) \]

The equilibrium speed of sound is obtained by evaluating \( \frac{\partial p_s}{\partial \rho_s} \) from this equation, after \( \epsilon \) is eliminated by Eq. (2.6). Thus

\[ a_s^2 = \gamma_s \frac{p_s}{\rho_s (1 - \epsilon)} \quad (2.13) \]

or

\[ a_s^2 = \frac{\gamma_s RT}{m_g (1 + \eta)(- \epsilon)^2} \quad (2.14) \]

The above properties have been derived without the restriction that the spray is dilute, i.e., \( \epsilon \ll 1 \).

B. **Comparison of Spray and Gaseous Detonations**

Consider two systems, one of which consists of a spray of liquid fuel in a gaseous oxidizer and the other a uniform mixture of the same fuel in a gaseous form and the same gaseous oxidizer. Further, let the mass ratio, \( \eta \), of fuel to oxidizer be the same in both systems. The properties of the spray system have just been evaluated. These properties are compared to those of the all gaseous system in Table I. It can be seen from this table that a dilute spray, i.e., \( \epsilon \ll 1 \), can effectively be treated as an ideal gas. The condition that \( \epsilon \ll 1 \) is well satisfied in our case since \( \epsilon \approx 10^{-3} \) for the richest mixture that will be considered.
### Table I. Comparison Between Spray and Gaseous Systems

<table>
<thead>
<tr>
<th>Property</th>
<th>Spray</th>
<th>Gaseous Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>( \rho_s = \rho_g (1 + \eta)(1 - \epsilon) )</td>
<td>( \rho_g (1 + \eta) )</td>
</tr>
<tr>
<td></td>
<td>( \rho_g (1 + \eta) )</td>
<td>( \rho_G = \rho_g (1 + \eta) )</td>
</tr>
<tr>
<td>Equation of state</td>
<td>( p_s = \frac{\rho_s RT}{m_g (1 + \eta)(1 - \epsilon)} )</td>
<td>( \frac{\rho_s RT}{m_g (1 + \eta)} )</td>
</tr>
<tr>
<td>Specific heat at constant pressure</td>
<td>( c_p = \frac{C_p}{1 + \eta} ) ( (1 + \eta \delta_s) )</td>
<td>Same ( (1 + \eta \delta_s) )</td>
</tr>
<tr>
<td>Ratio of specific heats</td>
<td>( \gamma_s = \frac{\gamma_g (1 + \eta \delta_s)}{1 + \eta \gamma_g \delta_s} )</td>
<td>Same ( \frac{\gamma_g (1 + \eta \delta_G)}{1 + \eta \gamma_g \delta_G} )</td>
</tr>
<tr>
<td></td>
<td>( h_s = \frac{C_p}{1 + \eta} T (1 + \eta \delta_s) + c_p \rho_s )</td>
<td>( h_G = \frac{C_p}{1 + \eta} T (1 + \eta \delta_G) )</td>
</tr>
<tr>
<td>Enthalpy</td>
<td>( a_s^2 = \frac{\gamma_s RT}{m_g (1 + \eta)(1 - \epsilon)} )</td>
<td>( \frac{\gamma_s RT}{m_g (1 + \eta)} )</td>
</tr>
<tr>
<td>Speed of sound</td>
<td>( m_s = (not \ defined) )</td>
<td>( m_g (1 + \eta) )</td>
</tr>
<tr>
<td>Effective molecular weight</td>
<td>( m_s = (not \ defined) )</td>
<td>( m_g (1 + \eta) )</td>
</tr>
</tbody>
</table>
The jump relations for C-J gaseous detonations, wherein the gases before and after the wave are considered as two distinct ideal gases with their appropriate \( \gamma \)'s and molecular weights, are known\(^{(9)}\) and rewritten below:

\[
\frac{(M_2^2 - \frac{\gamma_2}{\gamma_1})^2}{M_1^2} = 2 \frac{Q}{C_p T_1} - \frac{\gamma_1 - \gamma_2}{\gamma_1 (\gamma_2 - 1)} \left( \frac{\gamma_2}{\gamma_1} - 1 \right) \quad (2.15)
\]

\[
\frac{P_2}{P_1} = 1 + \frac{\gamma_1}{\gamma_2 + 1} \left( M_1^2 - \frac{\gamma_2}{\gamma_1} \right) \quad (2.16)
\]

\[
\frac{\rho_1}{\rho_2} = 1 - \frac{1}{\gamma_2 + 1} \left( M_1^2 - \frac{\gamma_2}{\gamma_1} \right) \frac{1}{M_1^2} \quad (2.17)
\]

\[
\frac{T_2}{T_1} = \frac{m_2}{m_1} \left[ \frac{1}{1 - \frac{M_1^2 - \frac{\gamma_2}{\gamma_1}}{M_1^2 (\gamma_2 + 1)}} \right] \left[ 1 + \frac{\gamma_1}{\gamma_2 + 1} \left( M_1^2 - \frac{\gamma_2}{\gamma_1} \right) \right] \quad (2.18)
\]

For \( \frac{Q}{C_p T_1} \gg 1 \), which implies \( M_1^2 \gg 1 \), the above equations can be greatly simplified. If the following assumptions are also made:

1. \( Q_G = Q_S \): i.e., the heat release/unit mass for the spray case is the same as its gaseous counterpart. In actual systems they should differ approximately by the ratio of the heat of vaporization to the heating value of the fuel which is usually less than 1\%. 

10
2. \( \delta_S = \delta_G \); i.e., the specific heat of the liquid fuel is the same as its 
\( \frac{C_p}{\rho} \) when it is in the gaseous phase,

3. \( \gamma_2 \) and \( m_2 \) in both cases are the same, a reasonable assumption since 
the initial constituents are the same,

then the ratios of the spray detonation parameters to those of its all gaseous 
counterpart can be shown to be, after substituting condition 1 by either the 
spray or the all gaseous equivalent properties of Table I,

\[
\frac{M_{1S}^2}{M_{1G}^2} = \frac{(1 + \phi n) (\gamma_{f1} - 1)}{(\gamma_{f1} - 1) + \phi n (\gamma_{g1} - 1)} \tag{2.19}
\]

\[
\left(\frac{P_2}{P_1}\right)_S = \frac{P_2}{P_1} = 1 + \phi n \tag{2.20}
\]

\[
\left(\frac{\rho_2}{\rho_1}\right)_S = \left(\frac{T_2}{T_1}\right)_S = \frac{V_{1S}}{V_{1G}} = 1 \tag{2.21}
\]

Equations (2.19) and (2.20) indicate that a spray detonation exhibits higher 
propagation Mach numbers and higher pressure ratios than its equivalent all-
gaseous counterpart. It should be added, that the Mach number and the density 
ratio results are in no way contradictory to those obtained in our earlier report\(^{(1)}\) 
for there, the Mach number and the initial density are based on the speed of 
sound and the density respectively of the gaseous component in the two phase 
mixture.
C. Detonation Parameters for DECH-Oxygen Mixture

The C-J detonation properties of DECH (hypothetically assumed to exist in the gaseous phase) with oxygen initially at $P = 1$ atm and $T = 298.15^\circ K$ are obtained from the computer program of Zeleznik and Gordon (10)*. The heat of formation for DECH and its $C_p$ used are - 73 (Kcal/mole) and .44 (cal/gm$^0$K) respectively, evaluated from Ref. 11, 12. The results are plotted in Fig. 2.1 wherein the properties of the spray counterpart, calculated according to Eq. (2.19-2.21) are also shown. It can be seen that like most hydrocarbons, DECH exhibits peak pressure ratio and detonation Mach number at richer than stoichiometric mixtures. The computer program gives, among other things, the composition of the products of combustion which are presented in Table II.

---

*The authors are grateful to Drs. Zeleznik and Gordon for making the computer program available to them.
Fig. 2.1. Properties of DECH-O$_2$ Detonations
TABLE II. PRODUCTS OF COMBUSTION AT THE C-J CONDITION OF DECH-O₂ MIXTURES (mole fractions)

<table>
<thead>
<tr>
<th>Species</th>
<th>0.2</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>0.00453</td>
<td>0.08549</td>
<td>0.24565</td>
<td>0.36764</td>
<td>0.44430</td>
<td>0.49910</td>
</tr>
<tr>
<td>CO₂</td>
<td>0.11877</td>
<td>0.16812</td>
<td>0.13389</td>
<td>0.07982</td>
<td>0.03736</td>
<td>0.00023</td>
</tr>
<tr>
<td>H</td>
<td>0.00045</td>
<td>0.01261</td>
<td>0.04483</td>
<td>0.06714</td>
<td>0.05024</td>
<td>0.00104</td>
</tr>
<tr>
<td>H₂</td>
<td>0.00062</td>
<td>0.01168</td>
<td>0.05263</td>
<td>0.13205</td>
<td>0.26463</td>
<td>0.49705</td>
</tr>
<tr>
<td>HCO</td>
<td>*</td>
<td>0.00001</td>
<td>0.00009</td>
<td>0.00024</td>
<td>0.00034</td>
<td>0.00008</td>
</tr>
<tr>
<td>H₂O</td>
<td>0.11115</td>
<td>0.18722</td>
<td>0.24535</td>
<td>0.24608</td>
<td>0.18342</td>
<td>0.00129</td>
</tr>
<tr>
<td>O</td>
<td>0.01005</td>
<td>0.06014</td>
<td>0.05672</td>
<td>0.02049</td>
<td>0.00188</td>
<td>*</td>
</tr>
<tr>
<td>O₂</td>
<td>0.73182</td>
<td>0.37791</td>
<td>0.10246</td>
<td>0.01478</td>
<td>0.00051</td>
<td>*</td>
</tr>
<tr>
<td>OH</td>
<td>0.02261</td>
<td>0.09683</td>
<td>0.11839</td>
<td>0.07175</td>
<td>0.01731</td>
<td>*</td>
</tr>
<tr>
<td>CH₃</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>CH₄</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>C₂H₂</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>C₂H₄</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

* < 10⁻⁵

Other products considered whose mole fraction was less than 10⁻⁵ were C, C₂, C₃, C (solid), CH, and CH₂.
III. SPRAY DETONATIONS—EXPERIMENTS

A. Production of Monodisperse Sprays

In order to assess the influence of drop sizes on two phase detonations, it is desirable to obtain a spray with uniform size drops. The method which is based on the vibration of parallel liquid capillary jets described in our previous report\(^{(1)}\) has been adopted for the production of monodisperse sprays. The characteristics of such a spray or drop generator will now be described.

The generator consists mainly of a cylindrical chamber 1.75 in. I.D. x 3/4 in. in length on one end of which is attached an injector plate having the desired number and size of capillary needles. The needles are usually 1/4 in. in length and protrude from the surface of the plate about 1/8 in. The liquid is forced through the capillary needles vertically downward and the chamber as a whole is vibrated longitudinally at a frequency in accordance with Rayleigh's\(^{(13)}\) instability equation relating the frequency at maximum disturbance amplification with the velocity and diameter of the jet.

\[
f = \frac{u_j}{4.508 \, d_j} \tag{3.1}
\]

Under this condition the size of the drops is

\[
D = 1.89 \, d_j \tag{3.2}
\]

and the distance between drops
\[ \lambda = 2.38 \text{D} \quad (3.3) \]

Because of surface tension, it is found theoretically\(^{(1,14)}\) that the initial minimum velocity with which the liquid could be ejected as a continuous jet rather than as intermittent, irregular drops varies as

\[ u_{\text{min}} = \sqrt{\frac{8\sigma}{\rho_f d_j}} \quad (3.4) \]

However, it was found experimentally that for DECH and water and for needle sizes in the range of .004 in. - 0.020 in. I.D., the minimum velocity is about 30\% lower than predicted by Eq. (3.4).

From a knowledge of the variation of a drop diameter with its terminal velocity such as was calculated in Fig. 21 of Ref. 1 and Eq. (3.2, 3.4), it is possible to find the drop diameter for which the initial velocity is equal to the terminal velocity. For DECH falling in oxygen at standard conditions this diameter is 380 \( \mu \). Thus drops of diameter larger than this diameter, tend to accelerate whereas smaller drops will decelerate. Deceleration usually results in coalescence of drops from the same stream and in practice we have found that coalescence is minimal when the initial velocity of the drops is less than 1/3 of the terminal velocity, i.e., for accelerating drops. Figure 3.1 shows nine streams of 750 \( \mu \) drops in a 3 x 3 array at the shedding location and at 2 ft below the drop generator. Although all streams are not in the same plane, the drops appear in good focus because collimated light was used. Their uniformity as well as the accelerating effect are evident.
Fig. 3.1. Monodisperse Sprays of DECH in Air at 460 cps

a) At generator head
b) 2 ft below generator
For drops of diameters in the neighborhood of 380 μ and lower, we have found that a modification of the generator as shown in Fig. 3.2 which allows a coflow of the gas (in this case O₂) is effective in minimizing coalescence. Figure 3.3 shows 294 μ drops near the generator head and 2 ft below it when no coflow was used. The needle plate configuration is as shown in Fig. 3.4a. It is evident that at 2 ft appreciable coalescence has taken place. When some coflow was used this coalescence decreased appreciably as could be seen from Fig. 3.5. The main effect of the coflow is to prevent the drops of the same stream from following in the wake of their predecessors. The optimum amount of coflow is arrived at by experimentation and usually results in a very gentle stream.

Examination of the spreading of the spray show that if the needles are arranged inside a circle of 1 in. diameter or less the spreading at 8 ft below the generator does not exceed 4 in. diameter. This should be taken into consideration if wall wetting in the detonation tube is to be avoided.

From the above results it is felt that an adequate method of producing monodisperse or nearly monodisperse sprays in the size range of 200-1500 μ is now available. It should be mentioned that inasmuch as the velocity of the drops in general change as they fall, the mixture ratio of the liquid to the surrounding gas in the tube changes and it is of importance to calculate the distance at which nearly steady velocity is attained. If ρg/ρl << 1, an assumption well satisfied in our case, the acceleration of a single drop can be written as
Fig. 3.2. Drop Generator with Provision for Coflow
Fig. 3.3  290μ Spray without Coflow (DECH at 2000 cps)

a) At generator head
b) 2 ft below generator
Fig. 3.4. Needle Plate Configurations

(a) No. 3: 21-.006 in. I.D. Needles
(b) No. 6: 9-.016 in. I.D. Needles
Fig. 3. 5. 290μ Spray with Coflow Showing Reduced Coalescence (DECH at 2000 cps)

a) At generator head
b) 2 ft below generator
\[ \dot{u} = g - \frac{3}{4} \frac{\rho g}{\rho_l D} u^2 C_D \]  

(3.5)

After non-dimensionalizing the acceleration by \( g \) and the velocity by the terminal velocity, this equation can be written as

\[ \frac{\dot{u}}{g} = 1 - \frac{u^2}{u^2_t} \]  

(3.6)

where the terminal velocity is

\[ u_t = \left( \frac{4 \rho_l D g}{3 \rho g C_D l} \right)^{1/2} \]  

(3.7)

For Stokes flow \( \text{Re} C_D = \text{const} \) and therefore Eq. (3.6) can be written as

\[ \bar{u} = 1 - \bar{u} \]  

(Stokes)  

(3.8)

For \( 10 < \text{Re} < 1000 \), it can be found that \( \text{Re}^{1/2} C_D \approx \text{const} \) and hence Eq. (3.6) can be written as

\[ \bar{u} = 1 - \bar{u}^{3/2} \]  

\((10 < \text{Re} < 1000)\)  

(3.9)

After expressing the nondimensional time \( d\tau \) in terms of \( \bar{u} \), the non-dimensional distance \( \bar{S} \) travelled by the drops can be expressed as

\[ \bar{S} = \bar{u}_o - \bar{u}_f + \ln \left( \frac{1 - \bar{u}_o}{1 - \bar{u}_f} \right) \]  

(Stokes)  

(3.10)

or
\[ S = \frac{2}{3} \left( u_o^{1/2} - u_f^{1/2} \right) + \frac{1}{3} \ln \left( \frac{u_o^{1/2} - 1}{1 + u_f^{1/2} + u_f} \right) \]

\[ + \frac{2}{\sqrt{3}} \left[ \tan^{-1} \left( \frac{1 + 2u_f^{1/2}}{\sqrt{3}} \right) - \tan^{-1} \left( \frac{1 + 2u_o^{1/2}}{\sqrt{3}} \right) \right] \]

(3.11) \[ (10 < Re < 1000) \]

Equations (3.10) and (3.11) are plotted in Fig. 3.6 assuming the initial velocity \( u_o = 0 \). It is seen that initially the non-dimensional distance is weakly dependent upon the type of flow assumed. If the drop is started at \( u_o \neq 0 \) the distance travelled by it before it reaches a certain \( u_f \) can be evaluated from difference in \( S \) at the corresponding two velocities. For example starting with velocity \( u_o = 0.25 \) the distance for the drop to reach 95% of the terminal velocity is \( S = 1.43 \) for \( (10 < Re < 1000) \). The actual distance is related to the non-dimensional distance as

\[ S = \frac{\overline{S} u_f^2}{g} \]  

(3.12)

Equations (3.10) and (3.11) can of course be used also for cases where the initial velocity is larger than the terminal velocity.
Fig. 3.6. Distance vs. Velocity of Drops under Free-Fall
B. Combustion of a Single Droplet Stream

Experiments on polydisperse sprays have been described in detail\(^{(1,15)}\). Because of the heavy wall wetting, inherent in the system for the production of the spray, it was not possible to obtain a quantitative measurement of the effect of fuel-oxygen ratio. For example, it was not possible to detect differences in propagation velocity in the stoichiometric mixture and mixtures with up to an equivalence ratio of 7.

For a systematic study, it was decided to concentrate our efforts for the present on monodisperse sprays. As a prelude to such a study, a single stream of 750 μ drops of DECH was set up along the centerline of the tube. (The tube designs used are basically the same as those described in Ref. 1. They are usually modified somewhat to suit a particular experiment. For completeness, their schematic design is reproduced in Fig. 3.7 and we shall indicate here only the modifications.) The .016 in. I.D. needle used to produce the stream of drops and its support are sketched in Fig. 3.8. The support is placed at location (4) of tube design II shown in Fig. 3.7, and is vibrated laterally as indicated. On the basis of the analysis described in the previous section the drops attain their terminal velocity in about 3 ft of fall. The mixture ratio varies from \(\phi = .03\) (at the injection location) to .01 if the total tube inside area is taken into consideration. The burning drops were photographed using an image converter camera and the velocity of the wave as well as its pressure were
Fig. 3.7. Detonation Tubes used for Spray and Film Detonations
Fig. 3.8. Schematic of a Single Stream Injector Arrangement
monitored by 4 pressure transducers. The driver gas was, as usual, the deto-
nation products of $2H_2 - O_2$ mixture. It was found that appreciable combus-
tion could not be produced at $2H_2 - O_2$ original pressure less than 2 atmospheres.

Figure 3.9 shows some typical photographs. The wave moves downward at the
test section at Mach ~ 3.2. The luminosity appears at 70 $\mu$sec after the pas-
sage of the wave. Figure 3.9 shows a luminous head brighter than the rest of
the flame. If this head is assumed to correspond to the position of an original
drop which, due to its relatively large mass, moves very slowly compared to
the convective flow of the gas surrounding it, then the luminosity behind it must
be due to fuel from previously processed drops. This must be so because with
respect to the wave the wake of each drop is ahead of it. As might be expected,
because of the very lean mixture, no acceleration of the wave or augmentation
of the overpressure were observed in these experiments with fuel as compared
to identical experiments without fuel.

C. Detonation in Monodisperse Sprays

Having ascertained from the previously described experiment that combus-
tion of relatively large drops can take place within a reasonable time, experi-
mements with monodisperse sprays with drop sizes of 750, 290 and 940 $\mu$ were
conducted. Experiments with the first two types might be considered explora-
tory, whereas the most extensive data so far has been obtained for the 940 $\mu$
spray.
Fig. 3.9. Single Stream Combustion
750 μ Spray. Experiments with the 750 μ sprays were conducted in 3 in. I.D. plexiglass tube for visual and photographic observation. The drop generator arrangement inside the tube is shown in Fig. 3.10. To prevent any damage to the vibrator that might be caused by the pressure acting on the drop generator when detonation takes place, fixed constraints were incorporated to limit the drop generator travel. Because of the location of the drop generator, it was necessary to introduce the transmitted shock at an angle as shown. Schematic details of the two driver shock tubes used are shown in Fig. 3.11. The tube with an area ratio 1:1 was used with \(2H_2 + O_2\) or He at high pressure as driver, and the tube with the area ratio of 9:1 was used exclusively with He to obtain higher transmitted shock strengths. The drop generator used is similar to the one shown in Fig. 3.2 without the coflow chamber and the needle configuration is an array of 3 x 3 x .016 in. I.D. as shown in Fig. 3.4b. With this arrangement the variation in equivalence ratio is from .49 at the generator to about .16 at distances of 3 ft and over from the generator. The plexiglass tube of 1/2 in. wall thickness held for about 5 or 6 runs before shattering. In addition its optical quality deteriorated with each run.

It was found that when \(2H_2 + O_2\) mixture was used as driver, the detonation was marginal when the original pressure was 20-25 in. Hg. With the driver originally at 1 atmosphere detonation occurred consistently with the pressure ratio increasing as the wave moves down the tube. The highest
Fig. 3.10. Detonation Tube for Visual and Photographic Observation
Fig. 3.11. Detonation and Helium Driven Shock Tubes
pressure ratio recorded was 11.3 which is below the theoretical value of 15 from Fig. 2.1. Similarly velocities between 2500-2700 ft/sec which are lower than theoretical were measured. Figure 3.12 shows three consecutive frames of the combustion field taken with a Fastax camera at 6100 frames/sec. The three prongs visible at the front of the combustion zone correspond to the three rows of drop streams with each row consisting of three streams viewed in line.

The helium driver was used to ascertain that combustion is not initiated by the hot gaseous products of the $\text{H}_2\text{-O}_2$ detonations. The theoretical and experimental Mach numbers of the transmitted shock for the helium driver are presented in Table III, and for comparison, the Mach number of the transmitted shock due to detonation of $2\text{H}_2\text{-O}_2$ are also shown. In both cases the transmitted shocks hit the combustible mixture at distances beyond the measurement point and therefore they could be somewhat weaker than shown.

Our results on shock initiation by the He shock tube indicate that a Mach number of about 3.8 is needed before detonation could be started in the heterogeneous mixture, whereas somewhat lower strength shocks were adequate for ignition when $2\text{H}_2\text{-O}_2$ driver was used. The fact that ignition in the latter case can be initiated only when the original pressure is above 25 in.Hg indicates that the phenomenon is more likely controlled by conditions behind the transmitted shock rather than by the temperature of the hot gases of the $2\text{H}_2\text{-O}_2$ products following it which would be approximately the same at all pressures.
Fig. 3.12. Photographic Sequence of 750μ Spray Detonation.
<table>
<thead>
<tr>
<th>Reservoir Gas</th>
<th>Res. Pressure</th>
<th>Area Ratio</th>
<th>$M_s$ (theo)</th>
<th>$M_s$ (exp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>2075 psi</td>
<td>1</td>
<td>3.88 (Ref. 10)</td>
<td>3.73*</td>
</tr>
<tr>
<td></td>
<td>2160</td>
<td>9</td>
<td>4.85 (Ref. 11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>9</td>
<td>4.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1725</td>
<td>9</td>
<td>4.53 (Ref. 11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>9</td>
<td>4.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1250</td>
<td>9</td>
<td>3.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>9</td>
<td>4.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>9</td>
<td>3.87</td>
<td></td>
</tr>
<tr>
<td>$2H_2 + O_2$ (deton)</td>
<td>30 in. Hg</td>
<td>1</td>
<td>4.5 (Ref. 12)</td>
<td>3.8**</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>1</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1</td>
<td>1.7</td>
<td></td>
</tr>
</tbody>
</table>

*Measured at 15. 125 in. from diaphragm.
**Measured at 9. 18 in. from diaphragm.
used. This, of course, is further confirmed by the fact that initiation can be accomplished by the He shock tube. On the other hand, the discrepancy between the strength of the transmitted shocks necessary to produce combustion by the two methods could perhaps be explained by the possibility that in the case of $\text{H}_2\text{-O}_2$ detonation, both shock heating and hot gas ignition play a role. That is, some heating is effected by the relatively weak shock and later on combustion takes place by contact with the hot products of $\text{H}_2\text{-O}_2$ detonation. When helium is used however, the environment condition created by the transmitted shock must by itself be conducive to combustion since the helium itself would be cold.

2. **290 $\mu$ Spray.** Some experiments with 290 $\mu$ sprays were conducted in a setup similar to that of 750 $\mu$ spray. The spray generator was similar to that of Fig. 3.2 (i.e., with coflow) and the needle configuration was as shown in Fig. 3.4a. A similar needle configuration with only 9 needles was also used. The variation in equivalence ratio along the tube is estimated to be from .18 to .27 in the former case and .08 to .12 in the latter, with the higher values attained within a foot from the injection point. For the leaner mixtures no quantitative data was obtained but judging by the noise level high pressure waves must have taken place. For the richer mixtures detonation did develop in 3 out of 9 runs. In one run a pressure ratio of 33.5 and a velocity of 4450 ft/sec were measured. The velocity is lower than the theoretical of Fig. 3.1 but the pressure is much higher. Further experiments on the 290 $\mu$ sprays will be conducted before any conclusions are made.
3. 940 μ Spray. The detonation tube for this size spray is the same as design II shown in Fig. 3.7 except that the large round driver tube is removed and replaced by a smaller tube which enters at angle through the side of the spray generator housing as shown in Fig. 3.13. The spray generator assembly is placed on top of the square tube. The plexiglass housing allows observation of the spray to check that it is properly set up. The needle configuration is similar to that shown in Fig. 3.4b except the .016 in. needles are replaced by .020 in. needles. The mixture ratio obtainable by this setup varies from \( \phi = 2.1 \) at the generator location to \( \phi = .49 \) at 4 ft and over. A typical photograph of the spray at the optical section, 6 1/2 ft from the generator is shown in Fig. 3.14. The uniformity of the drop sizes is apparent. The spacings, however, are random and some drops do hit the wall, but no extensive wall wetting is observed. In every run of the over fifty runs made detonation was observed. In all these runs the driver was \( 2H_2 + O_2 \) detonations. Pressure and velocity measurements were made with Kistler pickups types 603 and 601A. Typical pressure traces from two pickups are shown in Fig. 3.15. The pressure ratio range measured from similar traces was 16-32 and the detonation velocity (usually on the basis of 4 pickups) varied between 3940-5090 ft/sec. This velocity is about 30% lower than the theoretical and the pressure ratio corresponds in general to that of a shock wave travelling at the experimental speed.
Fig. 3.13. Generator Housing
Fig. 3.14. Typical 940 μ Spray Photograph at Observation Section.
Fig. 3.15. Typical Pressure Traces of 940 μ Spray Detonation.

93 psi/div.

143 psi/div.

200 μsec/div.
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To ascertain whether the detonation reached a steady velocity, a 4 ft extension was added to the tube and the velocity was measured by the use of pressure switches designed by Willmarth (16), and developed for our application here. The switch has ~ 1 μsec response. Its design is shown in Fig. 3.16. Ten such switches were flush mounted along the walls of the tube and the closing signals from the capacitor circuit (17) shown in Fig. 3.17 were displayed on the oscilloscope operated in a modified raster-sweep. A typical raster display is shown in Fig. 3.18. The results of velocity measurements are shown in Fig. 3.19. They indicate that a steady velocity is reached at about 8 ft from the injector. The average steady velocity is 5600 ft/sec or about 1000 ft/sec below the theoretical of Fig. 2.1.

The detonation phenomenon was also observed photographically using schlieren, a combination of shadow and direct light, and streak techniques. The schlieren setup is shown in Fig. 3.20. An image converter camera (Beckman and Whitley type 501A) is used for photography which effectively provided a fast shutter. Some typical photographs are shown in Fig. 3.21 which show a complicated structure behind the front of the wave. In many cases the front is surprisingly planar and in some cases one can observe bow shocks around individual drops due to the convective flow. With a schlieren system it was not possible to determine the onset of combustion and therefore a combined shadow and direct light photography was used with the same
Fig. 3.16. Pressure Switch
Fig. 3.17. Circuit for Raster Signals
Horizontal Sweep Rate: 20 μsec/div.
Total Time per Line (including dead time): 244.7 μsec

Fig. 3.18. Typical Raster Record.
Fig. 3.19. Variation of Detonation Velocity with Distance from Spray Generator
Fig. 3.20. Schematic of Schlieren Arrangement

L₁, L₂, L₃
5" diam. x 24" f.l. lens
2" diam. x 7" f.l. lens
Fig. 3.21. Typical Schlieren Photographs of 940 µ Spray Detonation.
setup as the schlieren, except that the knife-edge was removed. Some typical photographs obtained this way are shown in Fig. 3.22. They reveal that combustion starts approximately .6 in. (~11 μsec) behind the front. Such a time delay corresponds very closely to drop breakup times based on extrapolation of the data of Wolfe and Andersen\(^{18}\) and, from our data in Section V, it corresponds to the time at which the beginning of breakup is manifested. It appears then, that the mechanism of heterogeneous detonation is controlled by the mechanical breakup of the drops.

The setup for streak photography is shown in Fig. 3.23. This setup was used in two ways. In one, only direct light of the luminous event was photographed and in the other a shadow technique was incorporated in part of the field of view. Typical photographs are shown in Fig. 3.24 and 3.25. The traces of some drops revealing their fate are apparent in both photographs. Evidently some combustion does take place before complete breakup of the drop which is inferred from the shadow portion to be the end of the dark zone following the initial trajectory of the drop.

In some cases a structure behind the front similar to that of spinning detonations is observed, but this should not be too surprising since spin is usually associated with extended reaction lengths and certainly the reaction length in heterogeneous systems is long.
Fig. 3.22. Typical Shadow and Direct Light Photographs of Spray Detonations.
Note:

Direct Photography: Flash Tube & \( L_2 \) Not Used, \( A + B = 73'' \)
Shadow + Direct Photography: \( A = 90'', \ B = 26'' \)

\( L_1, L_2 \) 5'' diam. x 24'' f.l. lens

\( L_3 \) 1\( \frac{3}{16}'' \) diam. x 7'' f.l. lens

Fig. 3. 23. Schematic Streak Photography Setup
Fig. 3. 24. Streak Photograph of the Self Luminous Detonation.
Fig. 3.25. Combined Luminous and Shadow Streak Photograph of the Detonation.
IV. DETONATION OF A LIQUID FILM

In Ref. 1 experiments were reported which demonstrated that a detonation wave can propagate in a tube in which the walls are coated with a thin film of liquid fuel; the tube is filled with gaseous oxygen such that the fuel and oxidizer are completely unmixed. Results from pressure transducers, self-luminous framing camera photographs and spark schlieren photographs showed the detonation-like characteristics of this phenomena. This work was continued experimentally and theoretically during the past year.

A. Experimental Studies

Using the same test setup as described for the burning of a single stream of drops (Fig. 3.7, tube II) but with the drop generator removed, self-luminous photographs of the film detonation were taken with the image converter camera. DECH was applied by means of a felt swab which was wetted with fuel and run up the tube wall to the 1.5 ft mark. The procedure was as follows: fill the test section with one atm. oxygen, remove the exit diaphragm and apply the DECH to the walls with the oxygen flowing in the test section, replace the exit diaphragm, fill the driver with 1 atm. stoichiometric hydrogen-oxygen, and finally fire the spark plug in the driver. The results, which are shown in Fig. 4.1a and 4.1b, give further confirmation of the results shown in Fig. 11 and 12 of Ref. 1. The combustion is confined to a narrow region along the walls. The pressure traces which are also shown were made with a Kistler
Fig. 4.1. Self-Luminous Photographs and Pressure Traces of Detonation of DECH Film Placed (a) on Two Walls.
Fig. 4.1 (b). On One Wall.
603 and 601A respectively which were filtered by means of a 27,000 Ω input resistance in conjunction with the capacitance of 25 ft of lead cable. As mentioned before, for the case when DECH was swabbed on two walls the measured velocity was 3750 ft/sec and the pressure ratio was about 17 to 1. When DECH was swabbed on one wall only the measured velocity was 3160 ft/sec and the pressure ratio was about 10 to 1.

Another series of experiments was made in the shock tube shown in Fig. 5.1 to examine the nature of the removal of the fuel from the wall in an inert environment. A flat plate was mounted in the test section of the shock tube as shown in Fig. 4.2 and a thin layer of DECH was placed on top of the flat plate. Spark schlieren photographs were taken with an image converter camera (as shown in Fig. 3.20) at 1 μsec exposure, at various times after passage of the shock. All the tests were made with a Mach 2.2 shock into a 1 atm. nitrogen. The results, which are shown in Fig. 4.3, indicate that the layer of liquid remains near the wall although the apparent thickness of the layer grows and the surface becomes rougher until the fuel is "used up." The thickness of the liquid layer as a function of time after passage of the shock (as determined from Fig. 4.3) is shown in Table IV. Also shown is the approximate boundary layer thickness with mass addition for a Mach 2.2 shock (the method for obtaining this is given below and results are available for this Mach number only at this date). It is evident that the liquid fuel remains within the boundary layer.
Fig. 4.2. Test Setup for Observing a Liquid Layer Behind a Normal Shock.
Fig. 4.3. Photographs of Liquid Layer on Flat Plate Behind Shock in Nitrogen.
Fig. 4.3. continued.
<table>
<thead>
<tr>
<th>Time after Shock (μsec)</th>
<th>Distance Shock Moved (in.)</th>
<th>Thickness of Liquid Layer (in.)</th>
<th>Approx. Boundary Layer Thickness (in.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9.2</td>
<td>.28</td>
<td>.010</td>
<td>.06</td>
</tr>
<tr>
<td>42.5</td>
<td>1.28</td>
<td>.023</td>
<td>.13</td>
</tr>
<tr>
<td>75.2</td>
<td>2.26</td>
<td>.033</td>
<td>.17</td>
</tr>
<tr>
<td>122</td>
<td>3.68</td>
<td>.043</td>
<td>.22</td>
</tr>
<tr>
<td>137</td>
<td>4.13</td>
<td>.057</td>
<td>.23</td>
</tr>
<tr>
<td>148</td>
<td>4.46</td>
<td>.050</td>
<td>.24</td>
</tr>
<tr>
<td>167</td>
<td>4.88</td>
<td>.050</td>
<td>.25</td>
</tr>
<tr>
<td>175</td>
<td>5.27</td>
<td>.050</td>
<td>.26</td>
</tr>
<tr>
<td>204</td>
<td>6.15</td>
<td>.020</td>
<td>.28</td>
</tr>
</tbody>
</table>
As a further instrumentation technique for studying heterogeneous detonations, several thin film heat transfer gauges were constructed and calibrated according to the techniques of Ref. 19 and 20. The gauges consist of a narrow strip of Hanovia bright platinum which was fused to the end of a 1/4 in. Pyrex rod. The parameter \( \sqrt[4]{\rho c k/\alpha} \) was 27 in cgs units where \( \rho, c, k \) and \( \alpha \) are the density, specific heat, thermal conductivity and thermal resistivity respectively. Some measurements of the response of the heat transfer gauge to film detonations are shown in Fig. 4.4; the heat transfer gauge is located at station 10a opposite station 10 while the other traces are from pressure transducers. For purposes of comparison the response of the heat transfer gauge to a 1 atm. stoichiometric hydrogen-oxygen gaseous detonation is shown in Fig. 4.5. The heat transfer rate at a particular instant, \( t \), is computed by a numerical integration of the voltage output according to the equation:

\[
q(t) = \frac{\sqrt{\pi}}{2I\sqrt[4]{\rho c k/\alpha}} \left[ \frac{2\Delta E(t)}{\sqrt{t}} - \int_0^t \frac{\Delta E(t) - \Delta E(\lambda)}{(t - \lambda)^{3/2}} d\lambda \right]
\]

This equation was used to interpret Fig. 4.4b and 4.5, and the results are shown in Table V. From the slope of the heat transfer traces in Fig. 4.4b and 4.5 and the results of Table V it is evident that the maximum heat transfer rate is not as high for the film detonation compared to a hydrogen-oxygen gaseous detonation; however, the high heat transfer condition persists for a
Station 2 Trigger

Station 7
Station 9
Station 10a
Station 10

Station 7: Kistler 603, 143 psig/div., 500 μsec/div.
Station 9: Kistler 601A (27 KΩ Input filter), 80 psig/div., 500 μsec/div.
Station 10: Kistler 601A (27 KΩ Input filter), 80 psig/div., delayed 1500 μsec then 100 μsec/div.
Station 10a: Heat Transfer Gauge, 0.02 v/div., 33Ω, 10.0 ma delayed 1500 μsec then 100 μsec/div.

Fig. 4.4. Traces from Thin Film Heat Transfer Gauge and Pressure Transducers Using Driver Loaded With 30 in. Hg. 

\[ 2H_2 + O_2 \text{ for} \]

(a) Shock Transmitted into 1 Atmosphere Air.
Station 2 Trigger

Station 7
Station 9
Station 10a
Station 10

Station 7: Kistler 603, 143 psig/div., 500 μsec/div.
Station 9: Kistler 601A (27 KΩ Input filter), 80 psig/div., 500 μsec/div.
Station 10: Kistler 601A (27 KΩ Input filter), 80 psig/div., delayed 1000 μsec then 100 μsec/div.
Station 10a: Heat Transfer Gauge, 0.02 v/div., 33 Ω, 10.0 ma, delayed 1000 μsec then 100 μsec/cm.

Fig. 4.4.(b) Film Detonation from DECH Layer on Two Walls with 1 Atmosphere O₂.
Station 2 Trigger

Station 7
Station 9
Station 10a
Station 10

Station 7: Kistler 603, 143 psig/div., 500 μsec/div.
Station 9: Kistler 601A (27 KΩ Input filter), 80 psig/div., 500 μsec/div.
Station 10: Kistler 601A (27 KΩ Input filter), 80 psig/div., delayed 1000 μsec then 100 μsec/div.
Station 10a: Heat Transfer Gauge, 0.02 v/div., 21 Ω, 10.0 ma, delayed 1000 μsec/div. then 100 μsec/div.

Fig. 4.4.(c). Film Detonation from DECH Layer on One Wall with 1 Atmosphere O₂.
Upper beam: .02 v/div., 50 µsec/div.
Lower beam: .02 v/div., 5 µsec/div. (delayed)
27Ω, 10.0 ma.

Fig. 4.5. Thin Film Heat Transfer Gauge Trace of a Stoichiometric Hydrogen-Oxygen Detonation at 1 Atmosphere Initial Pressure.
<table>
<thead>
<tr>
<th>Case</th>
<th>t (μsec)</th>
<th>( q \text{ [BTU/ft}^2\text{-sec}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film Detonation - 2 walls coated (Fig. 4. 4b)</td>
<td>120</td>
<td>225</td>
</tr>
<tr>
<td>( 2H_2 + O_2 ) Detonation (Fig. 4. 5)</td>
<td>10</td>
<td>1090</td>
</tr>
<tr>
<td>( 2H_2 + O_2 ) Detonation (Theory of Ref. 21)</td>
<td>35</td>
<td>436</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>3600</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>2790</td>
</tr>
</tbody>
</table>
longer time. The theoretical values shown in the table which were obtained by the method of Sichel and David\(^{(21)}\) are much higher, but this might be expected since this method does not allow for the rarefaction wave behind the detonation front.

B. **Other Observations of Film Detonations**

To our knowledge this type of phenomena was first reported by Loison\(^{(22)}\) in 1952 and additional experiments were reported in 1965 by Gordeev, Komov and Troshin\(^{(23, 24)}\). In Loison's experiment a steady state detonation of a thin film of lubricating oil propagating at 1200 m/sec was observed in a tube 80 m long by 250 mm diameter. Combustion of the film was initiated by a pulse of hot gas of acoustic strength. In the experiments of Gordeev ignition of a thin film of lubricating oil or grease on the walls of a tube 1.6 m long by 22 mm diameter was accomplished by a methane-oxygen detonation, an exploding wire, or a charge of lead azide. For all of these ignition sources Gordeev reports that an accelerating combustion develops and turns into a detonation with velocities as high as 1700 m/sec depending on the particular fuel and thickness used. The minimum thickness of fuel necessary to establish detonation was determined. In fact two limits were established—development of detonation from one of these above ignition sources required at least ~ 32 μ, while development of detonation from a previously formed detonation wave in an analogous heterogeneous system required at least ~ 2.2 μ,
for example (stoichiometric value was 2.5 \( \mu \)). Several elucidating streak photographs of film detonations are presented by Komov and Troshin.

C. Physical Explanation of Film Detonations

The experimental evidence suggests the following mechanism for the propagation of a film detonation. (The mechanism of initiation and transition to detonation has not been considered explicitly.) As the detonation wave moves down the tube the leading shock front raises the pressure and temperature of the gaseous oxidizer and sets the oxidizer into motion. Heat is transferred from the oxidizer to the fuel layer by convection which initiates vaporization of the fuel surface. Heat conduction through the fuel film is minimal because of the low thermal diffusivity of the fuel and the relatively short times involved. The fuel vapor diffuses inward and a short time after passage of the shock-front (on the order of 10 \( \mu \text{sec} \)) enough fuel has mixed with the oxidizer to initiate combustion which in turn reinforces the heat and mass exchange. At a later time (on the order of 100 \( \mu \text{sec} \)) mechanical stripping of the fuel layer enhances chemical reaction. Heat release behind the shock and near the wall continues until all of the fuel and/or oxygen is consumed.

The above explanation implies that, at least initially, combustion takes place within the boundary layer which is formed behind the shock-front. The boundary layer is undoubtedly turbulent quite early because the low transition
Reynolds number observed in shock tubes is further reduced by the combustion. The combustion layer "sends out" pressure pulses which eventually collide with and thus reinforce the main shock-front. Spark schlieren photographs indicate that there are several rather strong secondary shocks emitted from the combustion zone, i.e., localized explosions due to large scale turbulent fluctuation. The main shock front is thus driven to an "equilibrium" position ahead of the combustion zone. The streak photographs of Komov and Troshin clearly show the nature of the secondary shocks. For their system secondary shocks are generated one behind the other with a frequency of approximately 18 kc and they cause the velocity of the main shock-front to vary about an average value, D, from 2D to 0.5D.

D. Theoretical Analysis of Film Detonations

The existence of film detonations suggests, in terms of rocket motor design, that the walls and baffles of the combustion chamber should not be wetted by the fuel. To make a quantitative statement it is desirable to predict the rate of vaporization and combustion of the fuel on the wall as a function of free-stream properties, fuel properties and shock strength, and then to consider how the combustion drives the shock. To this end, the equations for a laminar boundary layer behind a shock with heat and mass addition are presented and the solutions indicated for various initial conditions. It is then planned to use the boundary layer solution to predict
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the detonation velocity, and pressure and temperature behind the detonation front in a tube. The analysis will undoubtedly need to be extended to include turbulent flow. For the boundary-layer problem the approach of Emmons\textsuperscript{(25)} and Mirels\textsuperscript{(26)} has been utilized.

Consider a semi-infinite flat plate of fuel exposed to a stationary oxidizing gas which is swept over by a normal shock of constant strength. Choose a coordinate system as shown in Fig. 4.6 which is fixed with respect to the shock. The following assumptions are made:

1. The flow is laminar, steady, at constant pressure and the usual boundary layer approximations hold.

2. The Prandtl number is unity, the Schmidt number based on binary diffusion coefficients for each pair of species is unity; body forces, radiative energy transport, and thermal diffusion are neglected.

3. \( \rho \mu / \rho_e \mu_e = 1 \)

4. There is a one step chemical reaction of the form

\[
\sum_{i=1}^{N} \nu_i' M_i \rightarrow \sum_{i=1}^{N} \nu_i '' M_i
\]

5. The temperature of the vaporizing fuel is constant and equal to the equilibrium boiling point temperature.

6. The properties of the external stream are constant.
Fig. 4.6.  Normal Shock Moving Across a Flat Plate with Boundary Layer Combustion
Under the above assumptions the boundary layer equations in the form
given by Williams\(^{(27)}\) are:

**Overall continuity,**
\[
\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} = 0 \tag{4.1}
\]

**Momentum,**
\[
\rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \frac{\partial}{\partial y} \left( A \frac{\partial u}{\partial y} \right) \tag{4.2}
\]

**Energy,**
\[
\rho u \frac{\partial \beta_T}{\partial x} + \rho v \frac{\partial \beta_T}{\partial y} = \frac{\partial}{\partial y} \left( A \frac{\partial \beta_T}{\partial y} \right) \tag{4.3}
\]

**Continuity of species,**
\[
\rho u \frac{\partial \beta_i}{\partial x} + \rho v \frac{\partial \beta_i}{\partial y} = \frac{\partial}{\partial y} \left( A \frac{\partial \beta_i}{\partial y} \right) \tag{4.4}
\]

where

\[
\beta_T = \frac{T^0}{N} \left( \sum_{i=1}^{T^0} h_i W_i (\nu_1^i - \nu_1'') \right) + \frac{Y_1}{W_1 (\nu_1^i - \nu_1')} \left( \frac{Y_1}{W_1 (\nu_1^i - \nu_1')} - \frac{Y_1}{W_1 (\nu_1^i - \nu_1')} \right) \tag{4.5}
\]

\[
\beta_i = \frac{Y_1}{W_1 (\nu_1^i - \nu_1')} - \frac{Y_1}{W_1 (\nu_1^i - \nu_1')} \tag{4.6}
\]

\[
A = \rho D_1 = \mu = \frac{\lambda}{C_p} \tag{4.7}
\]

and index 1 represents any particular species. However, it is convenient to have it represent the oxidizer.
In this formulation the reaction rate terms have been eliminated at the expense of obtaining a complete solution for the temperature and composition profiles. However, the velocity profile and the evaporation rate of the fuel layer may be obtained without further loss of generality. This formulation will be sufficient for our present purpose.

The boundary conditions for the energy equation are given by an energy balance at the liquid layer as shown below.

\[
y \quad -q_w \quad (\rho v)_w h_w (\text{gas})
\]

\[
\downarrow \quad \downarrow \quad \downarrow
\]

\[
\begin{align*}
T_w & \quad \text{Liquid layer} \\
Q & \quad (\rho v)_w h_w (\text{liq})
\end{align*}
\]

Since the thermal conductivity of liquids is comparatively low, the heat flux through the liquid, \( Q \), is neglected. The heat transfer to the liquid, \( q_w \), is given by:

\[
q_w = \left[ -k \frac{\partial T}{\partial y} + \rho \sum_{i=1}^{N} D_i h_i \frac{\partial \tilde{Y}_i}{\partial y} \right]_w
\]

The second term on the right is much less than the first and may be neglected because at the wall the concentration gradients will approach zero due to the vaporization. The boundary conditions for the energy equation are then at \( y = 0 \), \( T = T_w \), which is the equilibrium boiling temperature.
of the fuel; and at $y = 0$,

$$k_w \frac{\partial T}{\partial y} = (\rho v)_w h_L$$

since $h_L = h_w(g) - h_w(\ell)$. At $y = \infty$, $T = T_e$, which is given by the normal shock relations.

In terms of $\beta$ the boundary conditions for the energy equation are

at $y = 0$,

$$\beta_T = \beta_{Tw}$$  \hspace{1cm} (4.8)

at $y = 0$,

$$h_i^{0} W_i (\nu' - \nu'') \frac{\partial \beta_T}{\partial y} - u_s \frac{\partial u}{\partial y} = \frac{C_p}{k_w} \frac{(\rho v)_w h_L}{k_w}$$  \hspace{1cm} (4.9)

at $y = \infty$,

$$\beta_T = \beta_{Te}$$  \hspace{1cm} (4.10)

Boundary conditions on the velocity are at $y = \infty$, $u = u_e$, which is given by the normal shock relations; and at $y = 0$, $u = u_s$, which is the shock velocity. Also at $y = 0$, $v$ must be determined by the vaporization and moving wall conditions as follows. Since the energy equation and the momentum equation have the same form, a particular solution for the energy in terms of the velocity is given by the "Crocco relation,"

$$\beta_T = \left( \frac{\beta_{Te} - \beta_{Tw}}{u_e - u_s} \right) u + \frac{\beta_{Tw} u_e - \beta_{Te} u_s}{u_e - u_s}$$  \hspace{1cm} (4.11)
and differentiating,

$$\frac{\partial \beta_T}{\partial y} = \frac{\beta_{Te} - \beta_{Tw}}{u_e - u_s} \frac{\partial u}{\partial y}$$  \hspace{1cm} (4.12)

Substituting Eq. (4.12) into Eq. (4.9) it is seen that at $y = 0$, $v$ must satisfy the equation

$$\sum_{i=1}^{N} h_i^0 w_i (\nu_i' - \nu_i'') \left( \frac{\beta_{Te} - \beta_{Tw}}{u_e - u_s} - \frac{u_e u_s + u_s^2}{2} \frac{\partial u}{\partial y} \right) = \frac{(\rho v)_w}{k_w}$$ \hspace{1cm} (4.13)

In order to solve the momentum equation the first step is to transform the equation to incompressible form by applying the Howarth transformation,

$$z = \int_0^y \rho \, dy$$  \hspace{1cm} (4.14)

$$w = \rho v + u \int_0^y \frac{\partial \rho}{\partial x} \, dy$$  \hspace{1cm} (4.15)

The continuity and momentum equations become,

$$\frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} = 0$$  \hspace{1cm} (4.16)

$$u \frac{\partial u}{\partial x} + w \frac{\partial u}{\partial z} = \rho_e u_e \frac{\partial^2 u}{\partial z^2}$$  \hspace{1cm} (4.17)
Next introduce a stream function \( \psi \) and a similarity parameter \( \eta \),

\[
\psi = \sqrt{\frac{u_e}{\rho_e}} \frac{\mu_e}{\mu_x} x f(\eta)
\]  
(4.18)

\[
\eta = \frac{z}{2} \sqrt{\frac{u_e}{\rho_e}} \frac{\mu_e}{\mu_x} x
\]  
(4.19)

Then,

\[
u = \frac{1}{2} u_e \frac{df}{d\eta}
\]  
(4.20)

\[
\rho v = \frac{1}{2} \left( \frac{u_e}{\rho_v} \frac{\mu_e}{\mu_x} \frac{df}{d\eta} - f \right) - \frac{1}{2} u_e \frac{df}{d\eta} \int_0^{y} \frac{\partial \rho}{\partial x} dy
\]  
(4.21)

and we obtain the Blasius equation,

\[
\frac{d^3 f}{d\eta^3} + f \frac{d^2 f}{d\eta^2} = 0
\]  
(4.22)

with the boundary conditions

\[
\left. \frac{df}{d\eta} \right|_w = \frac{2 u}{u_e}
\]  
(4.23)

\[
\left. \frac{df}{d\eta} \right|_\infty = 2
\]  
(4.24)
\[ \frac{\text{fw}}{\frac{d^2 I}{d\eta_w}} = -\frac{B'}{2 \left(1 - \frac{u_s}{u_e}\right)} \]  

where

\[ B' = \frac{\sum h_i^0 w_i (\nu_i' - \nu_i'') (\beta_{Te} - \beta_{Tw}) - u_e u_s + u_s^2}{h_L} \]  

or substituting the definition of \( \beta_T \) from Eq. (4.5),

\[ h_L B' = \int_{T^0}^{T_e} C_p \, dT - \int_{T^0}^{T_w} C_p \, dT + \frac{u_e^2}{2} + \frac{u_s^2}{2} - u_e u_s \]

\[ \text{Y}_o \sum_{i=1}^{N} \frac{h_i^0 w_i (\nu_i' - \nu_i'')}{w_o (\nu_o' - \nu_o'')} \]  

The last term of Eq. (4.27) may be rewritten as,

\[ \text{Y}_o \left[ \frac{w_F (\nu_F' - \nu_F'')}{w_o (\nu_o' - \nu_o'')} \right] \left[ \sum_{i=1}^{N} \frac{h_i^0 w_i (\nu_i' - \nu_i'')}{w_F (\nu_F' - \nu_F'')} \right] \]

The first bracket is the fuel to oxidizer ratio, \( \phi \), while the second bracket is the heat of reaction, which for expediency will be set equal to the heat of combustion, \( \Delta H \). Finally, assuming constant specific heats the expression for \( B' \) reduces to
\[ h_L B' = C_p e T - C_p w T_w + Y_0 e \phi \Delta H + \frac{1}{2} (u_e^2 + u_s^2) - u_e u_s \]  

(4.28)

For convenience redefine \( B' \) to contain only thermodynamic terms such that

\[ h_L B = C_p e T - C_p w T_w + Y_0 e \phi \Delta H \]  

(4.29)

With the use of Eq. (4.28) and (4.29) the final form of the boundary value problem is:

\[ \frac{d^3 f}{d\eta^3} + \frac{d^2 f}{d\eta^2} = 0 \]  

(4.22)

\[ \left| \frac{df}{d\eta} \right|_w = \frac{2 u_s}{u_e} \]  

(4.23)

\[ \left| \frac{df}{d\eta} \right|_\infty = 2 \]  

(4.24)

\[ \frac{f_w}{\left(\frac{d^2 f}{d\eta^2}\right)_w} = -\frac{B}{2} - \frac{u_e^2}{4h_L} \frac{1}{1 - \frac{u_s}{u_e}} \]  

(4.30)

The last term of Eq. (4.30) is generally negligible. For our experiments with DECH the value of \( B \) is approximately 37.
Solutions of Eq. (4.22) are available for the cases $B = 0$ and $u_s/u_e = 0$ (Ref. 28), $B = 0$ (Ref. 8), and $u_s/u_e = 0$ (Ref. 29). Solutions of the Blasius equation for the complete set of boundary conditions are not known to the authors. Once the solution has been obtained the vaporization rate may be calculated by evaluating Eq. (4.21) at the wall according to

$$\left( \rho v \right)_w = -\frac{f_w}{2} \sqrt{\frac{u_e \rho_e \mu_e}{x}}$$

(4.31)

It should be mentioned that the temperature and species profiles can be obtained once the solution to the momentum equation is available, by making further restrictive assumptions. For the problem of combustion of a stationary fuel plate, Toong\textsuperscript{(30)} obtained the temperature profile, composition profiles, position of the flame surface and burning rate of fuel at the flame surface by making the following additional assumptions:

1. The entire heat release takes place at a flame surface according to the one-step chemical reaction

$$\nu_F \text{F} + \nu_O \text{O} \rightarrow \nu_P \text{P}$$

in which F is fuel, O is oxidizer and P the average reaction products (inerts are assumed to have the same properties as P).

2. The position of the flame surface is such that the reaction takes place at a stoichiometric ratio.
3. The flame surface divides the boundary layer into two regions which are binary mixtures of perfect gases in which \( \frac{P_I}{P_{\Pi}} = \frac{C_I}{C_{\Pi}} = \text{constant,} \quad D_I = D_{\Pi} = \text{constant,} \quad W_I = \text{constant,} \quad W_{\Pi} = \text{constant.} \) For the burning of hydrocarbon plates in air Toong found that the combustion rate was less than the evaporation rate since some of the vaporized fuel is swept downstream instead of entering the flame surface. For large values of \( B \) the ratio of fuel burned to fuel vaporized approaches 0.15.

The solution of Eq. (4.22) with the boundary conditions (4.23), (4.24), and (4.30) is being carried out on the University of Michigan 90 amplifier hybrid analog computer. An analog computer was chosen rather than a digital computer because of the difficulty in choosing the correct values of \( f_w \) and \( \frac{d^2 f}{d\eta^2} \) to satisfy Eq. (4.24) and (4.30). The network used to solve Eq. (4.22) is shown in Fig. 4.7. The computer was programmed to solve this equation repetitively so that the effect of varying the initial condition pots in order to satisfy the solution at "infinity" was immediately apparent. Preliminary results of the initial conditions obtained in this manner are presented in Table VI. Also shown in the last column of Table VI is the vaporization rate behind the shock (Eq. 4.31) in oxygen. A typical analog computer solution is shown in Fig. 4.8. Some of the characteristic features of the solution are the great reduction in the shear stress (which is proportional to the second derivative of \( f \)) caused by mass addition, the inflection of the velocity profile, and a vaporization rate which is inversely proportional to the square root of the distance from the
Fig. 4.7. Network for Analog Computer used to Solve the General Blasius Equation
Fig. 4.8. Analog Computer Solution of the Blasius Equation for $M_s = 1.57$ and $B = 31.1$
### TABLE VI. SUMMARY OF INITIAL CONDITIONS SATISFYING THE BLASIUS EQUATION FOR VARIOUS VALUES OF $M_s$ AND $B$

| Case | $\frac{df}{d\eta}_w$ | $M_s$ for $\gamma = 1.4$ | $-f_w$ | $-\frac{d^2f}{d\eta_w^2}$ | $B$ | $(\rho v)_w \sqrt{x}$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>--</td>
<td>0</td>
<td>1.328</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>--</td>
<td>1.000</td>
<td>0.1421</td>
<td>14.08</td>
<td>--</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1.57</td>
<td>0</td>
<td>2.882</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1.57</td>
<td>1.000</td>
<td>1.776</td>
<td>1.13</td>
<td>0.0243</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1.57</td>
<td>2.000</td>
<td>0.9627</td>
<td>4.15</td>
<td>0.0487</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>1.57</td>
<td>3.000</td>
<td>0.4513</td>
<td>13.29</td>
<td>0.0730</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>1.57</td>
<td>3.500</td>
<td>0.2865</td>
<td>24.44</td>
<td>0.0852</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>1.57</td>
<td>3.700</td>
<td>0.2385</td>
<td>31.10</td>
<td>0.0901</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>1.57</td>
<td>3.750</td>
<td>0.2233</td>
<td>33.58</td>
<td>0.0913</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>1.57</td>
<td>4.000</td>
<td>0.1746</td>
<td>59.82</td>
<td>0.0974</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>1.57</td>
<td>4.729</td>
<td>0.0771</td>
<td>122.7</td>
<td>.115</td>
</tr>
<tr>
<td>26</td>
<td>6</td>
<td>2.23</td>
<td>0</td>
<td>6.792</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>6</td>
<td>2.23</td>
<td>3.600</td>
<td>1.077</td>
<td>13.38</td>
<td>0.116</td>
</tr>
<tr>
<td>28</td>
<td>6</td>
<td>2.23</td>
<td>4.800</td>
<td>0.4290</td>
<td>44.76</td>
<td>0.155</td>
</tr>
<tr>
<td>29</td>
<td>6</td>
<td>2.23</td>
<td>5.100</td>
<td>0.3309</td>
<td>61.64</td>
<td>0.165</td>
</tr>
<tr>
<td>30</td>
<td>6</td>
<td>2.23</td>
<td>5.400</td>
<td>0.2514</td>
<td>85.92</td>
<td>0.290</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>3.15</td>
<td>0</td>
<td>11.49</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>8</td>
<td>3.15</td>
<td>4.800</td>
<td>1.195</td>
<td>24.09</td>
<td>0.212</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>3.15</td>
<td>5.600</td>
<td>0.681</td>
<td>49.35</td>
<td>0.247</td>
</tr>
<tr>
<td>22</td>
<td>8</td>
<td>3.15</td>
<td>6.400</td>
<td>0.3648</td>
<td>105.2</td>
<td>0.282</td>
</tr>
<tr>
<td>23</td>
<td>8</td>
<td>3.15</td>
<td>6.800</td>
<td>0.2574</td>
<td>158.5</td>
<td>0.300</td>
</tr>
<tr>
<td>31</td>
<td>10</td>
<td>5.00</td>
<td>0</td>
<td>16.89</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>10</td>
<td>5.00</td>
<td>6.000</td>
<td>1.175</td>
<td>40.84</td>
<td>0.418</td>
</tr>
<tr>
<td>35</td>
<td>10</td>
<td>5.00</td>
<td>7.000</td>
<td>0.5937</td>
<td>94.32</td>
<td>0.488</td>
</tr>
<tr>
<td>34</td>
<td>10</td>
<td>5.00</td>
<td>7.500</td>
<td>0.4089</td>
<td>146.7</td>
<td>0.522</td>
</tr>
<tr>
<td>33</td>
<td>10</td>
<td>5.00</td>
<td>8.000</td>
<td>0.2758</td>
<td>232.0</td>
<td>0.557</td>
</tr>
<tr>
<td>32</td>
<td>10</td>
<td>5.00</td>
<td>8.500</td>
<td>0.1811</td>
<td>375.4</td>
<td>0.592</td>
</tr>
</tbody>
</table>

* $\text{lb/sec ft}^{3/2}$
shock. As pointed out by Emmons there is a finite limit to the amount of heat which can be added to the boundary layer at which point the boundary layer will be "blown away." The effect of the moving wall is to extend this limit to suppress the inflection of the velocity profile, and to increase the vaporization rate. These computations will be completed over a full range of the parameter B, at the chosen shock speeds and the results will be applied to the problem of film detonations.
V. DROP SHATTERING STUDIES

The importance of droplet shattering to the development and propagation of detonation waves in two phase mixtures has been mentioned in the introduction. In view of this it is essential to know the rate of droplet breakup and breakup times as influenced by the drop characteristics and the flow field conditions. This problem has been studied in the past but never in the range of conditions characteristic of two phase detonation. The purpose of this work, then, is to supplement and extend earlier experimental and theoretical investigations by studying the interaction between a shock wave and a liquid drop for a range of conditions generated by two phase detonations. Conditions of interest involve shock waves moving over liquid drops of diameter 500-2000μ at Mach numbers of 1.5-8. These shocks lead to subsonic as well as supersonic convective flow over the drops with velocities up to many thousands of feet per second. As a result, breakup times of microseconds are expected.

The earlier work on the shattering problem has indicated that drop diameter and flow velocity are the major variables with the liquid properties being not as important. Consequently, the emphasis of this work is to do a detailed experimental and theoretical study on water drops and elucidate the mechanism at the higher Mach numbers before extending the work to other liquids.
A. **Review of Drop Break-Up Studies**

1. **Review of Experimental Studies.** The first experimental study of the interaction between a liquid drop and a shock wave was reported by Lane\(^{(31)}\) in 1951. In a series of experiments, which utilized a so-called blast gun to form a shock wave and a burette to produce the drops, Lane was able to photograph the various stages of the shattering phenomenon and to obtain a sample of the mist into which a drop is shattered. Lane's photographs showed that a drop, which was spherical before the shock wave collided with it, was deformed into a lenticular body which then broke-up into a conglomeration of finer droplets. Unfortunately the times at which the various pictures were taken are not indicated in the paper and therefore the time required for the break-up to occur, which is the time elapsed between the collision of the shock wave with the drop and the complete disintegration of the drop, cannot be determined. However the photographs did provide the means for a comparison of the final shape and diameter, which the drop assumes just prior to its disintegration, with those predicted by Taylor's\(^{(32)}\) incompressible analysis of the problem. The agreement found between the experimental results and Taylor's theory, which is subsequently discussed in this section, is remarkably good.

Samples of the mist into which the drop was shattered were collected on glass slides and evaluated to obtain droplet size and distribution data. An analysis of the data revealed that the atomization of the original drop, which
became progressively finer as the compression chamber pressure was increased, was such that for compression chamber pressures of 10 atmospheres or more and a test section pressure of 1 atmosphere, one half of the mass of the resulting spray was in the form of droplets of diameter greater than 15 microns. Unfortunately it was not possible to quantitatively correlate the atomization data with any of the properties characterizing the shock wave and the convective flow behind it because the strength of the shock and the character of the flow field produced by the gun were not precisely determined as a function of the compression chamber pressure.

Also contained in the photographs was sufficient evidence to support at least two possible mechanisms for the shattering phenomenon. Since during the process of break-up the liquid appears to be stripped away from the edge of the lenticular drop by the action of viscous shearing stresses, a boundary layer stripping model is a conceivable explanation for what was observed. However the evidence which supports the proposed stripping explanation could likewise be interpreted to support a mechanism of unstable surface wave development. That is to say that, what looks like a stripping away of the drop material may in fact be a blowing away of the crests of large amplitude waves which develop on the surface of the drop. The waves which are observed on the windward face of the drop are generated by the action of the convective flow of air on the surface of the liquid and their stability depends, among other things, on the magnitude of the relative velocity between the air and the liquid.
drop surface. Taylor's\(^{(32,33)}\) analyses for both the boundary layer stripping mechanism and the development and rate of growth of the surface waves are discussed further on in this section.

In 1955 Hanson, Domich, and Adams\(^{(34)}\) investigated the shattering of liquid drops in a conventional shock tube facility. The radiation pressure generated by an ultrasonic sound field was used to support water and methyl alcohol drops, ranging in diameter from 100-700\(\mu\), in the test section of a shock tube. The shock wave was sensed by a pressure transducer which, after being fed through a time delay generator, produced a triggering signal to fire the spark source in the camera system. In this manner a large number of individual tests were made and the interactions were photographed to determine the so-called critical Weber number for breakup.

The Weber number is a dimensionless grouping given by \(\text{We} = \rho g \frac{V^2 D}{\sigma}\). Physically, the \(\text{We}\) number represents the relative importance of the dynamic pressure of the airstream and the surface tension force of the liquid. The critical value of the dimensionless grouping is defined as that value of the Weber number which corresponds to the on-set of breakup. That is to say, that in a shock wave-drop interaction test conducted at less than the critical Weber number, no breakup of the drop occurs. Under these circumstances, the applied aerodynamic forces simply cause the drop to translate in the direction of flow.
The calculations made from the experimental results gave critical Weber numbers ranging in value from \((\text{We})_{\text{critical}} = 3.6 - 8.41\) and the type of disintegration was observed to be the bag mode. The photographs show that the breakup results from the deformation of a drop into a bag of fluid that eventually collapses into a large number of fine droplets. It was also observed that when the strength of the shock was increased to produce a Weber number considerably in excess of 10, a stripping mode, like that reported by Lane\(^{(31)}\), was observed. Hanson felt that the mere collision between a normal shock wave and a drop did not of itself cause the shattering phenomenon to occur but rather it was the relative velocity between the drop and the surrounding air which, if sustained for a sufficient length of time, produced the fragmentation.

Since the experiments of Hanson et al.\(^{(34)}\) were inconclusive as to the effect of viscosity on the shattering phenomenon, in 1956 Hanson and Domich\(^{(35)}\) conducted another investigation whose primary objective was to specifically determine the effect of viscosity on the interaction process. The experimental techniques employed were generally the same as those previously described in the preceding paragraphs with the exception that three Dow Corning Silicone fluids, having essentially the same densities and surface tensions but with viscosities of 10, 50, and 100 centistokes respectively, were used for the drops.
The experimental curves of droplet diameter versus critical velocity revealed a significant effect of viscosity. It was observed that increasing the viscosity increases the critical velocity required to shatter a drop of a given diameter and the trend becomes more pronounced as the drop diameter decreases. As a result of the effect of viscosity, the critical Weber numbers for breakup increased in magnitude, ranging in value from \( (\text{We})_{\text{critical}} = 6-24 \). However a correlation of the results for the silicone fluids with those for water and methyl alcohol indicate that below 10 centistokes the effect of viscosity is very small. Photographs of the breakup process showed that a bag structure precedes the final breakup of viscous liquids just as was found in earlier tests with methyl alcohol and water.

In 1958, Engel\(^{(36)}\) reported the results of a study made of the fragmentation of waterdrops resulting from an interaction with shock waves. The drops, which were formed at the tip of a hypodermic needle mounted above the test section of a shock tube, were allowed to fall through holes in the shock tube walls into a reservoir located beneath the underside of the tube. The freely falling waterdrops were photographed at various time intervals after they were intercepted by a shock wave. Although every picture that was taken was of a different drop, it was possible, by maintaining a constant Mach number and drop diameter and varying only the time delay from run to run, to maintain a
high degree of test similarity and to construct from the pictures a complete
time history of the disintegration process and the drift of the waterdrops in the
convective flow region behind the shock wave.

The photographs showed that the fragmentation process could be consid-
ered to take place in two rather distinct stages. The first stage was charac-
terized by the deformation of the spherical drop into a plano-convex shaped
body corresponding to the observations of Lane\textsuperscript{(31)}. After assuming the len-
ticular shape, mist was observed to emanate from the leeward face of the
waterdrop while the remaining portion of the drop itself remained intact.
The Weber number for all of the experiments ranged in value from \( We = 800-\)
10,000 and the type of breakup observed was, in all cases, the stripping mode.
As the mass of the drop was stripped away, surface waves were observed to
develop on the windward face of the drop and their amplitude progressively
increased with time so as to give the surface a corrugated appearance.

Since Engel photographed the entire sequence of events, from the moment
the shockwave first intercepted a drop until the time of complete disintegration,
it was possible, for the first time, to correlate the observed breakup time
with the original diameter of the spherical waterdrop and the convective flow
properties behind the shock wave. No attempts were made in the experiments
to vary the physical properties of surface tension, viscosity, and density of
the liquid in the drop and therefore no correlations between the breakup time
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and these variables were possible. However the correlations which were made indicate that, for the range of conditions covered in the experiments, the breakup time is roughly proportional to the original waterdrop diameter and inversely proportional to the velocity of the convective flow field established by the shock wave. The shortest breakup time observed, \( t_b = 580 \mu\text{sec} \), corresponded to the interaction of a shock wave having a Mach number \( M_s = 1.7 \) with a drop whose original diameter was \( D = 1400 \mu \).

From a consideration of the evidence contained in the photographs, Engel felt that the most likely mechanisms for shattering were those which took into account the effect of the rapid airstream on the waterdrop. The mist which was observed was thought to be made up of contributions from the whipping-off or from the breaking of the crests of waves, from the spill-off at the equatorial belt of the moving boundary layers on the windward face, and from the stripping of water from the leeward face by the vortices that form in the dead water region behind the drop. According to Engel, it seemed unlikely that any one of these mechanisms operated to the complete exclusion of the others.

In a discussion of the limitations of the observations, Engel pointed out that the results which were obtained and the conclusions that were drawn in the study applied only to drops of water that have a diameter in the range of 1.4 to 2.7 mm and that disintegrate in airstreams having velocities in the range of 500 to 1070 ft/sec. Engel cautioned that to extrapolate the
conclusions to conditions outside of these ranges could result in spurious inferences because it appeared that not only the rate of fragmentation but also the very mechanism by which it occurs was strongly dependent on these variables.

In an attempt to determine the effect of shock waves on the shattering and on the drag of burning and non-burning liquid fuel drops, Rabin, Schallenmuller, and Lawhead(37) in 1960 conducted a series of shock tube experiments to investigate the interaction problem. A fuel drop was suspended in the test section of the shock tube on a fine wire which was attached to a solenoid and retracted just before the shock wave collided with the drop. The retraction of the support wire was synchronized with the firing of the shock tube so as to leave the drop free of the wire and motionless in the test section. For the burning drop study, ignition was accomplished by using a high voltage spark of short duration. The time history of the shattering phenomenon was photographically recorded by taking high speed motion pictures of the interaction process with a Fastax camera. The experiments were designed specifically to obtain further information on the effects of convective flow velocity, surface tension, and chamber pressure on the breakup characteristics for both burning and non-burning drops of propellant.

The two distinct modes of breakup, the bag type and the stripping type, were observed because the experiments covered a range of Weber number
from $\text{We} = 1.1-294$. The photographs revealed that the general features of the bag and stripping disintegration processes for both burning and non-burning fuel drops were in every way identical to those observed by Hanson$^{34}$ and Engel$^{36}$. It appeared that the actual collision between the shock wave and the drop had a negligible effect on the breakup process which seemed to be completely governed by the properties of the convective flow behind the shock front. Since the study utilized rather weak shock waves, $M_{s_{\text{max}}} \approx 1.2$, and drops with diameters, $D \approx 1000 \mu$, the recorded breakup times were in the range of $t_b = 2330-3200 \mu\text{sec}$.

The experimental data also showed that the separate effects of burning and of increased test section pressure both lowered the observed critical velocity for breakup. The major effect of burning was to lower the surface tension of the drop to less than 50% of its non-burning value and the isothermal increase in the test section pressure created a proportional increase in the density level which influenced the magnitude of the dynamic pressure. An analysis of the experimental data for both the burning and non-burning fuel drops produced a correlation between the critical Weber number and the critical Reynolds number of $\text{We}_{(\text{crit})} \cdot \text{Re}_{(\text{crit})}^{-1/2} \approx .5$. The analytical form of the correlation was shown to agree with what one might expect from a boundary layer analysis of the stripping type of breakup.

In 1963, Rojec$^{38}$ published the results of an experimental study which was designed to obtain high resolution photographs of the events that take
place immediately following the collision between a shock wave and a liquid fuel drop. A shock tube was used to generate the shock waves and fuel drops of RP-1 were hung on a fine wire from the upper wall of the test section of the shock tube. The interaction between the drop and the convective flow field was photographed at various time intervals after the shock had passed the test drop position by delaying the triggering signal to the spark light source in the camera system, and in this manner, one picture was taken of each drop.

Using this technique Rojec was able to obtain photographs of fuel drops, which were undergoing a stripping mode of breakup, that contained an amazing amount of detail. For example, the enlarged pictures clearly showed the development and the rate of propagation of capillary surface waves from the front to the rear stagnation points. With the progression of time, the capillary waves were observed to grow rapidly in amplitude to give the windward surface an extremely corrugated appearance. When the convective flow velocity was \( V = 1250 \text{ ft/sec} \), a wake of very fine mist began to develop at about 25 \( \mu \text{sec} \) after the passage of the shock front. For \( V = 320 \text{ ft/sec} \), appreciable amounts of liquid began to leave the drop at about 110 \( \mu \text{sec} \) after the wave had passed. The fluid particles were observed shedding from the surface at the region of maximum shear, at the boundary layer separation point, and at the crests of the surface waves.
In an attempt to supplement the breakup time data obtained by Engel (36) and Rabin et al. (37), Wolfe and Andersen (18) in 1964 undertook to study the shattering of liquid drops, having various sizes and physical properties, with high speed motion picture equipment. Drops ranging in size from $D = 500-3000 \mu$ and having physical properties of surface tension, $\sigma = 18-487$ dynes/cm; density, $\rho = 0.75-14 \text{ gm/cm}^3$; and viscosity, $\mu = .5-170$ centipoise, were introduced into the test section of a shock tube and subjected to shock waves that produced convective flow velocities in the range of $V = 50-450$ ft/sec.

The interaction process was photographed by using a Dynafax camera and samples of the shattered drop residue were taken to determine the distribution and the size of the micro-droplets into which the drop was broken. Photomicrographs of the sampled material showed that, as the convective flow velocity was increased from $V = 80-400$ ft/sec, the mass-median diameter of the micro-droplets decreased from about 120 $\mu - 15 \mu$.

The range of conditions covered in the experiments was such that both the bag and the stripping modes of shattering were observed. In addition, the motion pictures provided some knowledge about the breakup time. The experimental breakup times indicated in their report correspond to the time for the dynamic stage of fragmentation to reach a certain state and not to the time required for the complete disintegration of the drop. The data presented showed that in general the breakup time was directly proportional to the original diameter of the drop and to the square root of the density of the liquid.
in the drop and inversely proportional to the convective flow velocity behind the shock wave. The main effect of an increase in viscosity was to retard the rate of deformation of the drop but it was almost negligible at the higher convective flow velocities.

In addition to their experimental study, Wolfe and Andersen developed analytical expressions predicting the dependence of the breakup time and the dependence of the mass mean diameter of the micro-droplet residue on the variables in the problem. The derivation of the expression for the breakup time is presented later in this section. A correlation of the breakup times obtained from the experiments with those calculated from the analysis showed some general agreement.

The most recent study of the shock wave-drop interaction problem was conducted by Nicholson and Hill\(^{(39)}\) who in 1965 reported on the results of a dimensional analysis of the drop shattering problem and on an experimental study that was conducted in an effort to produce empirical confirmation of a postulated scaling law for the drop breakup time in a high speed airstream. A dimensional analysis similar to that of Nicholson and Hill is presented in Appendix A.

The interaction between 1.5 mm water drops and shock waves ranging in strength from \(M_s = 1.8 - 2.85\) was photographed by using a high speed Fastax camera. A correlation between the observed breakup time with the
local dynamic pressure resulted in an expression for the breakup time; 
\[ t_b = 23.9 \frac{D}{q^{1/2}}. \]
From a differentiation of the drop displacement versus time data taken from the movies of the breakup, a curve of drop velocity versus time was obtained. The velocity versus time curve for every run was found to have a sharp change in slope that was interpreted as corresponding to the moment at which the remaining core of the original drop shatters into a number of finer droplets and this moment was defined as the breakup time.

In addition to the experimental work which has been cited in the preceding paragraphs, Morrell\(^{(40)}\) and Clark\(^{(41)}\) have investigated the disintegration of liquid jets which is a phenomenon physically similar to that of drop shattering. Using streak and high-speed framing photographic techniques, Morrell studied the interaction of liquid jets 0.052, 0.0785, and 0.157 in. in diameter with shock waves in a shock tube having a Mach number range \(M_s = 1.11 - 1.73\). An analysis of the experimental data revealed that the breakup time of the jets increased regularly with an increase in the ratio of jet radius to the convective flow velocity behind the shock wave.

In another series of experiments on jet breakup, Clark photographed the shattering of water jets 0.065, 0.089, and 0.120 in. in diameter by a transverse flow of nitrogen whose velocity was varied over the range from \(V = 65 - 430 \text{ ft/sec}\). The corresponding Weber number range for the experiments was \(\text{We} = 31 - 11,000\). Shock waves were not employed to establish the convective flow of nitrogen gas around the jets and therefore any possible
effect that the shock wave interaction might have had on the fragmentation of the jets was completely eliminated from the tests. The experimental results showed that the degree of jet breakup increased with increasing convective flow velocity and density and with decreasing liquid jet diameter.

Table VII is presented as a convenient summary of the shock wave-drop interaction studies which have been reviewed in the preceding paragraphs. The interesting feature of the table is that it shows at a glance that very little experimental work has been done on the shattering problem for the conditions which are pertinent to detonation in two-phase media.

2. Review of Theoretical Studies.

a. Unstable Surface Wave Development. Taylor\(^{(33)}\) considered the instability of liquid surfaces when accelerated in a direction perpendicular to their planes and found that when the direction of acceleration is from the lighter to the heavier fluid the amplitude of an initial disturbance will grow exponentially with time. He treated analytically the situation shown

\[
\begin{array}{c}
g_1 \\
\rho_1 \\
\text{Interface} \\
\rho_2 \\
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\]

where \(\rho_1\) and \(\rho_2\) are the densities of the upper and the lower fluid respectively with \(\rho_2 > \rho_1\). The acceleration due to gravity is \(g\) and \(g_1\) is a vertically upwards acceleration applied to the fluids whose depths are large compared to
<table>
<thead>
<tr>
<th>Year</th>
<th>Investigator(s)</th>
<th>Liquid(s)</th>
<th>Drop Diameter D, μ</th>
<th>Shock Mach No. M&lt;sub&gt;s&lt;/sub&gt;</th>
<th>Convective Mach No. M</th>
<th>Convective Flow Velocity V, ft/sec</th>
<th>Breakup Time t&lt;sub&gt;b&lt;/sub&gt;, μsec</th>
<th>Type of Breakup</th>
<th>Weber No. We</th>
<th>Reynolds No. Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>1951</td>
<td>Lane</td>
<td>Water, Dibutyl Phthalate</td>
<td>50-4000</td>
<td>-2.1</td>
<td>-1.0</td>
<td>-575</td>
<td>Not Available</td>
<td>Stripping</td>
<td>2.56 x 10³</td>
<td>28.7 x 10³</td>
</tr>
<tr>
<td>1955</td>
<td>Hanson Domich</td>
<td>Water, Methol Alcohol</td>
<td>100-700</td>
<td>1.02-1.13</td>
<td>.05-.21</td>
<td>60-238</td>
<td>Not Available</td>
<td>Bag</td>
<td>3-9</td>
<td>.5 x 10³</td>
</tr>
<tr>
<td></td>
<td>Adams</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1956</td>
<td>Hanson Domich</td>
<td>Dow Corning Silicone Fluids</td>
<td>100-600</td>
<td>1.03-1.16</td>
<td>.065-.25</td>
<td>74-282</td>
<td>Not Available</td>
<td>Bag</td>
<td>6-24</td>
<td>1 x 10³</td>
</tr>
<tr>
<td>1958</td>
<td>Engel</td>
<td>Water</td>
<td>1400</td>
<td>1.3, 1.5, 1.7,</td>
<td>.4, 6, .75</td>
<td>500, 777, 1070</td>
<td>600-900 Stripping</td>
<td>Bag and Stripping</td>
<td>800-10,000</td>
<td>35 x 10³</td>
</tr>
<tr>
<td>1960</td>
<td>Rabin Schallenmuller</td>
<td>RP-1 DECH</td>
<td>50-1600</td>
<td>1-1.07, .003-.124</td>
<td>3.4-140</td>
<td>2330-3200</td>
<td>Bag and Stripping</td>
<td>Bag</td>
<td>1.1-294</td>
<td>60-10,000</td>
</tr>
<tr>
<td></td>
<td>Lawhead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1963</td>
<td>Rojec</td>
<td>RP-1</td>
<td>1800</td>
<td>1.16, 1.18, 2.1,</td>
<td>.24, .28, .835</td>
<td>275, 320, 1250</td>
<td>Not Available</td>
<td>Stripping</td>
<td>595-17,700</td>
<td>30-100,000</td>
</tr>
<tr>
<td>1964</td>
<td>Wolfe Andersen</td>
<td>Water, Mercury Bis Silicones</td>
<td>500-3000</td>
<td>1.02-1.28, .044-.39</td>
<td>50-450</td>
<td>Not Available</td>
<td>Bag and Stripping</td>
<td>Bag</td>
<td>.8-1400</td>
<td>178-25,600</td>
</tr>
<tr>
<td>1965</td>
<td>Nicholson Hill</td>
<td>Water</td>
<td>1500</td>
<td>1.8, 2.1, 2.85, 1.06, 1.32</td>
<td>.839, 1590, 2370</td>
<td>1175, 1590</td>
<td>295-900 Stripping</td>
<td>Stripping</td>
<td>7 x 10³</td>
<td>56 x 10³</td>
</tr>
</tbody>
</table>
the wavelength of the disturbance of the interface. If \( g_1 > g \) and if the initial displacement of the interface from the plane \( y = 0 \) is

\[
\eta_0 = C \cos KX
\]  
(5.1)

and the initial velocity is zero, then

\[
\eta = C \cosh nt \cos KX
\]  
(5.2)

where \( n \) is taken to be the positive value of

\[
\int -K (g + g_1) \frac{(\rho_2 - \rho_1)}{\rho_2 + \rho_1} \]

where \( (g + g_1) \) is negative. If one defines the amplification factor of an unstable fluid surface as the ratio of the amplitude of the disturbance at any time to its initial value, we obtain for a vertical downward acceleration \( g_1 \)

\[
\frac{\eta}{\eta_0} = \cosh nt = \cosh \left( -K (g_1 - g) \frac{(\rho_2 - \rho_1)}{\rho_2 + \rho_1} \right)^\frac{1}{2} t
\]  
(5.3)

Since for the case of an accelerating water drop the acceleration \( g_1 \) due to the imposed aerodynamic forces is from the lighter fluid air to the heavier fluid water and of the order of \( g_1 = 0.5 \times 10^6 \) g's and the density of water \( \rho_2 \approx 10^3 \times \rho_1 \) where \( \rho_1 \) is the density of the surrounding air, Eq. (5.3) can be written as

\[
\frac{\eta}{\eta_0} = \cosh \left( 0.5 gK \times 10^6 \right) t
\]  
(5.4)
Substituting in Eq. (5.4) the values,

\[ g = 32.2 \text{ ft/sec}^2 \]

\[ K = \frac{2\pi}{\lambda} = \frac{2\pi}{10\mu} \]

where \( \lambda = 10\mu \) has been chosen as a characteristic capillary wavelength and

\[ t = 2 \mu\text{sec} \]

as a representative time, results in an amplification factor of

\[ \frac{\eta}{\eta_0} = \cosh 3.48 = 16.6 \]

Thus under conditions fairly representative of those of interest in this report, small disturbances can be amplified considerably in a very short time.

Mayer\(^{(42)}\) developed a theory of liquid atomization in high velocity gas streams by considering the gas-liquid interface behavior in the regime of capillary wave propagation. From the analysis it was found that all wavelengths \( \lambda \) exceeding a minimum value \( \lambda_{\text{min}} \) grow at an exponential rate characterized by a time modulus \( \tau \) dependent on \( \lambda \) and the density and the relative velocity of the convective flow of gas and the density, surface tension, and viscosity of the liquid in the drop.

From an approximate energy balance for the surface wave of amplitude \( \alpha \), Mayer wrote that

\[ \frac{d\alpha}{dt} = \frac{\alpha}{\tau} \]  \hspace{1cm} (5.5)
where the reciprocal time modulus $1/\tau$ was expressed in terms of the wavelength $\lambda$ as

$$\frac{1}{\tau} = \frac{f}{\lambda^{1/2}} - \frac{\nu}{\lambda^2}$$

(5.6)

where

$$f = \sqrt{\frac{\beta \rho g}{\sqrt{\frac{\sigma}{\rho_\ell}}}}$$

is the forcing parameter, in which $\beta \leq 1$ is called the sheltering parameter, and $\nu = 8\pi^2 \mu_\ell/\rho_\ell$ the viscous damping parameter. In view of the character of Eq. (5.5) the capillary waves will grow or diminish exponentially with time according to whether $\tau$ is positive or negative. Thus the wind maintained wavelengths are greater than a minimum value obtained from Eq. (5.6) by setting the forcing parameter equal to the viscous damping parameter and solving to obtain

$$\lambda \geq \lambda_{\text{min}} = \frac{2}{\nu^3} = \frac{2}{2\pi^3 \sqrt{16/\mu_\ell} \sqrt{\frac{\sigma}{\rho_\ell}}}$$

It was postulated that when the convective flow induced wave of length $\lambda$ has grown to an amplitude comparable to $\lambda$, the rest of the wave is shed as a ligament from which micro-droplets of diameter $D$ are formed. From a consideration of the steady state droplet formation rate on a large liquid surface,
an expression was derived for the micro-droplet size distribution function which yielded the formula

\[
\bar{D} = 9\pi^{3/4}\frac{3}{16} B \left( \frac{\mu}{\rho g} \frac{\sqrt{\sigma/\rho g}}{V^2} \right)^{2/3}
\]

for the average droplet size obtained on primary atomization. The result for \( \bar{D} \) was shown to agree well with empirical correlations proposed by Weiss and Worsham\(^{43} \).

b. Theories Concerning the Drop Shape. Taylor\(^{32} \) developed a theory for the shape which a liquid drop assumes when accelerated by an incompressible high-speed airstream from a theory of large air bubbles rising in water. Large air bubbles have been observed to assume a definite shape which is very closely spherical at the top and more or less flat below; the same plano-convex shape into which a liquid drop deforms. Taylor postulated that this shape results as the pressure due to the hydrodynamic flow around the bubble exactly neutralizes the variations in pressure due to gravity at all points on the upper surface. Furthermore, it was assumed that the surface tension plays no part in determining the air bubble shape and that the flat bottom of the bubble occupies the plane at which the pressure is equal to the pressure at the same level far from the bubble.
The distribution of pressure over three plano-convex lenticular-shaped bodies whose edges subtended angles of $60^\circ$, $110^\circ$, and $150^\circ$ was measured and the results compared to the calculated pressure distribution for a complete sphere. The comparison showed that for some body intermediate between the $60^\circ$ and $110^\circ$ bodies it is probable that the pressure would be very close to the ideal one calculated for the sphere. Thus if the criterion for determining the position where the base of a bubble would be in relation to the top were that the pressure at the base is the same as that at the same level far from the bubble, the edge would be expected to subtend at the center of the sphere a double angle of $84^\circ$ which is that calculated as the region on a complete sphere over which the pressure is greater than that at infinity.

Assuming that the pressure over the spherical surface of a plano-convex lenticular body exposed to a stream velocity $V$ is the same as the theoretical pressure over a complete sphere of the same radius

$$\frac{p - p_o}{1/2 \rho g V^2} = 1 - \frac{9}{4} \sin^2 \theta$$

(5. 7)

where $\theta$ is the angle of the radius from a point to the polar axis of the body as shown and $p_o$ is the pressure in the undisturbed stream.
The equation to the spherical surface in the neighborhood of the stagnation point is

\[ r^2 = 2ax \]

and \( x/a = 1 - \cos \theta, \approx 1/2 \theta^2 \) when \( \theta \) is small, while \( \sin^2 \theta \) can be taken as \( \theta^2 \) to the same order of approximation. Equation (5.7) thus becomes

\[ p - p_0 = \frac{1}{2} \rho g V^2 \left( 1 - \frac{9x}{2a} \right) \tag{5.8} \]

But in order that the fluid inside the lenticular shape may be accelerated uniformly through its volume the pressure within must be

\[ p = p_0 + \frac{1}{2} \rho g V^2 + \rho f x \]

where \( f \) is the acceleration. Since the pressure inside the drop must be the same as that outside at all points on the surface

\[ \rho f = \frac{9}{4} \rho g \frac{V^2}{a} \tag{5.9} \]
Assuming that the edge of the plano-convex lenticular body is defined by the condition that the pressure at the rear surface is the same as that far from the drop, the value of \( \theta \) which defines the edge is found from Eq. (5.8) and is

\[
\theta_m = \sin^{-1} \left( \frac{2}{3} \right)
\]

The volume \( V \) of the plano-convex body is

\[
V = \frac{1}{3} \pi a^3 \left[ 2 \left( 1 - \cos \theta_m \right) - \sin^2 \theta_m \cos \theta_m \right]
\]

If \( D \) is the diameter of the flattened drop

\[
D = 2a \sin \theta_m = \frac{4}{3} a
\]

and if \( R \) is the radius of the original drop

\[
V = \frac{4}{3} \pi R^3
\]

The requirement that the volumes be equal leads to

\[
\frac{D}{R} = \left( \frac{32 \sin^3 \theta_m}{2 - 2 \cos \theta_m - \sin^2 \theta_m \cos \theta_m} \right)^{1/3} = 3.76
\]  
(5.10)

and from Eq. (5.9) the acceleration is given by

\[
f = \frac{9}{4} \frac{\rho g V^2}{\rho_l a} = 3 \frac{\rho g V^2}{\rho_l D}
\]  
(5.11)
The prediction by Eq. (5.10) that the deformed drop will have a diameter approximately twice as large as its initial value is in excellent agreement with a considerable amount of the experimental data that has been accumulated for shock Mach numbers of $M_s \leq 2$. However, if we make the following substitutions in Eq. (5.11)

$$\frac{\rho_g}{\rho_f} \approx 10^{-3}$$

$V = 777 \text{ ft/sec}$

corresponding to $M_s = 1.5$ and

$$D = 1400 \mu$$

then,

$$f = 0.013 \times 10^6 \text{ g's}$$

which is an order of magnitude larger than the acceleration observed by Engel\textsuperscript{(36)} under identical experimental conditions.

A solution for the time dependence of the flattening of a water drop in an air flow was developed by Burgers\textsuperscript{(45)}. It was assumed that a liquid is located at the origin of a rectangular coordinate system as shown and that the motion throughout the whole volume of the sphere as a result of the pressure distribution begins instantaneously.
A solution of the continuity equation is given by

\[ u = -2bx, \quad v = by, \quad w = bz \tag{5.12} \]

where \( u, v, w \) are the velocities along the \( x-, y-, \) and \( z- \) axis respectively and \( b \) is a function of time which must be determined. From Eq. (5.12) it follows that the velocity potential for the motion is given by

\[ \phi = b \left( -x^2 + \frac{1}{2} y^2 + \frac{1}{2} z^2 \right) \]

The equation of motion is

\[ p = -\rho_\ell \frac{d\phi}{dt} + \text{constant} \tag{5.13} \]

where the term \( 1/2 \rho_\ell \left( u^2 + v^2 + w^2 \right) \) is neglected as small for short times after the shock-waterdrop collision. Application of Eq. (5.13) at the point \( x = \pm r \) and at the points \( y = \pm r \) and \( z = \pm r \) on the surface of the sphere provides an evaluation of the pressures \( p_x \) and \( p_y, z \) from which the pressure
difference $\Delta p$ is found as

$$\Delta p = p_x - p_y, z = \frac{3}{2} \rho \frac{r^2}{2} \frac{db}{dt}$$  \hspace{1cm} (5.14)

If the pressure difference $\Delta p$ is considered independent of time then Eq. (5.14) can be integrated to yield

$$b = \frac{2}{3} \frac{\Delta p}{\rho \frac{r^2}{2}} t$$

Since the velocity of the liquid at the equator of the sphere is given by $v = by$ and $w = bz$, the outward displacement $D$ at the points $y = \pm r$ and $z = \pm r$ is found by integrating

$$V = br = \frac{dD}{dt}$$

to get that

$$D = \frac{1}{3} \frac{\Delta p}{\rho \frac{r^2}{2}} t^2$$  \hspace{1cm} (5.15)

The lateral growth rate of a drop predicted by Eq. (5.15) agrees extremely well with experimental observations made by Engel.$^{36}$

c. Boundary Layer Stripping Analysis. Taylor$^{32}$ developed a theoretical model for the stripping away of the surface of a drop through the action of the viscous forces imposed at the air-liquid interface by the convective flow around the drop. The boundary layer normalized velocity distributions
were expressed as

$$u = \frac{u}{V} = 1 - A \exp \left( - \frac{y}{\alpha_g} \sqrt{x} \right)$$

in the air \hspace{1cm} (5.16)

and,

$$u = \frac{u}{V} = (1 - A) \exp \left( - \frac{y}{\alpha_w} \sqrt{x} \right)$$

in the water \hspace{1cm} (5.17)

where $A$, $\alpha_g$, $\alpha_w$ are quantities that must be determined, and the $x$-axis lies in the air-water interface and the $y$-axis is perpendicular to it as shown.

The choice of Eq. (5.16) and (5.17) satisfies the boundary conditions that as $y \rightarrow \infty$, $u_g \rightarrow 1$, and $u_w \rightarrow 0$, and that for $y = 0$, $u_g = u_w$. This choice also satisfies the Karman boundary layer integral equations from which it is found that

$$\alpha_g^2 = \frac{2\nu_g}{V \left( 1 - \frac{A}{2} \right)}$$

and,

$$\alpha_w^2 = \frac{4 \nu_w}{V \left( 1 - A \right)}$$
where $\nu_k$ and $\nu_\ell$ are the kinematic viscosities for air and water respectively. From the condition that the tangential stress at the interface must be continuous and using the condition that when $\nu_\ell/(\alpha_\ell^2 V)$ is small, $\nu_g/(\alpha_g^2 V) \approx 1/4$ it was shown that

$$\frac{\nu_\ell}{\alpha_\ell^2 V} \approx \frac{1}{4} \left( \frac{\rho_g}{\rho_\ell} \right)^{\frac{3}{2}} \frac{\nu_g}{\nu_\ell}$$

The efflux of water out of the boundary layer per unit length of periphery when the mass of water itself has velocity $W$ is

$$\int_0^\infty (V - W) (1 - A) \exp(-y/\alpha_\ell \sqrt{x}) \, dy = (V - W) (1 - A) \alpha_\ell \sqrt{x}$$

and therefore the total loss of volume per unit time is

$$\frac{dV}{dt} = 4\pi r \frac{1}{3} \left( \frac{\rho_g}{\rho_\ell} \right) \frac{1}{6} \frac{1}{\nu_\ell} \frac{1}{\nu_g} \sqrt{V - W} \sqrt{\nu_\ell} \sqrt{x}$$

d. Breakup Time Analyses. Morrell\(^{(40)}\) found an expression for the breakup time of a liquid jet by considering the volumetric removal rate of fluid from the surface of the jet. The volumetric removal rate was written as
\[
\frac{dV}{dt} = (2 \delta_{\ell} u_{\ell, \text{avg}}) \bigg|_{x=L}
\]  
\text{(5.18)}

where the assumed breakup model is shown in the sketch below.

Equation (5.18) was integrated under the assumption that, with \( L \) and \( V \) the free stream gas velocity held constant, \( (\delta_{\ell} u_{\ell, \text{avg}}) \bigg|_{x=L} \) is constant and therefore

\[
t_b = \frac{\pi R_0^2}{(2 \delta_{\ell} u_{\ell, \text{avg}}) \bigg|_{x=L}}
\]  
\text{(5.19)}

where \( R_0 \) is the initial jet radius and \( t_b \) is the breakup time that corresponds to the moment at which the volume of the fluid in the jet has been reduced to zero.

The length of the liquid sheet was found by equating the frictional drag according to Blasius with the surface tension force

\[\tau_0 L = \sigma\]

indicating that,
\[ L \sim R_0 \frac{W_{e_0}}{\sqrt{R_{e_0}}} \]

where the Weber number \( W_{e_0} \) and the Reynolds number \( R_{e_0} \) are based on \( R_0 \). From the experimental data of jet breakup, the sheet length was well represented by

\[ L = 2R_0 \left( 1 - 2 \frac{W_{e_0}}{\sqrt{R_{e_0}}} \right) \tag{5.20} \]

The boundary layer thickness and velocity were estimated by assuming a flat plate model with velocity profiles

\[ \frac{u_g}{V} = 1 - (1 - A) \left( 1 - \left( \frac{y}{\delta_g} \right)^2 \right) \tag{5.21} \]

for the gas

and,

\[ \frac{u_\ell}{V} = A \left[ 1 - \left( \frac{y}{\delta_\ell} \right)^2 \right] \tag{5.22} \]

for the liquid

The use of Eq. (5.21) and (5.22) together with the Karman boundary layer integral equations led to the solution

\[ \delta_\ell = \sqrt{\frac{\nu_\ell x}{\lambda V}} \tag{5.23} \]

for the boundary layer thickness and
\[ u_{\text{avg}} = 10 \lambda V \]

for the average velocity where

\[ \lambda = 0.043 \left( \frac{\rho_g}{\rho} \right)^{2/3} \left( \frac{\nu_g}{\nu} \right)^{1/3} \]

Substitution of Eq. (5.20), (5.23), and (5.24) into Eq. (5.19) yielded

\[ t_b = 0.536 \left( \frac{\rho}{\rho_g} \right)^{2/3} \left( \frac{\mu}{\mu_g} \right) \frac{1}{V} \frac{R_0}{\sqrt{\text{Re}_0}} \sqrt{1 + \frac{\text{We}_0}{\sqrt{\text{Re}_0}}} \]

from which it was observed that when \( \text{We}_0 / \sqrt{\text{Re}_0} \gg 1 \) the dependence of \( t_b \) on \( R_0 \) and \( V \) was

\[ t_b \propto \left( \frac{R_0}{V} \right)^{1.25} \tag{5.25} \]

In a study similar to that of Morrell, Clarke\(^{(41)}\) developed an expression for the breakup time of a liquid jet of fluid by working with the equation for the transverse motion of a deforming jet. The equation of motion is

\[ -a = \frac{d\bar{W}}{dt} = \frac{1}{\rho} \nabla p - \frac{\mu}{\rho} \nabla^2 \bar{W} + \bar{g} \tag{5.26} \]

with
\[ |\nabla p| \approx \frac{\Delta p}{\Delta s} = \frac{2 \left( \frac{1}{2} \rho_g V^2 \right)}{\frac{1}{2} D_0} = 2 \rho_g \frac{V^2}{D_0} \] (5.27)

where \( \bar{W} \) is the non-axial velocity and \( D_0 \) is the original diameter of the undistorted jet as shown in the sketch below. The term \( 2 \left[ (1/2) \rho_g V^2 \right] \) in Eq. (5.27) represents the pressure difference \( \Delta p \) between the stagnation and the separation points and the average distance \( \Delta s \) between these points is \( 1/2 \, D_0 \)

\[ \rho_g \, V^2 \]

Based on an order of magnitude analysis of the individual terms the gravitational and viscous effects in Eq. (5.26) were neglected to yield

\[ a = \frac{\rho_g \, V^2}{\rho_\ell \, D_0} \] (5.28)

an expression giving the acceleration of the liquid in a direction transverse to the convective flow. Integration of Eq. (5.28) gives the velocity of the motion

\[ W = \frac{\rho_g \, V^2}{\rho_\ell \, D_0} \, t \]

and the lateral displacement
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\[ \delta = \frac{\rho_g}{\rho_l} \frac{V^2}{D_0} t^2 \]  

(5.29)

If \( \epsilon \) is defined as

\[ \epsilon \equiv \frac{\delta}{D_0} = \frac{\rho_g}{\rho_l} \left( \frac{Vt}{D_0} \right)^2 \]

then Eq. (5.29) can be written as

\[ t_b = \frac{D_0}{V} \sqrt{\epsilon_b \frac{\rho_l}{\rho_g}} \]  

(5.30)

where \( \epsilon_b \) corresponds to that value of \( \epsilon \) for breakup. A comparison of Eq. (5.30) with Clarke's empirical data showed that breakup began at an \( \epsilon_b = 1 - 2 \) and was essentially complete for \( \epsilon_b = 10 - 15 \). If one attempts a physical interpretation of the value of \( \epsilon_b \) corresponding to complete breakup one finds that the ratio of the final diameter to the original diameter

\[ \frac{D}{D_0} = \frac{D_0 + 2\delta}{D_0} = 1 + 2\epsilon_b \]

which, for \( \epsilon_b = 10 \), has the rather astounding value of

\[ \frac{D}{D_0} = 21 \]

which is an order of magnitude larger than all previous observations.
Wolfe and Andersen (18) worked out a general theory for the breakup time which is applicable to both the bag and the stripping modes of disintegration by considering a model like the one shown below.

The rate of shear of the fluid due to the aerodynamic pressure forces applied at the surface of the drop was written as

$$\frac{dV}{dr} = \frac{\tau_{xy}}{\mu}$$

(5.31)

where \( V \) is the velocity and \( \tau_{xy} \) is the shear stress acting to restrain the relative motion of adjacent fluid elements within the drop. Equating the pressure and viscous forces for a cylinder of fluid as shown

$$\pi r^2 p_h = 2\pi rD \tau_{xy}$$

which when substituted into Eq. (5.31) and integrated for the conditions that

\[ V = 0 \quad \text{at} \quad r = R \quad \Rightarrow \text{Bag} \quad (-) \frac{dV}{dr} \]

\[ V = 0 \quad \text{at} \quad r = 0 \quad \Rightarrow \text{Stripping} \quad (+) \frac{dV}{dr} \]
gives respectively,

\[ V = p_h \frac{R^2 - r^2}{4 \mu \ell D} \]

\[ V = p_h \frac{r^2}{4 \mu \ell D} \]

from which,

\[ V_{\text{max}} = p_h \frac{R^2}{4 \mu \ell D} \]  \hspace{1cm} (5.32)

for \( r = 0 \) and \( r = R \). The pressure head \( p_h \) is the difference between the aerodynamic stagnation pressure and the pressure required to provide the kinetic energy of the liquid flow\(^{(46)}\); i.e.,

\[ p_h = p - \frac{1}{2} \rho \ell V^2 \]  \hspace{1cm} (5.33)

Substitution of Eq. (5.33) into Eq. (5.32) and solving the resulting quadratic expression for \( V \) yields

\[ V = \frac{dx}{dt} = - \frac{16 \mu \ell}{\rho \ell D} + \sqrt{\left(\frac{16 \mu \ell}{\rho \ell D}\right)^2 + \frac{2}{\rho \ell} p} \]  \hspace{1cm} (5.34)

from which an expression for the breakup time is found by integrating Eq. (5.34) and assuming that the length \( x \) of the cylinder of fluid is at the moment of breakup twice as long as the original diameter \( D \) of the drop. The breakup time is then found to be
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\[ t_b = \frac{D}{(A^2 + BP)^{1/2} - A} \quad (5.35) \]

where

\[ A = \frac{16 \mu \ell}{\rho \ell D}, \quad B = \frac{2}{\rho \ell} \]

The pressure \( P \) in Eq. (5.35) was assumed to be of the form

\[ P = \frac{1}{2} \rho_g V^2 C_D - K \frac{\sigma}{D} \]

where \( K \) is the curvature constant for the drop. If \( \mu \ell \) and \( \sigma \) are considered negligible and \( C_D = 1 \) then,

\[ A = \frac{16 \mu \ell}{\rho \ell D} = 0 \]

\[ P = \frac{1}{2} \rho_g V^2 C_D - K \frac{\sigma}{D} = \frac{1}{2} \rho_g V^2 \]

and,

\[ t_b = \frac{D}{V} \sqrt{\frac{\rho \ell}{\rho_g}} \quad (5.36) \]

which has a striking functional resemblance to the breakup time as derived by Morrell and Clark.
Using a dimensional analysis similar to that given in Appendix A, Nicholson and Hill\(^{39}\) developed an expression for the breakup time by neglecting the effects due to air and liquid viscosity and due to the surface tension of the liquid in the drop and the Mach number of the convective flow. Their result was that

\[
t_b = \frac{D}{V} \phi_3 (\beta)
\]

where,

\[
\beta = \frac{\rho_l}{\rho_g}
\]

The relative distortion \(\epsilon\) as defined by Clark, was used to define a scaling law for high-speed breakup

\[
\epsilon = \frac{\delta}{D} = \frac{\rho_g}{\rho_l} \frac{|Vt|^2}{D}
\]

was used to define a scaling law for high-speed breakup

\[
\frac{t_b}{D} = \left(\frac{\epsilon_b \rho_l}{2}\right) \frac{1}{q^{1/2}} = K \frac{1}{q^{1/2}}
\]

where \(q\) = dynamic pressure and where breakup is assumed to occur when \(\epsilon_b\) reaches a critical value which was determined from the experiment. If \(q\) is measured in lbs/in.\(^2\), \(t_b\) in milliseconds, and \(D\) in in., then \(K = 6.85\sqrt{\epsilon_b}\). A plot of the breakup time versus the dynamic pressure data from the experiments gave
\[
\frac{t_b}{D} = 23.9 q^{-\frac{1}{2}}
\]  

(5.38)

and the corresponding value of \( \epsilon_b \) was calculated to be \( \epsilon_b = 12 \) which agrees well with the value of \( \epsilon_b \) reported by Clark.

The striking feature of these breakup analyses is that, although each formulated model for the fragmentation is in itself unique, the derived functional dependence of the breakup time on the variables in the problem, Eq. (5.25, 5.30, 5.36, 5.38), is in each instance essentially the same. In other words, each analysis has shown that the breakup time is directly proportional to the product of the original drop diameter and the square root of the density ratio of liquid to gas, and inversely proportional to the convective flow velocity. However, although correlations of the experimental data accumulated to date exhibit reasonable agreement with the aforementioned functional dependence of the breakup time, it is not at all clear that this will necessarily be the case for shock wave-drop interactions at shock Mach numbers considerably in excess of \( M_s = 2 \).

B. Experimental Arrangement and Procedure

1. Design Considerations and Performance Calibration. A schematic diagram of the shock tube which is designed purposely for the drop shattering experiments is shown in Fig. 5.1. The length of the tube is chosen to provide
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Fig. 5.1 Schematic Diagram of Shock Tube
a testing time of approximately 2 millisecond for a shock Mach number $M_s = 1.5$
and 200 $\mu$sec for a shock Mach number $M_s = 5$. The actual testing time, which
is the time elapsed between the passage of the shock front and the arrival of
the interface or the reflected rarefaction in the test section, whichever comes
first, is determined from experiment and is plotted as a function of the shock
Mach number $M_s$ in Fig. 5.2. The testing time information is obtained by
simultaneously displaying and sweeping on an oscilloscope the output of a thin
film heat transfer gauge with that of a Kistler 601-A quartz pressure transducer
both of which are flush mounted in the wall of the test section. A sample trace
is shown in Fig. 5.3 where the sharp change in slope of the heat transfer trace
corresponds to the passage of the interface. As is usually the case, the inter-
face for this particular run has arrived in the test section well ahead of the
reflected rarefaction which is not seen on the static pressure trace.

The desired shock strength is obtained by charging the driver section with
either $N_2$, He, or $H_2$ to the pressure required for producing the test Mach
number of interest. Since the driven section pressure is 1 atmosphere, the
pressure ratio across the diaphragm is controlled exclusively by the pressure
established in the driver and a plot of shock Mach number versus driver pres-
sure for $N_2$, He, and $H_2$ is shown in Fig. 5.4. The experimentally determined
performance of the shock tube, which is also shown in Fig. 5.4, is found by
calculating the Mach number of propagation corresponding to a given driver
pressure and driver gas from a measurement of the time required for the shock
Fig. 5.2 Shock Mach Number vs. Testing Time
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Fig. 5.3. Output Trace of Pressure Transducer and Heat Transfer Gauge.
Fig. 5.4 Shock Mach Number vs. Driver Pressure
wave to travel a known distance in the shock tube. Two pressure switches of design similar to that shown in Fig. 3.16, are actuated by the passage of the shock wave, one mounted in the wall of the shock tube just upstream of the test section and the other at a point 1 1/2 ft further downstream, are utilized in conjunction with a thyratron unit to start and stop a CMC 757B micro-second counter for the purpose of measuring the elapsed time. Figure 5.5 shows the convective flow Mach number $M$, the Weber number $W_e$, and the Reynolds number $Re$ simulation capability of the shock tube as a function of the shock Mach number $M_s$ in equilibrium air.

2. **Design of Shock Tube System Components.** The driver section of the shock tube is fabricated from a 3 in. I.D. schedule 80 seamless stainless steel pipe 10 ft long. It is designed for a maximum allowable working pressure of 3000 psi. This length is chosen to provide approximately 2 millisecond of testing time at $M_s = 1.5$, but for the higher Mach number experiments a testing period considerably less than 2 millisecond is adequate because the drop breakup time is drastically reduced and therefore a driver 10 ft in length is not required. For this reason the driver section is designed to accommodate end plugs which effectively reduce both its length and its volume. Aside from reducing the amount of driver gas required for a particular run the use of plugs also minimizes the final pressure in the entire shock tube.
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Fig. 5.5 Convective Mach Number, Reynolds Number, and Weber Number vs. Shock Mach Number
The end plugs are made of kiln dried birch approximately 2.9 in. in diameter. They are held in place in the driver section by sliding them onto a 1 in. diameter steel pipe with jam nuts at each end. The pipe is then threaded into the blind flange at the end of the driver section to restrain the plug assembly from moving like a free piston when the shock tube is fired.

The diaphragm section, which separates the driver section from the driven section, is a double diaphragm design. The choice of this design provides the operator with a simple means of controlling both the time at which firing of the shock tube is desired and the pressure ratio at the instant of diaphragm burst. The diaphragm section consists of two diaphragm holders placed between the flanges of the driver and the driven sections. To operate the shock tube, two scored metal diaphragms are placed between the diaphragm holders and then the pressure in the driver \( p_4 \) and the pressure between the diaphragms \( p_D \) are established simultaneously such that \( p_D \approx \frac{1}{2} p_4 \). Since the diaphragms are designed to rupture at a pressure differential slightly in excess of \( \frac{1}{2} p_4 \), the opening of the diaphragm section solenoid reduces \( p_D \) causing the diaphragms to burst. A picture of one of the ruptured steel diaphragms is shown in Fig. 5.6.

The driven section of the shock tube is a rectangular seamless stainless steel tube with internal dimensions of 1.5 x 2.5 in. and a wall thickness of 3/8 in. This section, which is 12 ft long, is flanged at the downstream end.
to a dump tank which is shown in Fig. 5.7. A mylar diaphragm is used between the driven section and the dump tank so that the tank can be evacuated and used as both a sound suppressor and a volume for the expansion of the high pressure gas.

The test section, which is also shown in Fig. 5.7, was made by cutting a slot in each side of the rectangular driven tube 9 ft downstream from the diaphragm section. Schlieren quality plate glass windows 11 3/4 in. long, 1 in. wide, and 1 3/16 in. thick are held in flanges which fit into the slots on either side of the tube. The windows are flush with the inside wall of the shock tube so that no flow disturbance is created in the test section. Holes in the top and in the bottom of the test section are provided for the stream of drops to fall through.

The drop generating system is depicted schematically in Fig. 5.8 and various parts of the system are visible in Fig. 5.7. This system is extremely well suited to the production of stable streams of waterdrops. Since a complete discussion of the formation and stabilization of drops using this technique can be found in Ref. 1 and elsewhere in this report, the details of the generating system are not repeated here.

Photographs of the disintegrating drops are taken by using a Beckman and Whitley type 501A image converter camera. The drops are back-lighted with a collimated high intensity light beam produced by the discharge of a
Fig. 5.8 Schematic of Drop Generating System
Beckman and Whitley 5401 spark light source which is synchronized internally with the operation of the image tube. This system has an exposure speed capability of 5-1000 nanoseconds and the optics can be adjusted to produce magnification ratios as large as 10/1. The image converter camera and light source are mounted on a piece of channel iron which is bolted across the saddle of a 48 in. lathe bed as shown in Fig. 5.7. The lathe bed is supported on a table under the test section and the lathe saddle can be translated along the bed to move the optical path back and forth along the test section as required. The camera is triggered by a thyatron circuit which is fired by a signal produced from a pressure switch located in the wall of the shock tube just upstream of the test section. This switch can be seen in Fig. 5.7 which also shows the strobotac used to check the stability of the drop stream before the shock tube is fired.

Because only one photograph is made each time the shock tube is fired a time history of the shattering phenomenon is obtained through a series of pictures made in successive experiments. The wave speed and the drop diameter and trajectory are controlled within extremely small limits so that the only variable is the time delay in the photographic system. The method of controlling and measuring this delay is shown schematically in Fig. 5.9.
3. **Experimental Procedure.** The experimental procedure consists of obtaining a time history of the disintegration and the drift of a water drop by taking a series of photographs, one at a time, at different time intervals after the shock wave intercepts the drop. The time that elapses between the instant that the air shock intercepts the water drop and the instant that the picture is taken is found by subtracting from the camera delay time the time required for the shock wave to move from the start pressure switch to the water drop. A calculation of the time it takes the air shock to move from the start pressure switch to the water drop is made by dividing the distance separating the two, as shown in Fig. 5.9, by the measured velocity of propagation of the shock wave. The velocity at which the air shock moves down the shock tube is calculated from the time required for it to traverse a known distance as shown in Fig. 5.9. The reading on the wave speed time interval counter is the time in microseconds required for the shock wave to move the 1.5 ft between the two pressure switches.

The drift of a *shattering* drop is measured directly from the photographs by measuring the distance between the position of the forward stagnation point at the moment the shock intercepts the drop and the position it has at some subsequent moment in time. In this manner it is possible to obtain the time history of the motion of the drop from which both the velocity and acceleration can be calculated.
C. Discussion of Results

The drop shattering experiments to date have covered the shock Mach number range from $M_s = 1.54 - 3.25$ with water drops having diameters in the range $D = 750 - 1090 \mu$. Photographs of the shock wave-drop interactions are shown for shock Mach number $M_s = 1.54$, $M_s = 2.7$, and $M_s = 3.25$ in Fig. 5.10, 5.11, and 5.12, and Fig. 5.13, 5.14, and 5.15 show respectively the drop flattening, the drop displacement, and a comparison of drop breakup time results.

Figure 5.10 shows the sequence of events leading to the disintegration of a $780 \mu$ waterdrop by an air shock whose Mach number is $M_s = 1.54$. As noted previously, the breakup is divided into two very distinct stages; a dynamic stage during which the drop is flattened-out followed by the stripping process which eventually reduces the drop to a cloud of mist. The plot of drop flattening versus time after collision with the shock shows that for a given drop size the rate of change of drop diameter with time increases very rapidly with increasing shock Mach number and the maximum drop diameter attained appears to be a function of both the mass of the original drop and the strength of the colliding shock wave. The comparison of Burgers'\textsuperscript{(45)} theory with the drop flattening curves indicates that the parabolic dependence of the diameter on the time after collision with the shock agrees very well with the experimental data, however the observed maximum diameter was in almost all cases larger than the prediction of the Taylor's\textsuperscript{(32)} theory. Figure 5.10 also
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Fig. 5.15 Comparison of Experimental Breakup Time Results
shows that at $T = 20.9 \, \mu\text{sec}$ after the passage of the shock the drop is still
dynamically deforming with the windward face remaining spherical in shape
while the leeward surface becomes planar. After $T = 45 \, \mu\text{sec}$ the drop has
been flattened considerably to a diameter approximately twice that of the
original drop and it has entered the second stage of breakup characterized
by the stripping process. The amplitude of the surface waves increased
until at $T = 102 \, \mu\text{sec}$ the windward surface is seen to have a very rough
appearance. Subsequent photographs showed that the time required to re-
duce a $780 \, \mu$ waterdrop to a trace of mist was $t_b = 250 \, \mu\text{sec}$; approximately
one-half the time reported by Engel to breakup a $1400 \, \mu$ drop under similar
conditions. The collision that takes place when the shock wave intercepts
the drop does not appear to be a significant factor influencing the interaction
process. However it is possible that for very strong shock waves, where
the drop internal pressures become very large, a different breakup mechanism
might be experienced.

The photographs in Fig. 5.11 for $M_s = 2.7$ and $750 \, \mu$ waterdrops show
some significant changes in the interaction process as compared to the case
where $M_s = 1.54$. The so-called dynamic stage of the breakup is no longer
a distinct time during which the drops deform into lenticular plano-convex
shapes but rather the deformation occurs simultaneously with the stripping
process which is observed to begin at only $T = 2.6 \, \mu\text{sec}$ after the passage
of the shock. At $T = 4.4 \mu\text{sec}$ a substantial wake, similar in shape to that found behind a hypersonic blunt body, of very fine micro-droplets has developed. Since the convective flow relative to the drops is supersonic with a Mach number of $M = 1.3$, stand-off bow shocks are clearly visible.

The photographs in Fig. 5.12 show the breakup of $1090\mu$ waterdrops when the shock Mach number was $M_s = 3.25$. From the picture taken at $T = 38.8 \mu\text{sec}$ it can be seen that the tip of the wake of micro-droplets is convecting at about $15 \mu\text{sec}$ behind the propagating shock front. Other pictures taken under the same conditions as those indicated in Fig. 5.12 show that at $T = 7.8 \mu\text{sec}$ the tip of the wake is only $4 \mu\text{sec}$ behind the shock wave. The photographs taken at $T = 69.8 \mu\text{sec}$ and at $T = 134.7 \mu\text{sec}$ show that the shattering process consists of a continuous stripping away of the drop material by the action of the convective flow. A rather long wake of what appears to be very fine micro-droplets develops and breakup is considered to be complete when the wake has the appearance of that shown at $T = 134.7 \mu\text{sec}$. The parabolic representation given by

$$x = 1.11 \times 10^{-4} T^2$$

where $x$ has the units of inches, $T$ in $\mu\text{sec}$ and $1.11 \times 10^{-4}$ in./$(\mu\text{sec})^2$ is an excellent curve fit to the displacement data obtained from the experiments conducted at $M_s = 3.25$ and $D = 1090\mu$. This expression was used to calculate both the velocity, which is a linear function of the time after
impact with the shock wave, and the acceleration of the disintegrating water drop. The calculations revealed that the shattered drop attained a velocity equal to 90% of the convective flow value by the time \( T = 134.7 \, \mu \text{sec} \) and the acceleration was constant throughout the interaction and equal to \( a = .5 \times 10^6 \, \text{g's} \).

A comparison of the experimental breakup time results of Engel, Nicholson and Hill, and the present test shows that there is good correlation between the reduced breakup time and the dynamic pressure of the convective flow field. Both the solid and the dashed lines drawn in Fig. 5.15 have a slope of \((-1/2)\) and they are analytically represented respectively by \( t_b/D_0 = 23.9 \, q^{-1/2} \) and \( t_b/D_0 = 44 \, q^{-1/2} \). The former expression agrees well with the experimental data of Nicholson and Hill but the latter is a better fit to the results of Engel and the present test. This difference could result from the definition of the breakup time adopted by Nicholson and Hill.
VI. CONCLUSIONS

1. A dilute spray can be treated as a pseudo-ideal gas thereby simplifying the calculation of the properties of spray detonations.

2. Spray detonations can be easily initiated by a transmitted shock in a shock tube setup with either He or $\text{H}_2 \cdot \text{O}_2$ detonation products as the driver. In the latter case it appears that the minimum Mach number of the transmitted shock necessary to initiate detonation is smaller than that of the He case.

3. In general, the detonation velocity is smaller than the theoretically calculated velocity and the pressure ratio is compatible with a shock travelling at the detonation speed. For a monodisperse spray with $940 \mu$ drop size a steady velocity within 15% of the theoretical was attained when the equivalence ratio was .50.

4. From combined shadow and direct light photographs, the delay between the passage of the shock and the appearance of luminosity is comparable to the drop shattering time, indicating that spray detonations are controlled by the mechanical breakup of the liquid drops.

5. Experiments on film detonations, indicate that the phenomenon is controlled by evaporation and mechanical stripping of the film. The stripped liquid film remains within the boundary layer and hence combustion is initiated in this region.
6. An analytical study of film detonation is started with the formulation of boundary layer flow with mass and heat addition under conditions compatible with the physical situation.

7. The breakup of a liquid drop by a shock wave occurs as a result of the interaction between the drop and the convective flow field established by the shock wave. Two stages can be distinguished at low Mach numbers: deformation and stripping. At the higher Mach numbers however the stripping away of the surface appears to take place simultaneously with the dynamic deformation of the drop.

8. The drop fragmentation process is a continuous one and an absolute criterion for identifying the moment of complete fragmentation is not feasible. Identification of complete breakup is largely a qualitative judgement based on the photographs of the phenomenon.

9. The reduced breakup time is proportional to the drop diameter and inversely proportional to the square root of the local dynamic pressure.
VII. FUTURE PLANS

1. Spray detonation experiments will be continued with the aim of assessing the effects of drop sizes and mixture ratios. The threshold strength of the initiating shock as a function of drop sizes and mixture ratios will be determined.

2. Detonation in polydisperse sprays with particular emphasis on bimodal spray distributions will also be investigated.

3. Fuels different than DECH will also be tried.

4. Theoretical treatment of the reaction zone structure which will take into consideration the breakup, evaporation and eventual combustion of the liquid drops will be conducted.

5. Further experiments on film detonation will be made to investigate the effects of film thickness and the type of fuels. Threshold initiating shock strengths will be determined.

6. The theoretical treatment on film detonations started in this report will be continued.

7. The experimental and theoretical investigations on drop shattering will concentrate on extending the present work to cover all the conditions pertinent to detonation phenomena in two-phase media. These conditions are for a Mach number range of 3-8, a drop diameter range of 200-2000 μ, and for a few different liquids.
Appendix A

DIMENSIONAL ANALYSIS OF DROP SHATTERING PROBLEM

The drop shattering problem is characterized by two sets of variables one of which is associated with the convective flow field that interacts with the drop and the other with the physical properties of the liquid in the drop. The most important variables characterizing the convective flow are the convective flow velocity $V$, the speed of sound $a_g$, the density $\rho_g$, and the viscosity $\mu_g$. Those characterizing the drop are the original diameter $D$, the surface tension $\sigma$, the viscosity of the liquid $\mu_\ell$, the density of the liquid $\rho_\ell$, and the breakup time $t_b$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakup time</td>
<td>$t_b$</td>
<td>$L^0M^0T^1$</td>
</tr>
<tr>
<td>Drop diameter</td>
<td>$D$</td>
<td>$L^1M^0T^0$</td>
</tr>
<tr>
<td>Surface tension</td>
<td>$\sigma$</td>
<td>$L^0M^1T^{-2}$</td>
</tr>
<tr>
<td>Liquid viscosity</td>
<td>$\mu_\ell$</td>
<td>$L^{-1}MT^{-1}$</td>
</tr>
<tr>
<td>Liquid density</td>
<td>$\rho_\ell$</td>
<td>$L^{-3}M^1T^0$</td>
</tr>
<tr>
<td>Flow velocity</td>
<td>$V$</td>
<td>$L^1M^0T^{-1}$</td>
</tr>
<tr>
<td>Speed of sound</td>
<td>$a_g$</td>
<td>$L^1M^0T^{-1}$</td>
</tr>
<tr>
<td>Flow density</td>
<td>$\rho_g$</td>
<td>$L^{-3}M^1T^0$</td>
</tr>
<tr>
<td>Flow viscosity</td>
<td>$\mu_g$</td>
<td>$L^{-1}MT^{-1}$</td>
</tr>
</tbody>
</table>
Since there are nine variables and three fundamental units in the problem, Buckingham's \( \pi \)-theorem states that a physical equation involving these variables can be expressed in the form

\[
\phi_1 (\pi_1, \pi_2, \pi_3, \pi_4, \pi_5, \pi_6) = 0 \tag{A.1}
\]

where the \( \pi \)'s are dimensionless parameters formed of the products of powers of the variables. The number of such independent \( \pi \) terms will be in this case the number of variables (9) minus the number of fundamental units (3) or 6.

If we let

\[
\begin{align*}
\nu_1 &= D \\
\nu_2 &= \rho_g \\
\nu_3 &= V \\
\nu_4 &= \sigma \\
\nu_5 &= t_b \\
\nu_6 &= \mu_g \\
\nu_7 &= \mu_\ell \\
\nu_8 &= a_g \\
\nu_9 &= \rho_\ell
\end{align*}
\]

then it can be shown that
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\[ \pi_1 = \nu_4 \nu_2^{-1} \nu_3^{-2} \nu_1^{-1} = \sigma/\rho_g V^2 D \]

\[ \pi_2 = \nu_5 \nu_3 \nu_1^{-1} = t_b V/D \]

\[ \pi_3 = \nu_6 \nu_2^{-1} \nu_3^{-1} \nu_1^{-1} = \mu_g/\rho_g V D \]

\[ \pi_4 = \nu_7 \nu_2^{-1} \nu_3^{-1} \nu_1^{-1} = \mu_l/\rho_g V D \]

\[ \pi_5 = \nu_8 \nu_3^{-1} = a_g/V \]

\[ \pi_6 = \nu_9 \nu_2^{-1} = \rho_l/\rho_g \]

where \( \pi_1 = \) Weber number

\( \pi_2 = \) Non-dimensional breakup time = \( \bar{t} \)

\( \pi_3 = \) Gas phase Reynolds number

\( \pi_4 = \) Liquid phase Reynolds number

\( \pi_5 = \) Mach number

\( \pi_6 = \) Density ratio = \( \beta \)

and Eq. (A.1) can be written as,

\[ \phi_1 (\text{We}, \bar{t}, \text{Re}_g, \text{Re}_l, \text{M}_g, \beta) = 0 \]

from which,

\[ \bar{t} = \phi_2 (\text{We}, \text{Re}_g, \text{Re}_l, \text{M}_g, \beta) \]

or

\[ t_b = \frac{D}{V} \phi_2 (\text{We}, \text{Re}_g, \text{Re}_l, \text{M}_g, \beta) \]
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