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ABSTRACT

This report describes a method for synthesizing a parametric lower sideband upconverter (LSUC) in coaxial line and reports an analysis of a forward biased varactor diode as it would be used in a LSUC. In most analyses of parametric devices the circuit is assumed to consist of either ideal filters (total transmission for in-band frequencies and total rejection for out-of-band frequencies) or lumped-element filters. However, experimentally a LSUC requires the use of microwave circuit elements that are neither lumped nor ideal.

The LSUC described here consists of a silicon varactor diode mounted close to the intersection of a coaxial tee junction where each port separately carries the signal, pump, and lower sideband power. These three frequencies are isolated from one another by making use of some nonideal properties of the coaxial tee junction and by using coaxial filters, which also serve an impedance matching function. The available theory for design of coaxial band-pass filters was found inadequate so an improved synthesis technique was developed to design filters with center frequencies from 1 to 20 GHz and bandwidths from 1 to 20 percent of the center frequency. This theory was then applied to the noniterative design and construction of a LSUC which exhibited 20 dB of power gain.

As for the varactor diode itself, it has been known that increased capacitance variation can be obtained if the diode is forward biased for at least part of the pump cycle. This additional capacitance comes from diffusion effects. The theory for diffusion admittance is reviewed and extended to apply to the LSUC. An optimum forward bias level for maximum gain is found both theoretically and experimentally, and beyond this optimum bias, the LSUC performance rapidly deteriorates.
FOREWORD

Microwave amplification and frequency conversion by parametric devices is a convenient way of obtaining low-noise performance without having to cool the device to cryogenic temperatures. The lower sideband upconverter (LSUC) is one such device, typically capable of at least 20 dB of stable power gain. This report describes a method of synthesizing a LSUC in coaxial line and an analysis of the varactor as it would be used in a LSUC while forward biased.

Design of the upconverter requires band-pass impedance matching circuits which isolate the various frequencies so that only the desired frequency band can propagate through a particular port, and provide specific impedance levels at the diode chip at these various frequencies. A new filter design technique based on the impedance inverter concept is developed in Chapter II which eliminates the need for making a lumped-element approximation. The formulas are simple to use and sufficiently exact so that no additional empirical modification is needed, while the filter itself, which consists of coaxial line and center mounted disks, is easy to make. Both of the above considerations are important in reducing fabrication costs.

These filters are then employed in the LSUC design as discussed in Chapter III. However, special consideration must be given to the arrangement of these filters and the diode to provide the appropriate in-band and out-of-band impedances of the three ports. This is accomplished quite simply without recourse to complex iterative processes. Consequently a LSUC can be designed with readily available components using a one-step calculation. Subsequent numerical analysis and experimental work verified the LSUC design technique.

The varactor diode itself for analysis purposes is normally assumed to be a reverse biased graded or abrupt pn junction. However, in practice the varactor is often forward biased for at least part of the pump cycle. Here a varactor diode model with both depletion capacitance (dominant under reverse bias) and diffusion admittance (dominant
under forward bias) is examined and applied to a simple LSUC circuit in conjunction with short-circuit assumptions. It is found both experimentally and theoretically that there is an optimum forward bias level for maximum gain. Although increasing the bias still further increases the diode capacitance, additional diffusion losses degrade LSUC performance.

This report therefore provides a self-contained synthesis technique for coaxial band-pass filters (Chapter II), a synthesis technique for a LSUC with experimental results (Chapters III and IV), and an analysis of the effects of diffusion admittance in a LSUC (Chapter V).

The author wishes to thank the U. S. Army Electronics Command for their support of this work under Contracts DAAB07-67-C-0278 and DAAB07-68-C-0138.
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<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Diode area</td>
<td>(5.22)</td>
</tr>
<tr>
<td>(\bar{A})</td>
<td>Voltage-current transmission matrix parameter</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>(A_{k+m})</td>
<td>Terms used in recurrence relation</td>
<td>(C.2)</td>
</tr>
<tr>
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<td>Parameter in diode doping concentration profile</td>
<td>(3.9)</td>
</tr>
<tr>
<td>(\bar{a})</td>
<td>Inner radius of coaxial line</td>
<td>(2.36)</td>
</tr>
<tr>
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<td>= (V_0/(V_b - \phi_v))</td>
<td>(5.41)</td>
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<td>Sec. 3.2.3</td>
</tr>
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<td>Susceptance</td>
<td>(2.9)</td>
</tr>
<tr>
<td>(\bar{B})</td>
<td>Voltage-current transmission matrix parameter</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
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<td>Hole diffusion susceptance</td>
<td>Sec. 5.2</td>
</tr>
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<td>Bandwidth</td>
<td>(3.22)</td>
</tr>
<tr>
<td>(B_{ij})</td>
<td>Admittance matrix susceptance for coaxial tee junction</td>
<td>Sec. 4.4.3</td>
</tr>
<tr>
<td>(\tilde{b})</td>
<td>Susceptance slope parameter</td>
<td>(2.9)</td>
</tr>
<tr>
<td>b</td>
<td>Exponent for diode profile power law</td>
<td>(3.9)</td>
</tr>
<tr>
<td>(b_k)</td>
<td>Polynomial coefficient</td>
<td>(C.3)</td>
</tr>
<tr>
<td>(b)</td>
<td>Outer radius of coaxial line</td>
<td>(2.36)</td>
</tr>
<tr>
<td>(b')</td>
<td>= ((b+1)/2)</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>(b'')</td>
<td>= ((b-1)/2)</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>(\bar{C})</td>
<td>Voltage-current transmission matrix parameter</td>
<td>Sec. 2.2.1</td>
</tr>
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<td>(C_b)</td>
<td>Zero bias varactor junction capacitance</td>
<td>(5.6)</td>
</tr>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_d$</td>
<td>Discontinuity capacitance</td>
<td>(2.36)</td>
</tr>
<tr>
<td>$C_f$</td>
<td>Diode fringing capacitance</td>
<td>Fig. 4.1</td>
</tr>
<tr>
<td>$C_j$</td>
<td>Diode junction capacitance</td>
<td>Fig. 4.1</td>
</tr>
<tr>
<td>$C_{ij}$</td>
<td>Admittance matrix capacitance for coaxial tee junction</td>
<td>Sec. 4.4.3</td>
</tr>
<tr>
<td>$C_{r,i}$</td>
<td>Filter capacitance</td>
<td>(2.7)</td>
</tr>
<tr>
<td>$c$</td>
<td>Velocity of light in a vacuum</td>
<td>Sec. 2.6</td>
</tr>
<tr>
<td>$\bar{D}$</td>
<td>Voltage-current transmission matrix parameter</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>$D_{p}, D_n$</td>
<td>Diffusion constant for holes, electrons</td>
<td>(5.5)</td>
</tr>
<tr>
<td>$d$</td>
<td>Transmission line length</td>
<td>(2.32)</td>
</tr>
<tr>
<td>$d'$</td>
<td>$= (\omega - \omega_0)/\omega_0$</td>
<td>Sec. 2.7.2</td>
</tr>
<tr>
<td>$d_w$</td>
<td>Distance between waveguide adapter and last disk</td>
<td>Fig. 3.31</td>
</tr>
<tr>
<td>$E$</td>
<td>Electric field</td>
<td>(5.12)</td>
</tr>
<tr>
<td>$E'$</td>
<td>Filter parameter</td>
<td>(2.32)</td>
</tr>
<tr>
<td>$F$</td>
<td>Noise figure</td>
<td>Sec. 4.4.3</td>
</tr>
<tr>
<td>$\bar{F}$</td>
<td>Average noise figure</td>
<td>(4.9)</td>
</tr>
<tr>
<td>$F'$</td>
<td>Filter parameter</td>
<td>(2.35)</td>
</tr>
<tr>
<td>$F_{i}$</td>
<td>Noise figure of stage $i$</td>
<td>Sec. 4.4.3</td>
</tr>
<tr>
<td>$F_{m}$</td>
<td>Noise figure at output frequency $\omega_m$</td>
<td>Sec. 3.2.5</td>
</tr>
<tr>
<td>$F_{AM}$</td>
<td>Additional AM upconverter noise from pump source</td>
<td>Sec. 4.4.3.3</td>
</tr>
<tr>
<td>$F_{FM}$</td>
<td>Additional FM upconverter noise from pump source</td>
<td>Sec. 4.4.3.3</td>
</tr>
<tr>
<td>$f_a$</td>
<td>Diode series resonant frequency</td>
<td>Sec. 4.2.1.3</td>
</tr>
<tr>
<td>$f_b$</td>
<td>Diode parallel resonant frequency</td>
<td>Sec. 4.2.1.3</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Diode cutoff frequency</td>
<td>Sec. 4.2.1.3</td>
</tr>
<tr>
<td>$f_f$</td>
<td>Fundamental frequency</td>
<td>Sec. 5.4.1.1</td>
</tr>
<tr>
<td>Symbol</td>
<td>Meaning</td>
<td>Defined By Or First Used In</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>$f_s$, $f_p$, $f_{p-s}$</td>
<td>Signal, pump, and lower sideband frequency</td>
<td>Fig. 4.1</td>
</tr>
<tr>
<td>$G_j$</td>
<td>Conductance shunting diode junction capacitance</td>
<td>Sec. 5.4.2</td>
</tr>
<tr>
<td>$G_g$</td>
<td>LSUC generator conductance</td>
<td>Sec. 5.4.2</td>
</tr>
<tr>
<td>$G_f$</td>
<td>LSUC load conductance</td>
<td>Sec. 5.4.2</td>
</tr>
<tr>
<td>$G_{mn}$</td>
<td>Transducer power gain with input at $\omega_n$ and output at $\omega_m$</td>
<td>(3.11)</td>
</tr>
<tr>
<td>$G_0$</td>
<td>Midband transducer power gain</td>
<td>(4.11)</td>
</tr>
<tr>
<td>GBW</td>
<td>Voltage gain-bandwidth product</td>
<td>(3.21)</td>
</tr>
<tr>
<td>$g_i$</td>
<td>Lumped low-pass prototype circuit values</td>
<td>Fig. 2.1</td>
</tr>
<tr>
<td>$g'<em>0$, $g'</em>{mc}$, $g'_{ms}$</td>
<td>dc, cosine, and sine Fourier components of $e^{i\omega t}$</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>$g_p$, $g_n$</td>
<td>Hole, electron generation term</td>
<td>(5.9), (5.10)</td>
</tr>
<tr>
<td>$H_t$</td>
<td>Coefficient of Fourier expansion of depletion layer capacitance</td>
<td>(5.40)</td>
</tr>
<tr>
<td>$h(x)$</td>
<td>Function of $x$</td>
<td>(D.1)</td>
</tr>
<tr>
<td>$I_n(x)$</td>
<td>Modified Bessel Function</td>
<td></td>
</tr>
<tr>
<td>$i_0$</td>
<td>dc diode current</td>
<td>(3.22)</td>
</tr>
<tr>
<td>$i_k$</td>
<td>Current component at $\omega_k$</td>
<td>(3.8)</td>
</tr>
<tr>
<td>$i_s$</td>
<td>Diode reverse saturation current</td>
<td></td>
</tr>
<tr>
<td>$&lt; i^2 &gt;$</td>
<td>Mean, square, fluctuation noise current</td>
<td>(3.22)</td>
</tr>
<tr>
<td>$J$, $J_{i,i+1}$</td>
<td>Admittance inverter</td>
<td>Fig. 2.5</td>
</tr>
<tr>
<td>$J$</td>
<td>Current density</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>$J_p$, $J_n$</td>
<td>Current density due to holes, electrons</td>
<td>(5.7), (5.8)</td>
</tr>
<tr>
<td>$J_{mc}$, $J_{ms}$</td>
<td>dc, cosine, and sine Fourier components of $J(t)$</td>
<td>(5.20), (5.21)</td>
</tr>
<tr>
<td>$J_{p-s}$</td>
<td>Current density at lower sideband frequency</td>
<td>Sec. 5.4.1.2</td>
</tr>
<tr>
<td>$J_{ss}$</td>
<td>Small signal current density</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>$K$, $K_{i,i+1}$</td>
<td>Impedance inverter</td>
<td>Fig. 2.5</td>
</tr>
<tr>
<td>$K_q$</td>
<td>$= Q_{11}Q_{21}$</td>
<td>(3.15)</td>
</tr>
<tr>
<td>$K_n(z)$</td>
<td>Modified Bessel Function</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>$k$</td>
<td>Boltzmann’s constant</td>
<td>(3.22)</td>
</tr>
</tbody>
</table>
### LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>Diode lead inductance</td>
<td>Sec. 3.4.1</td>
</tr>
<tr>
<td>L_2</td>
<td>Attenuation of second stage</td>
<td>Sec. 4.4.3</td>
</tr>
<tr>
<td>L_33</td>
<td>Admittance matrix inductance for coaxial tee junction</td>
<td>Sec. 4.3.2</td>
</tr>
<tr>
<td>L_f</td>
<td>Band-pass filter inductance</td>
<td>Fig. 2.3</td>
</tr>
<tr>
<td>L_p, L_n</td>
<td>Diode hole, electron diffusion length</td>
<td>(5.5)</td>
</tr>
<tr>
<td>L_r, i</td>
<td>Filter inductance</td>
<td>(2.7)</td>
</tr>
<tr>
<td>LSUC</td>
<td>Lower sideband upconverter</td>
<td>Sec. 1.1</td>
</tr>
<tr>
<td>L_T</td>
<td>Transforming inductance of diode package</td>
<td>Fig. 4.3</td>
</tr>
<tr>
<td>ℓ</td>
<td>Transmission line length</td>
<td>Fig. 2.13</td>
</tr>
<tr>
<td>M</td>
<td>Noise measure</td>
<td>Sec. 3.3.4</td>
</tr>
<tr>
<td>M_a, M_b, etc.</td>
<td>arbitrary constants</td>
<td></td>
</tr>
<tr>
<td>m_k</td>
<td>Subscript for currents, voltages, etc.</td>
<td>(5.27)</td>
</tr>
<tr>
<td>m_s</td>
<td>( S_1/S_0 = -C_1/C_0 )</td>
<td>(5.37)</td>
</tr>
<tr>
<td>N(x)</td>
<td>Diode impurity concentration on the n side</td>
<td>(3.9)</td>
</tr>
<tr>
<td>N_d, N_a</td>
<td>Diode donor, acceptor density</td>
<td>(5.11)</td>
</tr>
<tr>
<td>n</td>
<td>Minority electron density</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>n'</td>
<td>Transformer turns ratio</td>
<td>Sec. 3.5</td>
</tr>
<tr>
<td>( \tilde{n} )</td>
<td>Parameter in exponent of Shockley diode equation</td>
<td>Sec. 5.3.4</td>
</tr>
<tr>
<td>n_p</td>
<td>Equilibrium minority electron density</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>( \Theta(x) )</td>
<td>Order symbol</td>
<td>(4.11)</td>
</tr>
<tr>
<td>P</td>
<td>Power</td>
<td>Sec. 3.5.1.1</td>
</tr>
<tr>
<td>P_mn</td>
<td>Power at frequency ( mf_p + nf_s )</td>
<td>(3.1)</td>
</tr>
<tr>
<td>P_LR</td>
<td>Transducer power loss ratio</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>p</td>
<td>Minority hole density</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>p_n</td>
<td>Equilibrium minority hole density</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>p_0, p_mc, p_ms</td>
<td>dc, cosine, and sine Fourier components of hole density</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>Q</td>
<td>Charge</td>
<td>(5.3)</td>
</tr>
</tbody>
</table>
# LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{Q}$</td>
<td>Normalized charge on varactor</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>$Q_A$</td>
<td>Resonated circuit $Q$</td>
<td>Sec. 2.4.3</td>
</tr>
<tr>
<td>$Q_B$</td>
<td>Charge on varactor at $V = V_B$</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>$Q_c$</td>
<td>Circuit quality factor</td>
<td>Sec. 4.2.1.2</td>
</tr>
<tr>
<td>$Q_\phi$</td>
<td>Charge on varactor at $V = \phi_v$</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>$Q_{ij}$</td>
<td>Varactor dynamic quality factor</td>
<td>(3.12)</td>
</tr>
<tr>
<td>$q$</td>
<td>Electronic charge $= 1.602 \times 10^{-19}$ coul.</td>
<td>(3.22)</td>
</tr>
<tr>
<td>$q_b$</td>
<td>dc bias charge</td>
<td>(5.3)</td>
</tr>
<tr>
<td>$q_p$</td>
<td>Charge at pump frequency</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>$q_s$</td>
<td>Charge at signal frequency</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>$q_s'$</td>
<td>Signal plus sideband charge</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>$q_t$</td>
<td>Total charge</td>
<td>(3.3)</td>
</tr>
<tr>
<td>$q_u$</td>
<td>Charge at $f_p + f_s$</td>
<td>(5.3)</td>
</tr>
<tr>
<td>$R$</td>
<td>Resistance</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>$R_g$</td>
<td>Generator resistance</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>$R_{gn}$</td>
<td>LSUC generator resistance at $\omega_n$</td>
<td>(3.11)</td>
</tr>
<tr>
<td>$R_{f',f_m}$</td>
<td>LSUC load resistance at $\omega_m$</td>
<td>(3.11)</td>
</tr>
<tr>
<td>$R_X$</td>
<td>Diode noise resistance</td>
<td>Sec. 3.2.5</td>
</tr>
<tr>
<td>$R_{er}$</td>
<td>Equivalent noise resistance at $\omega_r$</td>
<td>Sec. 3.2.5</td>
</tr>
<tr>
<td>$R_{ind}$</td>
<td>Resistance induced into the pump circuit</td>
<td>(3.41)</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Diode spreading resistance</td>
<td>Sec. 3.2.3</td>
</tr>
<tr>
<td>$R_s'$</td>
<td>Diode input resistance at signal frequency</td>
<td>(3.44)</td>
</tr>
<tr>
<td>RPA</td>
<td>Reflection parametric amplifier</td>
<td>Sec. 1.1</td>
</tr>
<tr>
<td>$r$</td>
<td>Ratio of lower sideband to signal frequencies</td>
<td>(3.17)</td>
</tr>
<tr>
<td>$\bar{r}$</td>
<td>Radius of coaxial disk</td>
<td>(2.36)</td>
</tr>
<tr>
<td>$r_c$</td>
<td>Critical $r$</td>
<td>(3.30)</td>
</tr>
<tr>
<td>$r_{opt}$</td>
<td>Optimum $r$</td>
<td>(3.31)</td>
</tr>
</tbody>
</table>
### LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S(t) )</td>
<td>Diode elastance</td>
<td>(3.3)</td>
</tr>
<tr>
<td>( S_b )</td>
<td>Zero bias elastance</td>
<td>(3.10)</td>
</tr>
<tr>
<td>( S_L )</td>
<td>Load SWR</td>
<td>(4.4)</td>
</tr>
<tr>
<td>( S_m )</td>
<td>Measured SWR</td>
<td>(4.4)</td>
</tr>
<tr>
<td>( S_{\text{max}} )</td>
<td>Maximum SWR</td>
<td>(4.4)</td>
</tr>
<tr>
<td>( S_n )</td>
<td>Fourier component of diode elastance</td>
<td>(3.3)</td>
</tr>
<tr>
<td>( S_P )</td>
<td>Diode package elastance</td>
<td>Sec. 3.4.1</td>
</tr>
<tr>
<td>( T )</td>
<td>Absolute temperature</td>
<td>(3.22)</td>
</tr>
<tr>
<td>( T_a )</td>
<td>Ambient temperature</td>
<td>Sec. 3.2.5</td>
</tr>
<tr>
<td>( T_d )</td>
<td>Diode temperature</td>
<td>Sec. 3.2.5</td>
</tr>
<tr>
<td>( T_n )</td>
<td>Chebyshev polynomial of first kind</td>
<td>(2.3)</td>
</tr>
<tr>
<td>( T_n^* )</td>
<td>Shifted Chebyshev polynomial of first kind</td>
<td>Appendix C</td>
</tr>
<tr>
<td>( t )</td>
<td>Time</td>
<td>(3.5)</td>
</tr>
<tr>
<td>USUC</td>
<td>Upper sideband upconverter</td>
<td>Sec. 1.1</td>
</tr>
<tr>
<td>( U_j )</td>
<td>Partial sum</td>
<td>(C.13)</td>
</tr>
<tr>
<td>( u )</td>
<td>Function of ( x )</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>( u_n )</td>
<td>Polynomial of degree ( n )</td>
<td>(C.3)</td>
</tr>
<tr>
<td>( V(t) )</td>
<td>Voltage</td>
<td>(3.10)</td>
</tr>
<tr>
<td>( \bar{V} )</td>
<td>Normalized voltage on varactor</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>( V_B )</td>
<td>Diode breakdown voltage</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>( V_b )</td>
<td>dc bias voltage</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>( V_k )</td>
<td>Voltage at ( \omega_k )</td>
<td>(3.6)</td>
</tr>
<tr>
<td>( v_p )</td>
<td>Pump voltage</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>( v_s' )</td>
<td>Signal plus sideband voltages</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>( v_t )</td>
<td>Total voltage</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>( W )</td>
<td>Diode depletion layer width</td>
<td>Sec. 5.3.2</td>
</tr>
<tr>
<td>( w )</td>
<td>Fractional bandwidth</td>
<td>Sec. 2.2.2</td>
</tr>
</tbody>
</table>
### LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_k)</td>
<td>Weight function</td>
<td>(C.16)</td>
</tr>
<tr>
<td>X</td>
<td>Reactance</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>(X_{ij})</td>
<td>Reactance matrix element</td>
<td>(3.8)</td>
</tr>
<tr>
<td>x</td>
<td>Distance variable</td>
<td>(3.9)</td>
</tr>
<tr>
<td>(\bar{x})</td>
<td>= (\xi x)</td>
<td>(Sec. 5.3.2)</td>
</tr>
<tr>
<td>(x_g)</td>
<td>Normalized generator resistance</td>
<td>(3.14)</td>
</tr>
<tr>
<td>(x_s)</td>
<td>Normalized effective generator noise resistance</td>
<td>(3.24)</td>
</tr>
<tr>
<td>(Y_{c'}, Y_o)</td>
<td>Characteristic admittance</td>
<td>(Sec. 2.3.2 or Fig. 2.14)</td>
</tr>
<tr>
<td>(Y_I)</td>
<td>Image admittance</td>
<td>Sec. 2.3.2</td>
</tr>
<tr>
<td>(Y_{mn})</td>
<td>Admittance matrix element</td>
<td>(3.11)</td>
</tr>
<tr>
<td>(y_I)</td>
<td>Normalized image admittance</td>
<td>Sec. 2.3.2</td>
</tr>
<tr>
<td>(y_{\ell})</td>
<td>Normalized load resistance</td>
<td>(3.15)</td>
</tr>
<tr>
<td>(y_o)</td>
<td>Normalized characteristic admittance</td>
<td>Sec. 2.3.2</td>
</tr>
<tr>
<td>(y_s)</td>
<td>Normalized effective load noise resistance</td>
<td>Sec. 3.2.5</td>
</tr>
<tr>
<td>(Z_{c'}, Z_o)</td>
<td>Characteristic impedance</td>
<td>Fig. 2.13</td>
</tr>
<tr>
<td>(Z_d)</td>
<td>Diode impedance</td>
<td>Sec. 3.5.1.3</td>
</tr>
<tr>
<td>(Z_I)</td>
<td>Image impedance</td>
<td>(2.22)</td>
</tr>
<tr>
<td>(Z_i)</td>
<td>Impedance of the lower sideband circuit at (\omega_{20}) required to make (Z_{22} = R_{I} + R_s)</td>
<td>Sec. 3.4.3</td>
</tr>
<tr>
<td>(Z_k)</td>
<td>Iteration characteristic impedances</td>
<td>(2.41)</td>
</tr>
<tr>
<td>(Z_{kk})</td>
<td>Circuit impedance at frequency (\omega_k) as seen by the diode</td>
<td>Sec. 3.2.1</td>
</tr>
<tr>
<td>(Z_{s'}, Z_p, Z_{p-s})</td>
<td>LSUC circuit impedances at signal, pump, and lower sideband frequencies</td>
<td>Fig. 3.10</td>
</tr>
<tr>
<td>(Z_t)</td>
<td>Impedance of the signal circuit at (\omega_{10}) required to make (Z_{11} = R_{g} + R_s)</td>
<td>Sec. 3.4.3</td>
</tr>
<tr>
<td>(Z_V)</td>
<td>Impedance</td>
<td>Sec. 3.2.3</td>
</tr>
<tr>
<td>(Z_{V0})</td>
<td>Impedance (Z_V) at (\omega_{10})</td>
<td>Sec. 3.2.3</td>
</tr>
<tr>
<td>z</td>
<td>Complex variable</td>
<td>Appendix C</td>
</tr>
</tbody>
</table>
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### LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_I$</td>
<td>Normalized image impedance</td>
<td>(2.24)</td>
</tr>
<tr>
<td>$z_o$</td>
<td>Normalized characteristic impedance</td>
<td>(2.21)</td>
</tr>
<tr>
<td>$z_r$</td>
<td>$= 1/z$</td>
<td>Appendix C</td>
</tr>
<tr>
<td>$a$</td>
<td>$= q/kT$</td>
<td>Sec. 5.2</td>
</tr>
<tr>
<td>$\bar{a}$</td>
<td>Coaxial disk parameter</td>
<td>(2.36)</td>
</tr>
<tr>
<td>$a_m$</td>
<td>Diffusion admittance parameter</td>
<td>(5.19)</td>
</tr>
<tr>
<td>$a_w$</td>
<td>Parameter used in gain-bandwidth expression</td>
<td>(3.20)</td>
</tr>
<tr>
<td>$a'_w$</td>
<td>Modified parameter used in gain-bandwidth expression</td>
<td>(3.42)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Wave number</td>
<td>(3.20)</td>
</tr>
<tr>
<td>$\beta_m$</td>
<td>Diffusion admittance parameter</td>
<td>(5.19)</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Voltage reflection coefficient</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>$\Gamma(x)$</td>
<td>Gamma function</td>
<td>(5.40)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Doping Profile parameter</td>
<td>(3.10)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Decrement</td>
<td>Sec. 2.4.3</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker Delta function</td>
<td>Sec. 5.4.2</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Permittivity</td>
<td>Sec. 5.3.5</td>
</tr>
<tr>
<td>$\epsilon_e$</td>
<td>Error term</td>
<td>(C.4)</td>
</tr>
<tr>
<td>$\epsilon_o$</td>
<td>Free space permittivity</td>
<td>(2.36)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Electrical distance</td>
<td>(2.23)</td>
</tr>
<tr>
<td>$\theta_p$</td>
<td>Electrical distance between diode and pump filter</td>
<td>(3.42)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>Electrical distance between diode and signal filter</td>
<td>(3.43)</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Constant coefficient</td>
<td>(5.42)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
<td>Sec. 3.4.4</td>
</tr>
<tr>
<td>$\mu_p$, $\mu_n$</td>
<td>Hole, electron mobility</td>
<td>(5.7), (5.8)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Order of Bessel function (not necessarily integer)</td>
<td>Appendix C</td>
</tr>
<tr>
<td>$\xi$</td>
<td>$= (1 + j \omega \tau_p) / L_p^2$</td>
<td>(5.15)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Charge density</td>
<td>(5.12)</td>
</tr>
</tbody>
</table>
# LIST OF SYMBOLS (Cont.)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Defined By Or First Used In</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_k$</td>
<td>$= \frac{d^k S}{dQ^k} \bigg</td>
<td>_{Q_0}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Parameter in Lanzco's tau method</td>
<td>(C.4)</td>
</tr>
<tr>
<td>$\bar{\tau}$</td>
<td>Coaxial disk parameter</td>
<td>(2.36)</td>
</tr>
<tr>
<td>$\tau_p$, $\tau_n$</td>
<td>Hole, electron minority carrier lifetime</td>
<td>(5.5)</td>
</tr>
<tr>
<td>$u$</td>
<td>Pass-band tolerance</td>
<td>(2.2)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Electrical length</td>
<td>Fig. 2.12</td>
</tr>
<tr>
<td>$\phi_v$</td>
<td>Built-in potential</td>
<td>(3.10)</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Reactance slope parameter</td>
<td>(2.8)</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Range parameter</td>
<td>Appendix C</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Electrical phase angle</td>
<td>(5.3)</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Radian frequency</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>$\omega'$</td>
<td>Low-pass frequency variable</td>
<td>Sec. 2.2.2</td>
</tr>
<tr>
<td>$\omega_c$</td>
<td>Filter cutoff radian frequency</td>
<td>Sec. 2.2.1</td>
</tr>
<tr>
<td>$\omega_c'$</td>
<td>Normalized filter cutoff radian frequency</td>
<td>Sec. 2.2.2</td>
</tr>
<tr>
<td>$\omega_f$</td>
<td>Fundamental radian frequency</td>
<td>(5.28)</td>
</tr>
<tr>
<td>$\omega_k$</td>
<td>Radian frequency for $k = 0, 1, 2 \ldots$</td>
<td>(3.7)</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>Filter center radian frequency</td>
<td>Sec. 2.2.2</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>Pump radian frequency</td>
<td>(5.23)</td>
</tr>
<tr>
<td>$\omega_p$, $\omega_s$</td>
<td>Pump, signal radian frequency</td>
<td>(3.1)</td>
</tr>
</tbody>
</table>
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CHAPTER I
INTRODUCTION

1.1 Background

In recent years much effort has been concentrated on the development of microwave receivers in response to increased activity in satellite communication, manned space flight, telemetry, radar, and radio astronomy. There are several low-noise microwave amplifiers available today, each having its own advantages and disadvantages; among these, listed in order of decreasing noise figure, are the traveling-wave tube, transistor, tunnel diode, parametric amplifier, and maser.

Modern, ultra-low noise, traveling wave tube amplifiers are available today with a noise temperature as low as $400^\circ K$ at 1 GHz, although most amplifiers of this kind are much noisier. At this same frequency noise temperatures range between $400^\circ K$ and $800^\circ K$ for transistor amplifiers, between $300^\circ K$ and $400^\circ K$ for tunnel diode amplifiers, between $80^\circ K$ and $180^\circ K$ for uncooled parametric amplifiers, between $49^\circ K$ and $65^\circ K$ for parametric amplifiers cooled to $77^\circ K$, between $10^\circ K$ and $30^\circ K$ for parametric amplifiers cooled to $20^\circ K$, and between $5^\circ K$ and $10^\circ K$ for masers (Ref. 1).

In applications where an ultra-low noise preamplifier is required, the choice is generally limited to either the parametric amplifier or the maser. The maser today offers the ultimate in low-noise temperature, although a cooled parametric amplifier has been built with a system noise temperature of $12.5^\circ K$ at 4 GHz, a value which is competitive with the maser at this frequency (Ref. 2). The maser has the advantages of not requiring a bias voltage and of being unaffected by changes in pump amplitude and frequency. However, usually the maser must be cooled to $4^\circ K$ for successful operation while the parametric amplifier may be operated at room temperature. Furthermore, the maser is very temperature-sensitive, has a long recovery time when overloaded (on the order of microseconds as compared to nanoseconds for the parametric amplifier), and has a narrower bandwidth than the parametric amplifier.
This thesis is concerned with the study of parametric devices. The parametric principle, which forms the basis for these devices, can be stated as follows: under certain circumstances, the energy of an oscillating system can be increased by supplying to the system energy the frequency of which differs from the oscillation frequency. The term "parametric" comes from the need to vary a system parameter to obtain gain. This principle was discovered over a century ago; Faraday (1831), Melde (1859), and Lord Rayleigh (1883-1896) all published calculations and observations on the principle as applied to mechanical systems.

The most common form of electronic parametric device is the reflection parametric amplifier (RPA). In this device a high-power, high-frequency pump signal is reactively mixed with the incoming low-frequency signal. The resulting lower sideband signal is supported in a resonant circuit while the upper sideband signal is rejected. The lower sideband frequency mixes again with the pump frequency, providing an additional component to the low-frequency signal. The double reactive mixing process introduces a $180^\circ$ phase shift between the incoming and outgoing signal frequency, with the result that the device appears as a negative resistance.

The upper sideband upconverter (USUC) suppresses the lower sideband and takes the output at the upper sideband frequency. The upconverter is a positive resistance device in which the power gain for the ideal lossless reactance is limited to the ratio of the output to the input frequencies (Manley-Rowe gain).

The lower sideband upconverter (LSUC) suppresses the upper sideband signal and provides an output at the lower sideband frequency. The LSUC, like the RPA, is a negative resistance device; however, the gain of this amplifier includes a component due to the ratio of the output frequency to the input frequency.

Within the family of parametric devices, a comparison between the widely used RPA and the LSUC shows the following differences:

1. Although the noise figures for both devices are identical at infinite gain, they differ for finite gain: the noise figure increases with gain in the RPA, but decreases with gain in the LSUC.

2. For gain below a threshold value, the gain sensitivity to pump amplitude variations is lower in the LSUC, since only part of its gain is derived from
the negative resistance. Above this gain value the RPA exhibits greater

(3) The gain bandwidth product is larger for the LSUC than for the RPA, by a
factor approximately equal to the square root of the output to input frequency
ratio.

(4) For optimum performance, the RPA requires a circulator at the input port
while the LSUC requires an isolator; this provides an advantage to the LSUC
since a circulator generally has higher insertion loss than an isolator.

(5) The input and output of the RPA are at the same frequency, whereas the out-
put of the LSUC is at a higher frequency. This is usually not a serious draw-
back since in both cases the signal must be downconverted, and the mixer
loss and noise figure are independent of the frequency ratio.

The aim of this thesis is to extend and develop further the design theory for the
lower sideband upconverter, and to facilitate exploitation of the relative advantages of
the LSUC, which have been enumerated above.

1.2 Literature Review

Capacitive parametric amplifiers have been used successfully only since the ad-
vent of high-Q varactor diodes. The investigation into the properties of solid-state diodes
necessary for parametric amplification can be considered to have been initiated in the
mid-1940's by workers at General Electric, together with Torrey at the MIT Radiation
Laboratory. They discovered that certain welded-contact mixer diodes exhibited negative
IF conductance and gain, although noise figure was found to be higher than for other mixer
diodes. The primary cause for this phenomenon was found to be the variable barrier ca-
pacitance of the diode (Ref. 4, Chapter 13). In 1948 A. van der Ziel (Ref. 5) derived
relationships for the gain and impedances in terms of the conversion transconductance
between the input and output, and thus generalized Torrey's work by giving a more uni-
ified treatment of the variable capacitance amplifier. In 1956 Manley and Rowe (Ref. 6)
published their now famous work in which they derived the general power-frequency rela-
tionships for a nonlinear reactance. Practical application of this theory was dependent
upon the development of a low-loss variable-capacitance diode (or varactor). Work on
this began at Bell Telephone Laboratories in 1954 and the successful results were published in 1959 (Ref. 7).

The advent of low-loss varactor diodes motivated researchers to improve the theory and design of parametric amplifiers; many of the papers of that period are reviewed by Mumford (Ref. 8). Notable among these is the paper by Rowe (Ref. 9) who used the small-signal assumption and the method of harmonic balance to obtain expressions for gain, bandwidth, terminal admittances, and gain sensitivity to change in pump-power or terminal conductance for the RPA, the USUC, and the LSUC. Later Kurokawa and Ueno-hara (Ref. 10) derived design relations for achieving maximum gain (for the USUC) or minimum-noise figure for these parametric devices; this work was extended by Khan (Ref. 11) by eliminating the high-gain assumption which they had used. This extended theory has been found useful in the design of a LSUC and is discussed in more detail in Chapter III. Although historically the LSUC has not been as widely used as the other parametric devices, its special characteristics were found to be essential in a preamplifier designed for Project Echo (Ref. 12). The results reported in many of the later papers have recently been published in book form (Refs. 13, 14), providing an excellent introduction to the subject.

Although much fundamental work has been carried out, parametric device theory remains in an incomplete form. Several deficiencies in the theory hinder designers in their attempts to apply these results directly to the synthesis or analysis of a parametric device. These inadequacies include the following.

1. The pumped varactor diode is represented by a sinusoidal time-varying elastance (or capacitance), while in a physical circuit it produces many harmonic components of the time-varying elastance.

2. The circuit is assumed either to short-circuit the higher order harmonic voltages or to open-circuit the higher order harmonic currents, so that there remains power flow at only two frequencies: that of the signal and that of either the upper sideband or the lower sideband. However, the impedance at a third frequency (such as the unwanted sideband) may drastically alter the performance of the device under study.
(3) The average varactor elastance (or capacitance) is assumed to be resonated by a single-tuned lumped circuit. However, in a physical microwave circuit the diode is tuned by a complex combination of lumped and distributed circuit elements resulting from the diode parasitic elements and the microwave transmission line.

(4) Because of the small-signal assumption, the pump circuit elements are usually assumed to be completely isolated from the rest of the circuit. Physically the pump port must be considered part of the total circuit.

(5) There is no adequate representation of the circuit behavior of a pumped forward-biased varactor in a parametric device.

These assumptions have been made to describe, to a first approximation, the observed parametric effects; however, their effect has been to oversimplify the analysis to such an extent that application of the existing theory to the design of a parametric device must usually be supplemented by empirical tuning adjustments and circuit modifications.

1.3 Topics of Investigation

The primary goals of this study are to refine the analysis, and to develop further the design theory for the varactor LSUC. With the aid of the studies reported by Oliver (Ref. 15), the effect of elastance harmonics, and hence higher order harmonic voltages and currents, may be included in the analysis. With an accurate synthesis technique and an accurate representation of the microwave circuit, the circuit environment in which the diode is embedded may be analyzed. Furthermore, by incorporating the diffusion admittance in the diode model, the effects of forward-biasing the diode in a LSUC can be found. The following chapters of this thesis describe how the goals of this study are achieved.

In the course of the work, it was found necessary to design and build microwave impedance transformers in coaxial line, so that the required impedance transformation would be obtained as close to the diode as possible. Although much fundamental study has been carried out on microwave filters in the past, the existing theory had to be extended to achieve reasonable correlation between theory and experiment. It is now possible to design coaxial band-pass filters and impedance transformers with little or no experimental adjustment by use of the theory presented in Chapter II.
In Chapter III a detailed review of existing LSUC design theory is presented. This is followed by an extension to include the effect of the impedance at the upper sideband frequency, and a discussion of the effect of various circuits on the gain-bandwidth product of the LSUC. The chapter culminates with a realizable design of a microwave LSUC for which the experimental results are given in Chapter IV.

Many varactor parametric amplifiers operate best when they are biased so that the diode is in the forward-conduction region during part of the pump cycle. This permits larger susceptance variation, which in turn may improve the gain stability and decrease the minimum noise figure. When the diode is forward-biased, the principal contribution to the capacitance is the diffusion susceptance. The theory for the diffusion admittance as it applies to a LSUC is outlined and extended in Chapter V.

Finally, Chapter VI provides conclusions and recommendations for future work.
CHAPTER II

COAXIAL MICROWAVE BAND-PASS FILTERS

2.1 Introduction

The design of a microwave lower sideband upconverter (LSUC) requires band-pass impedance transformers, to prevent unwanted frequencies from propagating in the signal, lower sideband, and pump ports, and to present to the diode the correct design impedance. Since the behavior of these impedance transformers has such a crucial effect on the operation of a LSUC, a detailed investigation of microwave filter design has been undertaken, and is reported here. Most of the theory developed here applies to filters terminated at both ends with loads equal to the characteristic impedance of the line; however it is shown how this theory may be modified for the design of impedance transformers in which the terminations are unequal.

At low frequencies a very general and complete filter synthesis technique has been developed, utilizing lumped inductors and capacitors as the basic building blocks. However, filter synthesis is much more complicated at microwave frequencies since distributed-parameter elements must be used. Although these distributed elements often have a complex frequency dependence, the lumped techniques developed for low frequencies provide an invaluable guide to microwave filter synthesis.

The following discussion presents the necessary equations for the design of band-pass filters in coaxial line. In Section 2.2, the conventional lumped-element filter synthesis theory is reviewed briefly; a lumped low-pass prototype circuit is developed, is transformed into a band-pass circuit, and is reformulated in terms of lengths of transmission line and impedance inverters. A new method of designing these impedance inverters is presented in Section 2.3 and is shown, in Section 2.4, to yield improved filter characteristics. Since a typical inverter utilizing a coaxial disk introduces discontinuity capacitance, the design must be modified to accommodate this reactance; three methods of so doing are reviewed in Section 2.5. A detailed procedure,
together with some experimental results, is presented in Section 2.6. Section 2.7 follows with a discussion of the properties and limitations of this kind of filter, while Section 2.8 contains some concluding remarks.

2.2 Review of Filter Theory

Two basic approaches may be used in designing a microwave filter: synthesis based on a direct transmission-line or waveguide formulation, or modification of lumped-constant filter theory. The latter approach has been more successful, and has been used here to design coaxial band-pass filters. In the following sections are found a review of lumped filter synthesis (Sections 2.2.1 and 2.2.2), a description of immittance inverters (Section 2.2.3), and an indication of how this theory is applied to a microwave structure (Section 2.2.4).

2.2.1 Derivation of the Lumped-Element Low-Pass Prototype Circuit. The lumped-element filter synthesis technique is based upon derivation of the parameters of a network having a prescribed value of transducer power loss ratio $P_{LR}$, which is defined by

$$P_{LR} = \frac{\text{available power to the network}}{\text{power delivered to the load}}.$$ 

For a lossless network with an input impedance $Z = R + jX$ and a source impedance $R_g$,

$$P_{LR} = \frac{1}{1 - |\Gamma|^2}$$

where $\Gamma$ is the voltage reflection coefficient at the input given by

$$\Gamma = \frac{R + jX - R_g}{R + jX + R_g}.$$ 

Substituting for $\Gamma$, it is readily shown that

$$P_{LR} = 1 + \frac{(R - R_g)^2 + X^2}{4R R_g}.$$  (2.1)
For a low-pass maximally flat or Butterworth filter

$$P_{LR} = 1 + v^2(\omega/\omega_c)^{2n}, \tag{2.2}$$

and for a low-pass equal-ripple or Chebyshev filter

$$P_{LR} = 1 + v^2 T_n^2(\omega/\omega_c) \tag{2.3}$$

where $\omega_c$ is the cutoff frequency, and $v^2$ is the pass-band tolerance. $T_n$ is the Chebyshev polynomial of degree $n$, defined by

$$T_n(\omega/\omega_c) = \cos \left[ n \arccos(\omega/\omega_c) \right] \quad \text{for} \quad \left| \omega/\omega_c \right| < 1$$

$$= \cosh \left[ n \text{arccosh}(\omega/\omega_c) \right] \quad \text{for} \quad \left| \omega/\omega_c \right| > 1.$$ 

The polynomial $T_n$ oscillates between $\pm 1$ for $|\omega/\omega_c| \leq 1$ and equals one at the band-edge $|\omega/\omega_c| = 1$.

To synthesize a Chebyshev filter, the two $P_{LR}$ expressions (2.1) and (2.3) are equated. This defines a load impedance in terms of the Chebyshev polynomial. The resulting polynomial can be realized as either one of the two dual prototype lumped ladder networks shown in Figs. 2.1 and 2.2. Although explicit expressions exist for the $\nu_k$ values of these filters for both the Butterworth and Chebyshev forms, tabulated values are readily available (e.g. Ref. 16) and are used in the filter designs studied here.

2.2.2 Band-pass Filter Networks. In building a lower sideband upconverter, band-pass impedance matching circuits are used rather than low-pass networks, because they provide the necessary filtering action and are easier to build at microwave frequencies.

A band-pass filter is easily derived from the low-pass prototype by use of the low-pass to band-pass frequency mapping:

$$\frac{\omega'}{\omega_c} = \frac{1}{w} \left( \frac{\omega}{\omega_0} - \frac{\omega_0}{\omega} \right).$$
Fig. 2.1 Low-pass prototype circuit with shunt capacitor adjacent to source

Fig. 2.2 Low-pass prototype circuit with series inductor adjacent to source

The low-pass frequency variable is $\omega'$ and the band-pass frequency variable is $\omega$. The bandwidth of the band-pass filter is $\omega_2 - \omega_1$ and the center frequency is $\omega_0$, such that $\frac{\omega_2^2 - \omega_1^2}{\omega_0^2}$. This mapping transforms shunt capacitors into parallel resonant circuits and series inductors into series resonant circuits, both of which are resonant at $\omega_0$. The circuits of Figs. 2.1 and 2.2 are transformed into the band-pass circuits of Figs. 2.3 and 2.4. The steps are carried out in greater detail in several references, (e.g. Ref. 17, pp. 356-362).

2.2.3 Immittance Inverters. Microwave low-pass filters can be constructed more conveniently if they can be built entirely from either capacitive or inductive elements. Similarly microwave band-pass filters can be constructed more conveniently if they can be built entirely from either series or shunt resonant circuits. This can be done by using impedance (or $K$) inverters or admittance (or $J$) inverters. Ideal
immittance inverters are defined in Fig. 2.5. One obvious example of a K inverter is a quarter-wavelength transmission line.

The lumped-element band-pass filters shown in Figs. 2.2 and 2.3 are equivalent to the circuits shown in Figs. 2.6 and 2.7, where series resonant circuits are separated by K inverters or shunt resonant circuits are separated by J inverters. Referring to Figs. 2.3 and 2.6, the values of \( L_{r,i} \), \( C_{r,i} \) and \( K_{i,i+1} \) are found by equating a section of the filter in Fig. 2.3 to the same section in Fig. 2.6. This calculation (Ref. 18, pp. 415-422, Ref. 19, pp. 9-15) gives the following results:
Fig. 2.5 Definition of an ideal $K$ inverter and $J$ inverter

Fig. 2.6 Lumped band-pass impedance matching network using $K$ inverters

Fig. 2.7 Lumped band-pass impedance matching network using $J$ inverters

\[
K_{i,i+1} = \frac{\omega^2}{\omega_c} \sqrt{\frac{L_{r,i+1}}{L_{r,i}} g_{i}} 
\quad i = 1, 2, \ldots n - 1 \quad (2.4)
\]

\[
K_{0,1} = \frac{\omega^2 L_{r,0} R_A}{\omega_c^2 g_{0} g_{1}} \quad (2.5)
\]

\[
K_{n,n+1} = \frac{\omega^2 L_{r,n} R_B}{\omega_c^2 g_{n} g_{n+1}} \quad (2.6)
\]

\[
L_{r,i} C_{r,i} = L_i C_i = \frac{\omega^2}{\omega_c} \quad (2.7)
\]
Similar expressions hold for the admittance inverters.

2.2.4 Microwave Realization. Although the parameters for circuit of Fig. 2.6 can be found explicitly, two problems still remain for realization of the filter in a microwave structure: (1) how are the series resonant circuits made, and (2) how are the K inverters realized. Before resolving the first question, it is convenient to generalize the expressions for the K's and corresponding J's to make them more compatible with

$$\chi = \frac{\omega_0}{2} \frac{dX}{d\omega} \bigg|_{\omega_0}$$

(2.8)

A shunt resonator, in which the susceptance is zero at \(\omega_0\), can be described in terms of its resonant frequency and a susceptance slope parameter \(\tilde{b}\).

$$\tilde{b} = \frac{\omega_0}{2} \frac{dB}{d\omega} \bigg|_{\omega_0}$$

(2.9)

For a series LC circuit \(\chi = \omega_0 L\), and for a shunt LC circuit \(\tilde{b} = \omega_0 C\). Thus the Q values for a circuit with resistance R in series with a series resonator or a conductance G in parallel with a shunt resonator are \(Q_c = \chi/R\) and \(Q_c = \tilde{b}/G\) respectively.

The K and J values in terms of these slope parameters are given in Figs. 2.8 and 2.9, which should be used rather than Figs. 2.6 and 2.7 for distributed circuit design.

The series resonant circuits \(X_1(\omega)\), shown in Fig. 2.9 can be realized as half-wavelength transmission lines. Thus the choice of \(L_{r,1}\) in the previous section is equivalent to the choice of characteristic impedance of the half-wavelength line. Often all the \(X_1\) can be made to have the same characteristic impedance of 50 ohms. In this case the
K_{01} = \frac{R_A w X_1}{\omega g_1 c} \quad K_{j,j+1} = \frac{w X_{j+1}}{\omega g_{j+1}} \quad K_{n,n+1} = \frac{R_B w X_n}{\omega c_{n+1} g_{n+1}}

j = 1, \ldots, n - 1

Fig. 2.8 Generalized impedance matching networks using K inverters

J_{01} = \frac{G_A b_1 w}{\omega g_1 c} \quad J_{j,j+1} = \frac{w b_{j+1}}{\omega g_{j+1}} \quad J_{n,n+1} = \frac{G_B b_n w}{\omega c_{n+1} g_{n+1}}

j = 1, \ldots, n - 1

Fig. 2.9 Generalized impedance matching networks using J inverters
reactance slope parameter is obtained from the transmission line equation in the following manner. The reactance of a transmission line of electrical length $\phi$ and characteristic impedance $Z_c$ terminated in a load $R_L$ is given by

$$X = Z_c \frac{\left(\frac{Z_c^2}{Z_L^2} - \frac{R_L^2}{Z_c^2}\right) \tan \phi}{\frac{Z_c^2}{Z_L^2} + \frac{2 R_L^2}{Z_c^2} \tan^2 \phi}.$$  \hspace{1cm} (2.10)

The slope parameter is readily obtained by differentiation of $X$, and for a transmission line resonant at $\phi = \pi$

$$\chi = \frac{Z_c^2}{2} \frac{\left(\frac{Z_c^2}{Z_L^2} - \frac{R_L^2}{Z_c^2}\right)}{\frac{Z_c^2}{Z_L^2} + \frac{R_L^2}{Z_c^2}}$$  \hspace{1cm} (2.11)

Inversion networks often present a very small resistance in shunt with the series resonator so that $R_L/Z_c < < 1$. In this case

$$\chi \cong \frac{Z_c \pi}{2}$$  \hspace{1cm} (2.12)

and in similar fashion

$$\tilde{b} \cong \frac{Y_c \pi}{2}.$$  \hspace{1cm} (2.13)

When wavelengths are too long to feasibly permit spacing inverters of one kind every half wavelength, $K$ and $J$ inverters can be placed alternately every quarter wavelength as in Fig. 2.10. The only difference between the values here and those in Figs. 2.8 and 2.9 is a difference in slope parameter. For a quarter wavelength line $\chi = \pi Z_c/4$ and $\tilde{b} = \pi Y_c/4$.

The series resonant circuits can be realized in a microwave structure by a half wavelength transmission line with a reactance slope parameter of $\pi Z_c/2$. The second question needing clarification is how the $K$ inverters are realized. One inverter already mentioned is a quarter-wavelength line. Much broader bandwidth may be achieved using the $K$ inverters shown in Fig. 2.11 or the $J$ inverters shown in Fig. 2.12.
Fig. 2.10 Alternate K and J inverters

Fig. 2.11 Lumped-element K inverter realization

Fig. 2.12 Lumped-element J inverter realization
In Fig. 2.11(a) and 2.12(b) the negative line length must be absorbed by available line length between inverters. The value of $K$ for the inverters of Fig. 2.11 is

$$K = Z_c \tan |\phi/2|$$  \hspace{1cm} (2.14)

where

$$\phi = - \arctan \left( \frac{2X}{Z_c} \right)$$  \hspace{1cm} (2.15)

$$X/Z_c = \frac{K/Z_c}{1 - (K/Z_c)^2}$$  \hspace{1cm} (2.16)

The value of $J$ for the inverters in Fig. 2.12 is

$$J = Y_c \tan |\phi/2|$$  \hspace{1cm} (2.17)

where

$$\phi = - \arctan \frac{2B}{Y_c}$$  \hspace{1cm} (2.18)

$$B/Y_c = \frac{J/Y_c}{1 - (J/Y_c)^2}$$  \hspace{1cm} (2.19)

Thus when $K$ or $J$ is calculated by the equations in Figs. 2.8 or 2.9, $\phi$ and the re-actance or susceptance can be found. The derivation of these formulas may be found in Cohn's work (Ref. 20) and is not reproduced here. A more general set of relations based on Fig. 2.11(b) derived later for a distributed element in an inverter, gives the above results when specialized to a lumped capacitor.

2.3 Distributed Impedance and Admittance Inverter Design

Microwave filter design has been greatly facilitated by the development of direct-coupled filter design techniques by Cohn (Ref. 20) described in the previous sections. Details have been published for a wide variety of microwave structures which provide immittance inverter realization over a range of frequencies in coaxial line, strip line, and waveguide (Ref. 18). In many cases these structures consist of a uniform section of transmission line loaded with a lumped reactive element. In particular, series
capacitances and shunt inductances were used by Cohn (Ref. 20) to fabricate immittance
inverters in strip line and waveguide respectively.

Coaxial-line filter design utilizing this method, has been based upon use of a
short section of low-\(Z_0\) line to approximate a lumped shunt capacitance or a short section
of high-\(Z_0\) line to approximate a lumped series inductance (Ref. 21). Such elements are
more easily obtained than lumped series capacitances or shunt inductances and are readily
used in the design of coaxial-line immittance inverters. In addition the shunt capacitance
which is realized by a low-\(Z_0\) line (disk) has been found to offer an important advantage
for the coaxial line filter in that there is no dc path between the center conductor and
the outer conductor.

The lumped-element approximation to a short section of low-\(Z_0\) or high-\(Z_0\) line
is shown here to yield significant error in the design of band-pass filters having bandwidths \(\leq 10\) percent of the center frequency, and this error increases as the bandwidth
is reduced. A more accurate immittance inverter realization technique is presented
here, taking account of both the distributed line lengths and the reactive elements re-
sulting from the discontinuity associated with the change in characteristic impedance.
The accuracy of this technique has been ascertained through numerical analysis and exp-
erimental evaluation of filters having bandwidths as low as 1 percent.

2.3.1 Coaxial Impedance Inverter Design. A band-pass filter using impedance
inverters requires that the parameter \(K\), which determines the value of each impedance
inverter, be specified. A network designed to realize such an impedance inverter must
have an image impedance \(Z_1\) equal to \(K\) and an image phase \(\theta\) which is some multiple
of \(\pm \pi/2\) (Ref. 20).

Consider the coaxial impedance inverter shown in Fig. 2.13(a), consisting of a
short length \(\ell\) of line of low characteristic impedance \(Z_0\), together with two lengths
\(\ell/2\) of line with characteristic impedance, \(Z_c\). The image parameters may be deter-
mined using the half-section's shown in Fig. 2.13(b).
Fig. 2.13 (a) Disk impedance inverter, and (b) bisected impedance inverter

The general transmission circuit matrix (i.e., \( \bar{A\bar{B}\bar{C}\bar{D}} \) matrix) may be written for a lossless line of length \( \ell \), characteristic impedance \( Z_o \), and wave number \( \beta \), in the form:

\[
\begin{bmatrix}
\cos \beta \ell & j Z_o \sin \beta \ell \\
-j \frac{1}{Z_o} \sin \beta \ell & \cos \beta \ell
\end{bmatrix}
\]

(2.20)

The transmission circuit matrix for the half-section of Fig. 2.13b is readily found to be

\[
\begin{bmatrix}
\bar{A} & \bar{B} \\
\bar{C} & \bar{D}
\end{bmatrix}
= \begin{bmatrix}
\cos \frac{\beta \ell}{2} \cos \frac{\phi}{2} & j Z_o \left( \cos \frac{\phi}{2} \sin \frac{\beta \ell}{2} \right) \\
-j Z_o \cos \frac{\phi}{2} \sin \frac{\beta \ell}{2} & + \frac{1}{Z_o} \cos \frac{\beta \ell}{2} \sin \frac{\phi}{2}
\end{bmatrix}
\]

(2.21)

where \( z_o = Z_o / Z_c \) and \( Y_c = 1 / Z_c \). The image parameters \( Z_i \) and \( \delta \) are given by (Ref. 16, p. 53)
\[ Z_I = \left( \frac{AB}{CD} \right)^{\frac{1}{2}} \]  \hfill (2.22)

and

\[ j \tan \frac{\theta}{2} = \left( \frac{BC}{AD} \right)^{\frac{1}{2}} \]  \hfill (2.23)

where \( \frac{\theta}{2} \) is used because the inverter has been bisected. The conditions stated in (2.22) and (2.23) will be used to solve for the unknowns \( \ell \) and \( \phi \) when \( K \) and \( \theta \) are known.

From (2.21),

\[
\frac{\bar{A}}{\bar{C}} = \frac{Z_O \cot \frac{\beta \ell}{2} - \tan \frac{\phi}{2}}{j Y_c (z_o \cot \frac{\beta \ell}{2} \tan \frac{\phi}{2} + 1)}
\]

\[ = - j Z_c \tan \left[- \frac{\phi}{2} + \text{Arctan}(z_o \cot \frac{\beta \ell}{2}) \right] \]

and

\[
\frac{\bar{B}}{\bar{D}} = \frac{j Z_c (z_o \tan \frac{\beta \ell}{2} + \tan \frac{\phi}{2})}{1 - z_o \tan \frac{\beta \ell}{2} \tan \frac{\phi}{2}}
\]

\[ = j Z_c \tan \left[ \frac{\phi}{2} + \text{Arctan}(z_o \tan \frac{\beta \ell}{2}) \right] \]

so the image impedance is given by:

\[ z_I^2 = \tan \left[ \frac{\phi}{2} + \text{Arctan}(z_o \tan \frac{\beta \ell}{2}) \right] \tan \left[ - \frac{\phi}{2} + \text{Arctan}(z_o \cot \frac{\beta \ell}{2}) \right] \]  \hfill (2.24)

where \( z_I = Z_I / Z_c \).

Using the impedance inverter requirement that \( \theta = \pi / 2 \), together with the circuit reciprocity requirement, \( \bar{A} \bar{D} - \bar{B} \bar{C} = 1 \), (2.23) may be written as

\[ 2 \bar{A} \bar{D} = 1 \]  \hfill (2.25)

which yields upon substitution from (2.21),
\[ 2 \left( \cos^2 \frac{\beta l}{2} \cos^2 \frac{\theta}{2} + \sin^2 \frac{\beta l}{2} \sin^2 \frac{\theta}{2} \right) - 2(x_o + \frac{1}{z_o}) \sin \frac{\beta l}{2} \cos \frac{\theta}{2} \sin \frac{\theta}{2} \cos \frac{\theta}{2} = 1. \]

Using the double angle trigonometric identities, this can be reduced to

\[ \tan \frac{\beta l}{2} \tan \phi = \frac{2z_o}{1 + z_o^2}. \]  

(2.26)

Equations (2.24) and (2.26) provide a set of equations in the unknown lengths \( l \) and \( \phi \) in terms of \( Z_1 \) and \( Z_0 \). An expression for \( \phi \) can be obtained from (2.26).

\[ \phi = \text{Arctan} \left( \frac{z_o}{1 + z_o^2} \left( \cot \frac{\beta l}{2} - \tan \frac{\beta l}{2} \right) \right) \]  

(2.27)

\[ = \text{Arctan}(z_o \cot \frac{\beta l}{2}) - \text{Arctan}(z_o \tan \frac{\beta l}{2}) \]  

(2.28)

Thus the image impedance can be written as:

\[ z_1 = \tan \left[ \frac{\phi}{2} + \text{Arctan}(z_o \tan \frac{\beta l}{2}) \right] \]

\[ = \frac{\tan \frac{\phi}{2} + z_o \tan \frac{\beta l}{2}}{1 - z_o \tan \frac{\phi}{2} \tan \frac{\beta l}{2}} \]

(2.29)

which when solved for \( \frac{\phi}{2} \) yields

\[ \tan \frac{\phi}{2} = \frac{z_1 - z_o \tan \frac{\beta l}{2}}{1 + z_o z_1 \tan \frac{\beta l}{2}} \]

(2.30)

Elimination of \( \tan \frac{\phi}{2} \) between (2.27) and (2.30) yields a quartic which can be written in the following factored form:

\[ \left( \tan^2 \frac{\beta l}{2} + \frac{1}{z_o^2} \right) \left( \tan^2 \frac{\beta l}{2} - 2E \tan \frac{\beta l}{2} + 1 \right) = 0 \]  

(2.31)
where
\[
E' = \left( \frac{z_1}{1 - z_1^2} \right) \left( \frac{z_0}{1 - z_0^2} \right)^{-1}
\]

(2.32)

The solution to this equation gives the following real values for \( \tan \frac{\beta \ell}{2} \):
\[
\tan \frac{\beta \ell}{2} = E' \pm (E'^2 - 1)^{\frac{1}{2}}
\]

which also may be written as
\[
\tan \beta \ell = \pm (E'^2 - 1)^{-\frac{1}{2}}
\]

(2.33)

From this expression the value of \( \tan \phi \) may readily be obtained using (2.26). Although two solutions are given in (2.33), the one with the lower sign has given better results. If the upper sign is used the impedance at the center frequency is correct but the pass-band ripple and the band edges are seriously distorted.

Comparison of the above results with that of Cohn (Ref. 20) shows that when \( \beta \ell \ll 1 \), (2.27) is equivalent to his expression for \( K \). The equations derived here do not take account of the discontinuity capacitance associated with the abrupt change in center conductor diameter. Design modification to accommodate this effect is discussed in Section 2.5.

2.3.2 Coaxial Admittance Inverter Design. A suitable coaxial admittance inverter is of the form shown in Fig. 2.14, consisting of a short length \( \ell \) of line of characteristic admittance \( Y_0 \) together with two lengths \( \phi/2 \) of \( Y_c \) line.

![Diagram](image)

Fig. 2.14 (a) Coaxial admittance inverter, and (b) bisected admittance inverter
Derivation of expressions for $\ell$ and $\phi$ in terms of the admittance inverter parameter $Y_I$ follow the same procedure as used for the impedance inverter above. Imposing the inverter requirement $\theta = \frac{\pi}{2}$ there result two analogous equations for $\ell$ and $\phi$:

$$\tan \phi = \frac{2y_o}{1 + y_o^2} \cot \beta \ell$$ (2.34)

$$\tan \beta \ell = -\left(F^2 - 1\right)^{-\frac{1}{2}}$$ (2.35)

where

$$F = \left(\frac{y_I}{1 - y_I^2}\right)\left(\frac{y_o}{1 - y_o^2}\right)^{-1}$$

$$y_I = Y_I / Y_C$$

and

$$y_o = Y_o / Y_C$$

Other forms of the immittance inverter used by Cohn (Ref. 20) include a shunt inductance or a series capacitance together with a length of transmission line. These structures are not as readily analyzed on a distributed basis.

2.4 Theoretical Results of the Distributed Design Method

A new method for designing impedance inverters was derived in the previous section. In this section this method is compared with the lumped design method, and the distributed design is shown to be superior in (1) band-pass filters using $K$ inverters, (2) band-pass filters using alternately $K$ and $J$ inverters, and (3) impedance transformers using $K$ inverters. In the following theoretical curves, the effect of discontinuity capacitance has been neglected. However when a coaxial filter or impedance transformer is built, the design must be modified to account for the discontinuity capacitance as discussed below in Section 2.5.

2.4.1 Band-pass Filters Using $K$ Inverters. Several curves were derived for various band-pass filters of the form shown in Fig. 2.15 centered at 8.5 GHz with
different fractional bandwidths, for the purpose of comparing the distributed design described in the previous section with the lumped design. The following filters were based on a Chebyshev low-pass prototype circuit with 0.1 dB ripple. The design was carried out using 50-ohm coaxial line with an outer conductor diameter of 0.5625 in. and a center conductor diameter of 0.24425 in. In the theoretical curves which follow, the effect of discontinuity capacitance has been neglected. For a three pole Chebyshev filter Fig. 2.16 shows that there is considerable improvement in using the distributed design. The distributed design filters are all centered at the design frequency although the bandwidth is narrower than the design bandwidth. The maximum ripple in the passband is smaller for the distributed case although it is still larger than the design ripple of 0.1 dB ($|\Gamma|^2 = 0.023$).

The design data for these curves are shown in Table 2.1. Since each band-pass filter is symmetrical, the first two disks are identical with the last two; consequently only the values for the first two are given.

Five percent and a 10 percent bandwidth 5-pole Chebyshev filters were designed using the distributed design technique. The resulting curves are shown in Fig. 2.17. The same improvements over the lumped design are evident for the five-ripple case. A comparison of the five-ripple case and the three-ripple case for the distributed design shows that the maximum ripple is higher for the five-ripple case.

The design parameters for the filters are shown in Table 2.2. Since the filters are symmetrical, the first three disks are identical to the last three.
Fig. 2.16 Theoretical comparison between the lumped and distributed design for filters with bandwidth of (a) 1 percent, (b) 5 percent, and (c) 10 percent. The impedance of the 10 percent filter is shown in (d).
Fig. 2.17 Theoretical comparison between the lumped and distributed design for 5 pole filters with bandwidth of (a) 5 percent and (b) 10 percent.
<table>
<thead>
<tr>
<th>Lumped or Distributed</th>
<th>Bandwidth w</th>
<th>K₀₁</th>
<th>K₁₂</th>
<th>Disk Diameter D₁ in.</th>
<th>Disk Diameter D₂ in.</th>
<th>f₁ cm</th>
<th>f₂ cm</th>
<th>θ₁ rad</th>
<th>θ₂ rad</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>1%</td>
<td>6.1701</td>
<td>0.72194</td>
<td>0.502</td>
<td>0.554</td>
<td>0.3011</td>
<td>0.3496</td>
<td>0.24556</td>
<td>0.02888</td>
</tr>
<tr>
<td>D</td>
<td>1%</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>0.3471</td>
<td>0.4302</td>
<td>0.15534</td>
<td>0.01330</td>
</tr>
<tr>
<td>L</td>
<td>5%</td>
<td>13.7969</td>
<td>3.6097</td>
<td>0.502</td>
<td>0.532</td>
<td>0.1263</td>
<td>0.2547</td>
<td>0.53847</td>
<td>0.14414</td>
</tr>
<tr>
<td>D</td>
<td>5%</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>0.1298</td>
<td>0.2777</td>
<td>0.50663</td>
<td>0.10963</td>
</tr>
<tr>
<td>L</td>
<td>10%</td>
<td>19.5117</td>
<td>7.2193</td>
<td>0.502</td>
<td>0.502</td>
<td>0.0820</td>
<td>0.2559</td>
<td>0.74412</td>
<td>0.28679</td>
</tr>
<tr>
<td>D</td>
<td>10%</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>0.0833</td>
<td>0.2816</td>
<td>0.72378</td>
<td>0.21529</td>
</tr>
</tbody>
</table>

Table 2.1. Disk parameters for three pole filters

<table>
<thead>
<tr>
<th>Lumped or Distributed</th>
<th>Bandwidth w</th>
<th>K₀₁</th>
<th>K₁₂</th>
<th>K₂₃</th>
<th>D₁ in.</th>
<th>D₂ in.</th>
<th>D₃ in.</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>5%</td>
<td>13.0849</td>
<td>3.1316</td>
<td>2.3863</td>
<td>0.502</td>
<td>0.532</td>
<td>0.532</td>
</tr>
<tr>
<td>D</td>
<td>5%</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
</tr>
<tr>
<td>L</td>
<td>10%</td>
<td>18.5049</td>
<td>6.2632</td>
<td>4.7726</td>
<td>0.502</td>
<td>0.502</td>
<td>0.532</td>
</tr>
<tr>
<td>D</td>
<td>10%</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
<td>&quot; &quot;</td>
</tr>
</tbody>
</table>

Table 2.2. Disk parameters for five pole band-pass filters
Tables 2.1 and 2.2 show that the difference in disk lengths between the lumped and distributed case is not large. As would be expected, the difference in the phase angles $\phi$ between the two cases is greatest when the disk length is large. The different disk diameters used in Tables 2.1 and 2.2 were the result of increasing the diameter to make $E' > 1$ in (2.33).

The above filter design examples were all designed from tables which specified 0.1 dB ripple in the passband. Filters with other ripple factors as well as maximally flat filters may be designed by simply using the $g$ values (Ref. 16, pp. 98-102) appropriate to these criteria. A 10 percent bandwidth Chebyshev filter with 0.5 dB ripple and a maximally flat filter were successfully designed. The design parameters are shown in Table 2.3, and the resulting characteristics are shown in Figs. 2.18 and 2.19.

<table>
<thead>
<tr>
<th></th>
<th>$g_1=g_3$</th>
<th>$g_2$</th>
<th>$K_{01}=K_{34}$</th>
<th>$K_{12}=K_{23}$</th>
<th>$\phi_1=\phi_4$ Radians</th>
<th>$\phi_2=\phi_3$ Radians</th>
<th>Disk Length cm</th>
<th>$l_1=l_4$</th>
<th>$l_2=l_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 dB ripple</td>
<td>1.5963</td>
<td>1.0967</td>
<td>15.685</td>
<td>5.935</td>
<td>0.5510</td>
<td>0.1401</td>
<td>0.2308</td>
<td>0.3671</td>
<td></td>
</tr>
<tr>
<td>Maximally Flat</td>
<td>1.0000</td>
<td>2.0000</td>
<td>19.817</td>
<td>5.554</td>
<td>0.7134</td>
<td>0.1124</td>
<td>0.1685</td>
<td>0.4075</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3. Filter parameters for three pole Chebyshev and maximally flat filters where discontinuity capacitance has been neglected and all disk diameters are 0.502 in.

For a 10 percent bandwidth when the center frequency is 8.500 GHz the lower and upper band-edges should be 8.075 and 8.925 GHz respectively. For the Chebyshev filter, the band-edge is defined at the 0.5 dB level ($|\Gamma|^2 = 0.109$) where the lower and upper frequencies are 8.16 and 8.89 GHz respectively. For the maximally flat case, the band-edge is defined at the 3 dB point ($|\Gamma|^2 = 0.5$). Here the lower and upper band-edge frequencies are 8.15 and 8.89 GHz respectively. Thus in both cases the bandwidth of the resulting filter is approximately 8.5 percent which is slightly narrower than what was sought. As in the other examples the ripple for the Chebyshev filter exceeded the design ripple slightly. As would be expected the band-edges of the maximally flat filter were not as steep as those for the Chebyshev filter.
Fig. 2.18. 10 percent bandwidth band-pass filter with 0.5 dB ripple

Fig. 2.19. 10 percent bandwidth, three pole, band-pass, maximally flat filter
The distributed design procedure applies to any type of filter where the \( g \) values are known although it may be limited by practical considerations such as disk size and discontinuity capacitance.

2.4.2 Filter Using \( K \) and \( J \) Inverters. The possibility of designing a band-pass filter with center frequency of 1 GHz was investigated. The primary problem is that the wavelength at this frequency (30 cm) is inconveniently long. To make the filter more compact, a filter consisting of alternate \( K \) and \( J \) inverters shown in Fig. 2.20 was designed. Here the inverters are separated by a quarter-wavelength line rather than a half-wavelength line so the filter length is reduced by about one half.

The \( J \) inverter can be either a series inductance or a series capacitance. For a series inductance \( J \) inverter, however, the diameter of the inductive wire would be impractically thin. Therefore a semi-lumped capacitance was used for the \( J \) inverter.

Since the inverters are separated by a quarter-wavelength of line, the reactance slope parameter of the transmission line is half of that used previously. This means that filters can be built with approximately twice the fractional bandwidth. The lumped procedure and the distributed procedure were used to design filters with fractional bandwidths of 0.20 (Fig. 2.21a) and 0.40 (Fig. 2.21b). The design parameters for these four filters are shown in Table 2.4.

The filter characteristics again show that by using the distributed design procedure an improvement is obtained, although the difference becomes less significant at the broader bandwidths. The lower frequency end of the passband was disappointing, but this is probably due to the asymmetrical structure of the filter. This filter has a transfer impedance pole at \( \text{dc} \) in contrast with the filter with no series capacitances. The attenuation thus remains high from the lower end of the passband all the way down to \( \text{dc} \).

2.4.3 Impedance Transformer. The distributed design approach was used to design an impedance transformer operating between 50 ohms and a complex load whose real part was 1 ohm. The load was resonated with an appropriate reactance so that the resonated \( Q \) was \( Q_A \). The load was assumed to have a \( Q_A \) such that the decrement \( \delta \) was the same for all design bandwidths.
| Distributed or Lumped | \( w \) | \( K_{01} \) | \( J_{12} \) | \( K_{23} \) | \( J_{34} \) | \( \phi_1 \, \text{rad} \) | \( \phi_2 \, \text{rad} \) | \( \phi_3 \, \text{rad} \) | \( \phi_4 \, \text{rad} \) | \( \ell_1 \, \text{cm} \) | \( C_2 \, \text{pF} \) | \( \ell_3 \, \text{cm} \) | \( C_4 \, \text{pF} \) | \( \text{Diam}_1 \, \text{in.} \) | \( \text{Diam}_3 \, \text{in.} \) |
|----------------------|--------|--------|--------|--------|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| D                    | 0.2    | 19.512 | 0.002888 | 7.219  | 0.007805 | -0.28679       | -0.74412       | -0.7085         | 0.4694          | 2.3939          | 1.4653          | 0.502           | 0.502           |
| L                    | 0.2    | 19.512 | 0.002888 | 7.219  | 0.007805 | -0.28679       | -0.74412       | -0.6967         | 0.4694          | 2.1750          | 1.4653          | 0.502           | 0.502           |
| D                    | 0.4    | 27.594 | 0.005775 | 14.439 | 0.01104  | 0.99685        | -0.56225       | -0.00856        | 1.00856         | 1.0028          | 1.0443          | 2.5260          | 0.502           | 0.502           |
| L                    | 0.4    | 27.594 | 0.005775 | 14.439 | 0.01104  | 0.56225        | -0.56225       | -1.00856        | 0.4042          | 1.0028          | 1.0180          | 2.5260          | 0.502           | 0.502           |

Table 2.4 Band-pass filter using K and J inverters
Fig. 2.20 Band-pass filter with alternate K and J inverters

\[ \delta = \frac{1}{wQ_A} = \frac{1}{17.5} = 0.0571 \]

In this case the complex load acts as the first series resonator; the first K inverter is \( K_{12} \), which is given by

\[ K_{12} = \frac{1}{\omega c} \sqrt{\frac{wR_A x_2}{g_1 g_2 \delta}} \]

The low-pass prototype g values can be obtained from a graph (Ref. 16, p. 128), and the values for K can be determined from the above expression and the formulas found in Fig. 2.8. For a n-pole low-pass prototype circuit, only n K inverters are needed for the matching network whereas \( (n + 1) K \) inverters are needed for a 50-ohm to 50-ohm filter.

The responses of the 50:1 impedance transformers are shown in Fig. 2.22 for various bandwidths and the impedance in Fig. 2.23 for the 10 percent transformer. Again the passband was centered around \( f_o \) for the distributed design case. The distributed design transformers generally had a flatter passband and a slightly narrower bandwidth than the design goal. Table 2.5 summarizes the design data for these curves.

2.5 Effect of Discontinuity Capacitance

Discontinuities associated with an abrupt change in characteristic impedance of a coaxial transmission line result in the excitation of higher-order modes in addition to
Fig. 2.21. Filters using alternate K and J inverters separated by quarter wavelength lines with bandwidth of (a) 20 percent, and (b) 40 percent.
Fig. 2.22  Theoretical comparison between the lumped and distributed design for 50:1 impedance transformers with bandwidth of (a) 1 percent, (b) 5 percent, (c) 10 percent, and (d) 20 percent
Fig. 2.23 Theoretical comparison of the impedance between the lumped and distributed design of the 10 percent bandwidth 50:1 impedance transformer
<table>
<thead>
<tr>
<th>Lumped or Distributed</th>
<th>Bandwidth w</th>
<th>( K_{12} )</th>
<th>( K_{23} )</th>
<th>( K_{34} )</th>
<th>( D_1 ) in.</th>
<th>( D_2 ) in.</th>
<th>( D_3 ) in.</th>
<th>( \ell_1 ) cm</th>
<th>( \ell_2 ) cm</th>
<th>( \ell_3 ) cm</th>
<th>( \phi_1 ) rad.</th>
<th>( \phi_2 ) rad.</th>
<th>( \phi_3 ) rad.</th>
</tr>
</thead>
<tbody>
<tr>
<td>L 1%</td>
<td>0.7338</td>
<td>0.6973</td>
<td>6.5221</td>
<td>0.554</td>
<td>0.554</td>
<td>0.502</td>
<td>0.3439</td>
<td>0.3620</td>
<td>0.2843</td>
<td>0.02935</td>
<td>0.02789</td>
<td>0.25942</td>
<td></td>
</tr>
<tr>
<td>D 1%</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>0.4183</td>
<td>0.4591</td>
<td>0.3215</td>
<td>0.01431</td>
<td>0.01100</td>
<td>0.17667</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L 5%</td>
<td>1.6409</td>
<td>3.4864</td>
<td>14.5839</td>
<td>0.542</td>
<td>0.532</td>
<td>0.502</td>
<td>0.3747</td>
<td>0.2638</td>
<td>0.1184</td>
<td>0.06561</td>
<td>0.13923</td>
<td>0.56761</td>
<td></td>
</tr>
<tr>
<td>D 5%</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>0.4963</td>
<td>0.2899</td>
<td>0.1214</td>
<td>0.02006</td>
<td>0.10307</td>
<td>0.53787</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L 10%</td>
<td>2.3206</td>
<td>6.9727</td>
<td>20.6247</td>
<td>0.542</td>
<td>0.502</td>
<td>0.502</td>
<td>0.2647</td>
<td>0.2653</td>
<td>0.0759</td>
<td>0.0276</td>
<td>0.27712</td>
<td>0.78246</td>
<td></td>
</tr>
<tr>
<td>D 10%</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>0.2906</td>
<td>0.2944</td>
<td>0.0771</td>
<td>0.06861</td>
<td>0.20206</td>
<td>0.76366</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L 20%</td>
<td>3.2818</td>
<td>13.9454</td>
<td>26.1678</td>
<td>0.532</td>
<td>0.502</td>
<td>0.502</td>
<td>0.2804</td>
<td>0.1248</td>
<td>0.0427</td>
<td>0.13108</td>
<td>0.54399</td>
<td>1.05618</td>
<td></td>
</tr>
<tr>
<td>D 20%</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>0.3129</td>
<td>0.1282</td>
<td>0.0432</td>
<td>0.09173</td>
<td>0.51256</td>
<td>1.04568</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.5 Disk parameters for band-pass impedance transformer using three disks
the TEM mode. These higher-order modes are generally evanescent and thus contribute
energy storage elements to the equivalent circuit of the transmission line. The discon-
tinuities considered here give rise to electric energy storage which is modeled by capa-
citive elements in shunt with the transmission line.

The low-frequency capacitance associated with a discontinuity remote from any
other discontinuities may be determined by reference to the work of Whinnery et. al.
(Refs. 22, 23) and Somlo (Ref. 24). The results of Somlo are particularly useful in fil-
ter design, since he has fitted an equation to the curves of discontinuity capacitance, \( C_d \),
as a function of line dimensions. For the case where the discontinuity occurs on the
inner conductor, his expression gives

\[
C_d = \frac{2\pi \epsilon_0}{\sigma} \left[ \frac{2}{\sigma} + \frac{1}{\sigma} \ln \frac{1 + \sigma}{1 - \sigma} - 2\ln \frac{4\sigma}{1 - \sigma} \right] + 0.111 \left( 1 - \frac{\sigma}{b} \right) (\overline{\sigma} - 1) 2\pi b \cdot 10^{-12} \text{ Farads}
\]

where

\[
\begin{align*}
\overline{b} & = \text{outer conductor radius, meters} \\
\overline{a} & = \text{inner conductor radius, meters} \\
\overline{\sigma} & = \text{disk radius, meters} \\
\sigma & = (\overline{b} - \overline{a})/(\overline{b} - \overline{a}) \\
\overline{\tau} & = \overline{b}/\overline{a}.
\end{align*}
\]

The maximum error resulting from use of this expression is stated to be \( \pm 0.03 \) (2\( \pi b \)) pF
in the ranges \( 0.01 \leq \sigma \leq 1.0 \) and \( 1.0 \leq \overline{\tau} \leq 6.0 \).

The capacitance value obtained by use of (2.36) must be modified for the effects
of frequency. At high frequencies the transverse dimensions of the coaxial line are of
magnitude comparable to a wavelength, resulting in a transverse resonance effect. This
series resonance in the shunt circuit may conveniently be accommodated by use of a fre-
quency correction factor \( M' \) which modifies \( C_d \). Although it is not possible to present
a universally valid correction factor, sufficiently accurate values are obtainable by use
of the curves of Somlo (Ref. 24). The discontinuity capacitance value \( C'_d \) to be used in
the filter design is thus given by
\[ C'_d = M' C_d. \]

The filter disk dimensions determined in Section 2.3 above must now be modified to take account of \( C'_d \), such that there is equivalence between the circuits shown in Figs. 2.24(a) and 2.24(b). Three methods are in common use for determining this equivalence. The first two methods retain the value \( Z_0 \) for the terminated line and use a modified line length \( \ell' \); the third method uses a modified value \( Z'_0 \) in addition to changing the disk length \( \ell \) to a different value \( \ell' \).

Method 1 is due to Cohn (Ref. 25). The transmission line is replaced by a \( \pi \) equivalent circuit of the form shown in Fig. 2.25. The impedance \( Z'_0 = Z_0 \) while \( \ell' \) is chosen such that

\[ Y_0 \tan \frac{\beta \ell}{2} = Y_0 \tan \frac{\beta \ell'}{2} + \omega C'_d \]

or

\[ \ell' = \frac{2}{\beta} \arctan(\tan \frac{\beta \ell}{2} - Z_0 \omega C'_d). \quad (2.38) \]

Method 2 is due to Matthaei (Ref. 26). It follows that of Cohn with the additional assumption that the tangent functions may be replaced by their arguments, since \( \ell \) and \( \ell' \) are small.

\[ \ell' = \ell - 2Z_0 C'_d \frac{\omega}{\beta} \quad (2.39) \]

The principal inaccuracy with these two methods is that they take no account of the change in the value of \( X_b' \), which occurs when \( \ell \) is altered; this deficiency is avoided in the third method.

Method 3 is due to Levy and Rozzi (Ref. 27). The transmission matrices of the two structures shown in Fig. 2.24 are equated, yielding two equations in the two unknowns \( Z'_0 \) and \( \ell' \). A difficulty arises in the solution of these equations, since the \( C'_d \) in Fig. 2.24(b) has been computed for the original value \( Z_0 \), whereas the actual value of the discontinuity capacitance is determined by the revised disk size. Consequently recourse must be made to an iterative procedure to obtain an accurate solution. If \( \ell'_0 \),
Fig. 2.24. (a) Length of transmission line representing disk, and (b) length of transmission line representing disk with discontinuity capacitance.

Fig. 2.25. π equivalent circuit for a transmission line where \( X_b = Z_o \sin (\beta \ell) \) and \( B_a = Y_o \tan (\beta \ell / 2) \)

\[ Z_0, \text{ and } C_0 = C'_d \] are the length, characteristic impedance, and discontinuity capacitance for the original disk, then the new length and characteristic impedance are found by reapplication of Levy and Rozzi's formulas:

\[
\cos(\beta \ell_{k+1}) = \cos(\beta \ell_k) + \omega(C_k - C_{k-1}) Z_k \sin(\beta \ell_k)
\]

\[
Z_{k+1} = Z_k \frac{\sin(\beta \ell_k)}{\sin(\beta \ell_{k+1})}
\]

where \( k = 0, 1, 2, \ldots \) and \( C_{-\ell} = 0 \). Experience has shown that between three and eleven iterations are required to obtain a solution in which the discontinuity capacitance change between successive iterations is less than 1 percent.

One sees from methods 1 and 2 that \( \ell \) must be sufficiently large and \( C'_d \) sufficiently small that \( \ell' > 0 \). A similar restriction holds for method 3 since the magnitude of the right hand side of (2.40) must be less than 1. This implies the discontinuity
susceptance must be smaller than the susceptance of the transmission line equivalent circuit:

\[ B_a > \omega C_d' \]  \hspace{1cm} (2.42)

Equation (2.42) imposes a more severe computational restriction than the limitations imposed by either methods 1 or 2. In practice, method 3 is not applicable for the broader bandwidth filters where the disk lengths can become rather short and the right side of (2.40) becomes larger than 1. For the 1 percent bandwidth filter the relative accuracy of these various methods of accommodating the discontinuity capacitance is illustrated in Fig. 2.26. On the basis of such comparisons the third method was selected for the narrow band filters; the less accurate methods 1 and 2 are used for the broader bandwidth filters.

2.6 Numerical Example and Experimental Results

The band-pass filter design consists of a series of impedance inverters each separated by a half wavelength line. A step by step design procedure for a filter is outlined here using the distributed design technique.

1.) A low-pass prototype filter with the desired characteristics is chosen.

From this a value of \( K = Z_1 \) is found from Fig. 2.8 using a reactance slope parameter of \( \frac{\pi Z_c}{2} \) for the half wavelength line.

2.) An arbitrary diameter is chosen for the disk. The larger the disk diameter, the shorter its length.

3.) The disk characteristic impedance \( Z_0 \) is found.

4.) The value for \( E' \) is found from (2.32).

5.) A test is made to insure \( E' > 1 \). If \( E' < 1 \), the disk diameter is too small, and a larger diameter must be chosen.

6.) The disk length is found from (2.33).

7.) The length of line \( \phi \) on either side of the disk is found from (2.30).

8.) The discontinuity capacitance is found from (2.36).

9.) Finally the disk dimensions are modified in accordance with one of the three methods of Section 2.5.
Fig. 2.26. A 1 percent bandwidth band-pass filter for the ideal case when there is no discontinuity capacitance (...) when the filter is compensated for discontinuity capacitance by method 1 (---), method 2 (---), and method 3 (--). The ideal case and the compensation by method 3 merge at the left side.

This algorithm was used in computer program A listed in Appendix A which designs and analyzes these filters.

As an example of the application of the design procedure, consider the design of a three pole Chebyshev filter with a center frequency of 8.50 GHz, fractional bandwidth \( w = 0.10 \), and pass-band ripple of 0.1 dB. The prototype elements, which may be found in various references (e.g. Ref. 16), for this case are \( g_0 = 1.0000 \), \( g_1 = 1.0315 \), \( g_2 = 1.4740 \), \( g_3 = 1.0315 \), and \( g_4 = 1.0000 \). The filter is to be constructed in
standard 14 mm 50-ohm coaxial line, and each disk will be surrounded by Teflon material with a relative dielectric constant of 2.03 (Ref. 28). Step 1 shows that \( Z_1 = 19.5117 \) for the first impedance inverter. A disk diameter of 1.275 cm is assumed, giving a characteristic impedance of 9.68 ohms. Step 4 shows \( E' = 2.28 > 1 \) so the disk diameter is large enough. Since \( \beta = \omega(2.03)^{1/2}/c \), (2.33) gives the disk length as 0.0833 cm. Step 7 indicates that the length of transmission line on each side of the disk is 0.3619 radians. Since the network is symmetrical, the first and second disks are identical to the fourth and third disks respectively.

The design must now be modified to accommodate the effect of discontinuity capacitance. This capacitance has a value of 0.3306 pF for one side of the first disk. Method 2 is sufficiently accurate for this case, so the new disk length is found from (2.39) to be 0.03698 cm, giving a 50 percent reduction in disk length. The modified lengths of the remaining three disks may be found similarly.

The above theory was experimentally verified with both 10 percent and 1 percent bandwidth filters. The preceding design procedure was used, with the exception that no Teflon material was used around the outer two disks, in order to make \( l' \) longer. Fig. 2.15 shows a schematic and Table 2.6 gives the final design parameters for these two filters. Figs. 2.27 and 2.28 show the experimental data obtained from slotted line measurements compared with calculations which accounted for the discontinuity capacitance. Method 2 was used for the 10 percent filter and method 3 for the 1 percent filter. The minimum insertion loss for the 1 percent filter was 2.1 dB at center frequency. A photograph of the 1 percent filter is shown in Fig. 2.29. Using this design procedure, several filters have been built with good results in 7 mm coaxial line, having center frequencies in the 14 - 20 GHz range, with bandwidths around 5 percent.

<table>
<thead>
<tr>
<th>Fractional Bandwidth</th>
<th>( \phi_1 = \phi_4 ) radians</th>
<th>( \phi_2 = \phi_3 ) radians</th>
<th>( l_1 = l_4 ) cm</th>
<th>( l_2 = l_3 ) cm</th>
<th>Disk Diameters</th>
<th>( D_1 = D_4 ) inches</th>
<th>( D_2 = D_3 ) inches</th>
<th>( d_1 = d_3 ) cm</th>
<th>( d_2 ) cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.7019</td>
<td>0.2153</td>
<td>0.03698</td>
<td>0.21501</td>
<td>0.502</td>
<td>0.502</td>
<td>2.0209</td>
<td>1.8843</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.2067</td>
<td>0.0133</td>
<td>0.21681</td>
<td>0.40795</td>
<td>0.532</td>
<td>0.554</td>
<td>1.8252</td>
<td>1.7710</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.6 Experimental design parameters of the filter shown in Figs. 2.27 and 2.28
Fig. 2.27. A 1 percent bandwidth band-pass filter designed by the lumped method (---), by the distributed method (--), by the distributed method with discontinuity capacitance accommodated by method 3 (---), and experimental results of the solid line filter (xxx). The ideal case when there is no discontinuity capacitance (---) and the case where method 3 is used (---) merge for the lower frequencies.
Fig. 2.28. A 10 percent band-pass filter designed by the distributed method where discontinuity capacitance is accommodated by method 2 with experimental results (×). The insert is a portion of the characteristic drawn on an expanded scale.
Fig 2.29. Photograph of the 1 percent bandwidth band-pass filter
2.7 Discussion

2.7.1 Filter Limitations Imposed by Choice of Bandwidth. The filter design is limited to a maximum of approximately 20 percent bandwidth, for beyond this value disks of reasonable diameter are of such small length $\ell$ that the modified disk length $\ell' < 0$. The filter is limited to a minimum bandwidth (somewhat less than 1 percent) by the requirement that $E' > 1$, i.e., the disk length must be shorter than a quarter wavelength. As the desired bandwidth decreases this inequality can be satisfied by increasing the disk diameter; consequently, the minimum bandwidth is restricted by the physical requirement that the difference between the disk diameter and outer conductor diameter not exceed the limits imposed by manufacturing tolerances.

The lumped design approach places no \textbf{a priori} limitation on disk diameters, while the distributed design approach requires $E' > 1$, setting a lower limit on the disk size. When filters designed by the lumped approach use diameters below this boundary, the resulting filters fail to give even reasonably acceptable characteristics. When the disk diameters are above this boundary the distributed design method continues to give superior filter characteristics as the graphs have shown.

2.7.2 Bandwidth Discrepancy. The computed bandwidth of the filter obtained from numerical calculation, does not agree exactly with the design bandwidth. The calculated bandwidth is approximately 1 percent for the 1 percent filter design, 4 percent for the 5 percent filter design, 8.5 percent for the 10 percent filter design, and 14.5 percent for the 20 percent filter design. Young (Ref. 16, pp. 564–566) listed two causes for bandwidth contraction with the direct coupled cavity filter designed using a quarter-wave transformer prototype. They are (1) electrical separation between reference planes shrinks as frequency increases and (2) the electrical lengths (his $\psi'$ and $\psi''$) associated with the reactive discontinuity also shrink with increasing frequency.

A similar argument can be used here, with reference to the impedance inverters and their associated angles $\delta$. Consider a shorted length of transmission line of reactance $X_t$, which is half-wave resonant at frequency $\omega_0$, and a series LC circuit of reactance $X_c$, which is also resonant at $\omega_0$. If the two circuits have equal values for the reactance slope parameter at resonance, the ratio $X_t/X_c$ at a general frequency $\omega$ will be given by
\[
\frac{X_t}{X_c} = \left(1 + \frac{d'}{2 + d'}\right) \left[1 + 1/3(sd')^2 + 2/15(sd')^4 + \ldots\right]
\text{for } |d'| < 1/2
\]

where

\[
d' = \frac{\omega - \omega_0}{\omega_0}
\]

and a series expansion has been used for the tangent function. Thus \(X_t > X_c\), and the ratio increases rapidly with increase in \(|d'|\). Consequently the equivalence between the distributed-circuit filter and its lumped-element prototype might be expected to break down as the filter bandwidth is increased.

2.7.3 Low-frequency Characteristics. Since the filter structure discussed here is quite similar to the popular low-pass coaxial filter, it is expected that power transmission through the filter will occur at some lower frequency. Figures 2.30(a) and 2.30(b) show theoretical and experimental plots for the 1 percent and 10 percent bandwidth filters and Fig. 2.30(c) shows the low-frequency response for a 20 percent bandwidth filter. All of these filters were designed to have a passband at 8.5 GHz. The low-pass 3 dB point is 0.750 GHz for the 1 percent filter, 3.02 GHz for the 10 percent filter, and 3.95 GHz for the 20 percent filter. Furthermore, as the fractional bandwidth increases, the low-frequency passband increases and the low-frequency response looks more like a low-pass filter.

These low-frequency characteristics will be seen to be of major importance in the design of a LSUC. However actually controlling these characteristics seems to be limited to the choice of design bandwidth. If the fractional bandwidth of the filter is specified, the only degree of freedom left is the choice of disk diameter. If the disk diameters are made smaller, and hence the disks made longer, some change in the low-frequency response can be made as indicated in Fig. 2.30(d). Although the low-pass 3 dB point is at a lower frequency when the disk diameters are smaller, the choice of disk diameters does not seem to have sufficient influence to make it a design parameter for the low-frequency characteristic. Figures 2.30(a), 2.30(b), and 2.30(c) show that for a given passband ripple and a fixed number of impedance inverters, the bandwidth exerts the major influence on the low-frequency response.
Fig. 2.30 Low-frequency response of band-pass filter with center frequency of 8.5 GHz for bandwidth of (a) 1 percent, (b) 10 percent, (c) 20 percent, and (d) 10 percent bandwidth with modified diameters.
2.7.4 Effect of Filter Parameter Variations. Some knowledge of the mechanical tolerances is helpful in constructing a filter. When numerical calculations were made on a 10 percent bandwidth filter with all four disks shorted by 0.02 cm the center frequency increased approximately 50 MHz, the high frequency ripple decreased from $|\Gamma|^2 = 0.04$ to 0, and the low frequency ripple increased from $|\Gamma|^2 = 0.04$ to 0.05. Lengthening all 4 disks by 0.02 cm decreased the center frequency approximately 50 MHz, increased the high frequency ripple to $|\Gamma|^2 = 0.12$ and decreased slightly the low frequency ripple. In other words, lengthening and shortening the disk had the opposite effects. If the distances between disks are shortened 0.04 cm, the center frequency increases only 20 MHz, which is less than was expected. Increasing or decreasing the disk diameter has a similar effect on the filter characteristic as increasing or decreasing the disk length. Thus the filter is relatively insensitive to errors in the distance between disks but moderately sensitive to errors in disk size, especially for a narrow-band filter where the ratio of disk to outer conductor diameters is only slightly less than one.

The effect of using incorrect values for dielectric constant and discontinuity capacitance was studied. If the dielectric constant $\epsilon_r$ of the material surrounding the center two disks of the 1 percent bandwidth filter is reduced by 26 percent, from 2.03 to 1.50, the filter bandwidth increases to 1.26 percent. Also when the filter response was computed using values for discontinuity capacitance which were 10 percent to high, the center frequency of the original 1 percent bandwidth filter decreased approximately 2 MHz and the bandwidth increased by only 2.3 percent of its original value.

Narrow-band filters generally have higher pass-band losses than wider filters. A lossy-line analysis of the 1 percent bandwidth filter using standard tabulated values for the conductivity of brass and silver, and the loss tangent of Teflon, and a roughness factor of 1.8 indicated that bandwidth remained essentially unchanged. However the ripples near the band-edges started to deteriorate, as was confirmed experimentally.

2.8 Conclusions

A design procedure has been developed for band-pass coaxial filters, which is based on the readily available low-pass prototype circuit, and is applicable for bandwidths between approximately 1 percent and 20 percent. Numerical and experimental
results have shown that the filter characteristics are greatly improved when the impedance inverters are synthesized as short sections of transmission line rather than as lumped capacitances. The emphasis has been on band-pass filters with 50 ohm terminations, but the design theory may readily be applied to impedance transformers. These impedance transformers are used in the design of the lower sideband upconverter.
CHAPTER III

DESIGN THEORY FOR THE LOWER SIDEBAND UPCONVERTER

3.1 Introduction

The analyses of parametric devices found in most textbooks and journal articles are performed with very simple lumped circuits. However, most LSUC's operate at microwave frequencies and therefore are built using distributed circuits. The analysis in this chapter will consider various distributed element circuits, which could be used in designing a LSUC. Section 3.2 contains a review of the design and analysis relationships for LSUC's and includes a discussion of the cause for the nonresonant gain maximum seen in later calculations. A low reactance at the upper sideband frequency is shown in Section 3.3 to produce deleterious effects on the gain and noise figure. Section 3.4 includes a description of three LSUC circuit configurations. This is followed with numerical calculations of gain, gain bandwidth product, and noise figure for these three circuits when the diodes are tuned by constant impedances a specified distance from the diode, by single-stub tuners, and by double-stub tuners. The effects of diode parasitic elements and higher order sidebands are also explored. Finally in Section 3.5 the filter theory developed in Chapter II is used to design several LSUC circuits with coaxial impedance matching transformers.

3.2 Review of Existing LSUC Design Theory

As mentioned in Chapter I, the progress in parametric amplifier design has been hastened by the development in the late 1950's of high quality varactor diodes. A reverse biased varactor diode chip now can be accurately modeled as a voltage dependent depletion layer capacitance in series with a small resistance. The basic design theory described below uses this model. The addition of diode parasitic elements and external circuit impedances can be easily accommodated in the design theory and therefore does not detract from its usefulness.
The fundamental relationships between power and frequency for lossless non-linear reactances were derived by Manley and Rowe (Ref. 6) in 1956 and have since been named after these two authors. They are given by

\[
\sum_{m=0}^{\infty} \sum_{n=-\infty}^{\infty} \frac{m^P m^n}{m \omega_p + n \omega_s} = 0
\]  

\[
\sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} \frac{n^P m^n}{m \omega_p + n \omega_s} = 0
\]

where \( P_{mn} \) is the power flow into the device at frequency \( m \omega_p + n \omega_s \). In this formulation the frequencies \( \omega_p \) and \( \omega_s \) are either incommensurate or commensurate and incoherent (Ref. 29). These relations are useful in understanding the principles of such devices as frequency multipliers, reflection parametric amplifiers, frequency upconverters, and frequency downconverters. They also can be used to find the ultimate power gain and conversion efficiency of parametric devices. Although the Manley-Rowe relations illustrate the feasibility of frequency conversion in parametric (nonlinear reactive) devices, they do not contain detailed circuit design information.

3.2.1 Method of Harmonic Balance. Nonlinear circuits can be modeled by a series of nonlinear differential equations, which in general cannot be solved analytically. However, if a small signal assumption is made, they can be reduced to linear differential equations with time-varying coefficients. The circuit problem may then be solved either by direct solution of the differential equations or by use of the principle of harmonic balance. The latter approach has been the most successful in analysis of parametric circuits. In either case once the nonlinear differential equations are linearized, analysis of the ferroresonant effect as well as higher order instabilities occurring at certain harmonics and fractions of the pump frequency is no longer possible. However Oliver (Ref. 15) was able to explain these effects by exploring the original nonlinear equations.

For the small signal assumption, the pump voltage (or charge) is much larger than the incoming signal voltage (or charge) or any components at the generated sideband frequencies. Thus the varactor elastance variation is caused solely by the pump source,
and the small incoming signal sees a time-varying elastance oscillating at harmonics of the pump frequency.

The small signal (differential) elastance of a varactor diode can be written in terms of the total charge \( q_t \) stored in the diode junction and the total voltage \( v_t \) across the junction:

\[
S(q_t) = \frac{dv_t}{dq_t}.
\]  
(3.3)

The total applied voltage and charge is the sum of the pump \((v_p, q_p)\) components, plus the signal and sideband components \((v'_s, q'_s)\)

\[
v_t = v_p + v'_s
\]

\[
q_t = q_p + q'_s
\]

where \( v_p \gg v'_s \) and \( q_p \gg q'_s \). Expansion of \( v_t \) into a Taylor series yields an incremental voltage-charge relationship

\[
v'_s = S(q_p) q'_s
\]  
(3.4)

where

\[
S(q_p) = \sum_{m=-\infty}^{\infty} s_m e^{jm\omega_p t}.
\]  
(3.5)

Applying the principle of harmonic balance (Ref. 30) to (3.4), two infinite, but equivalent, sets of equations are obtained. One of these sets is written in matrix form in (3.6).
The notation used in (3.6) is defined as follows:

\[ \omega_k = \left[ \frac{k}{2} \right] \omega_p + (-1)^k \omega_s \]  

(3.7)

where \( k = 1, 2, 3, \ldots; [x] \) is the symbol for the greatest integer less than \( x \), \( \omega_p \) is the radian pump frequency, \( \omega_s \) is the radian signal frequency, \( V_k \), \( I_k \), and \( Z_{kk} \) are the voltages, currents, and impedances at \( \omega_k \) respectively, and \( Z_{kk} = \frac{-jS_0}{\omega_k} + \text{diode parasitic elements + circuit impedance} \). The time origin is ordinarily chosen so that \( S_1 = S_{-1} \). This matrix can be written more concisely as

\[
\begin{bmatrix}
V_1 \\
V_2^* \\
V_3 \\
V_4^* \\
\vdots
\end{bmatrix} = 
\begin{bmatrix}
Z_{11} & -jX_{12} & jX_{13} & -jX_{14} & \cdots & i_1 \\
jX_{21} & Z_{22}^* & jX_{23} & -jX_{24} & \cdots & i_2^* \\
jX_{31} & -jX_{32} & Z_{33} & -jX_{34} & \cdots & i_3 \\
jX_{41} & -jX_{42} & jX_{43} & Z_{44}^* & \cdots & i_4^* \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots
\end{bmatrix}
\]

(3.8)

where

\[ X_{mn} = \frac{-S_j}{\omega_n} \]

and

\[ j = (-1)^n \frac{2n-1}{4} - (-1)^m \frac{2m-1}{4} \]

Two additional assumptions are often invoked to simplify (3.6): (1) \( S_1 \) is assumed to be the only significant pumped elastance component, and (2) the open circuit assumptions are employed at the higher sideband frequencies. Most of the non-diagonal terms in (3.6) can be set to zero by means of the first assumption. Removal of this assumption is discussed in the following section. The open circuit assumption is equivalent to saying that all currents above a given frequency are open-circuited by the external circuit. The simplest analysis of a LSUC would assume all currents at
frequencies \( \omega > \omega_2 \) are zero. This leaves two currents but an infinite number of voltages. However since no power is propagated at these higher frequencies, these voltages may be safely ignored and (3.6) is reduced to a 2 x 2 matrix. In the numerical analysis presented in Sections 3.4 and 3.5 the first assumption is removed and the second relaxed.

The same analysis can be performed to obtain an admittance matrix rather than the impedance matrix of (3.6). The number of equations is reduced by using a short circuit assumption, i.e., voltages above a specified frequency are short-circuited by the external circuit. In general the open-circuit assumption is considered superior since the package lead inductance presents a high reactance to the diode chip at high frequencies, although if the lead inductance is resonated this argument fails.

3.2.2 Elastance Coefficients. The theory developed thus far for the LSUC can be applied only if the nonlinear characteristic of the varactor diode is precisely known. For a diode heavily doped on one side, and having a doping distribution of

\[
N(x) = ax^b
\]

(3.9)
on the other side, the nonlinear depletion layer elastance is

\[
S = S_b(1-V/\phi_v)^\gamma
\]

(3.10)

where \( \gamma = 1/(b+2) \), \( \phi_v \) is the built-in potential, \( V \) is the applied voltage (\( V > 0 \) for forward bias), and \( S_b \) is the zero bias elastance.

One method of finding the harmonic elastance components is to expand (3.10) in a Fourier series by assuming a sinusoidal voltage source and allowing harmonic currents to flow (short-circuit assumption). Alternately the expansion can be made by assuming a sinusoidal charge source and allowing harmonic voltages to exist (open-circuit assumption). These two cases have been studied by Oliver (Ref. 15, Appendix B). Leesom (Ref. 31) noticed this expansion could be expressed as a solution of the Laplace integral where the answer was found in terms of gamma functions and the associated Legendre function of nonintegral degree. However, a more accurate method has been found which is not subject to either of these assumptions. Oliver (Ref. 15) has solved
the nonlinear differential equation describing a varactor diode in a particular circuit to obtain a set of elastance components for (3.5). In the numerical work which follows, Oliver's method is used to obtain the elastance components for a graded junction diode embedded in the particular circuit configuration under study.

3.2.3 Gain Relationship for the LSUC. The power gain of an amplifier can be expressed in at least five different ways, of which the transducer power gain has been found to be the most meaningful for negative resistance devices like the LSUC. In the following discussion the amplifier accepts a signal from a voltage source with internal impedance $Z_g$ and the amplified output power is dissipated in a load $Z_f$.

1. The power gain is defined as the ratio of power dissipated in the load to the power delivered to the input of the amplifier. This gain definition depends only on $Z_f$, and since the properties of a LSUC depend strongly on $Z_g$ and $Z_f$, this definition is of limited use.

2. The available gain is the ratio of the amplifier output power to source available power. Since this gain depends only on $Z_g$ and not on $Z_f$, this definition suffers a similar drawback to that of the first.

3. The exchangeable gain of an amplifier is the ratio of output exchangeable power to input exchangeable power. The exchangeable power of a source with internal impedance $Z$ and voltage $V$ is

$$P = \frac{|V|^2}{4\text{Re}(Z)} \quad \text{Re}(Z) \neq 0$$

which can be $< 0$ for negative resistance devices (Ref. 32). The exchangeable gain is an extension of available gain and suffers from the same limitation: it does not depend on $Z_f$.

4. The insertion gain is the ratio of output power to the power dissipated in the load if the amplifier were not present. Exactly what replaces the amplifier in this definition is unspecified, and this becomes a major problem in frequency conversion devices such as the LSUC. Therefore this definition of gain is too vague to be useful here.
5. The transducer power gain is the ratio of the power delivered to the load to the source available power. This definition depends on both $Z_g$ and $Z_f$, an advantage the other definitions lack. Also in contrast to the exchangeable gain, the present definition gives positive gain.

When the transducer power gain is applied to frequency conversion devices it is given by

$$G_{mn} = \frac{\text{average power delivered to the load at } \omega_m}{\text{average available power from the source at } \omega_n}$$

If the source voltage $V_n$ is conducted through a source resistance $R_{gn}$ and the resulting output current $i_m$ is absorbed by a load resistance $R_{fm}$, the transducer power gain is

$$G_{mn} = \frac{|i_m|^2 R_{fm}}{|V_n|^2 / 4 R_{gn}}$$

$$G_{mn} = \frac{|Y_{mn}|^2}{4 R_{im} R_{gn}}$$

(3.11)

where $Y_{mn}$ is the $(m,n)$ element of the inverse of the impedance matrix (3.6).

Synthesis of LSUC's to obtain a specified gain presently is limited to using only the signal and lower sideband frequencies. The open-circuit assumption is used for all frequencies $> \omega_2$, so the infinite impedance matrix (3.6) is reduced to a $2 \times 2$ matrix. Since there is only one voltage source $V_1$, the matrix may be reduced to a lower triangular form even when more than two frequencies are considered. Thus a complete matrix inversion is unnecessary to find $Y_{mn}$. After some straighforward algebra the gain for the LSUC is

$$G_{21} = \frac{4Q_{11}^2 R_{g1} R_{12}^2 R_s^2}{|Z_{11} Z_{22}^* - Q_{11} Q_{21} R_s^2|^2}$$

(3.12)

where $Q_{ij} = \frac{S_i}{\omega R_s}$, $R_s$ is the diode series bulk resistance, and $Z_{mn}$ is a matrix element in (3.6). At midband this expression can be written as
\[ G_{21} = \frac{4x_g y_{\ell} r K_q}{(1+x_g)(1-y_{\ell}) - K_q} \]

(3.13)

where

\[ x_g = \frac{R_g}{R_s} \]

(3.14)

\[ y_{\ell} = \frac{R_{\ell}^2}{R_s} \]

(3.15)

\[ K_q = Q_{11} Q_{21} \]

(3.16)

\[ r = \frac{\omega_{20}}{\omega_{10}} \]

(3.17)

and \( \omega_{10}, \omega_{20} \) are the midband signal and lower sideband radian frequencies. When \( x_g \) is set to a nonzero constant \( > (K_q - 1) \), (3.13) shows that the gain is always finite.

For a specified value of \( x_g > (K_q - 1) \), \( y_{\ell} \) can be varied to maximize the midband gain (Ref. 11) yielding

\[ G_{21} = \frac{Q_{11}^2 x_g}{(1+x_g)(1-x_g - K_q)} \]

(3.18)

\[ y_{\ell} = 1 - \frac{K_q}{1+x_g} \]

(3.19)

Since the gain expression (3.13) is symmetrical in \( x_g \) and \( y_{\ell} \), a similar expression for maximum gain is obtained for a specified value \( y_{\ell} > (K_q - 1) \).

In reflection parametric amplifiers (RPA) and upconverters, the maximum gain often occurs slightly below the resonant frequency (Ref. 33). The reason for the nonresonant gain maximum can be seen more clearly by rearranging (3.12):

\[ G_{21} = \frac{4R_g R_{\ell}^2 (s_1/\omega_1)^2}{|Z_{11} Z_{22}^* - s_2^2/(\omega_1 \omega_2)|^2} \]
As the frequency falls slightly below resonance, the denominator decreases because the parametrically induced negative resistance term has increased. The other frequency dependent terms in the gain expression are of less significance in many microwave structures. An analytical expression for the true maximum gain and the frequency shift can be found for the ideal LSUC in a fashion similar to that used for the ideal RPA (Refs. 34, 35). If the amplifier uses single-tuned signal and lower sideband circuits, then the transducer power gain near resonance is

\[
G_{21} = \frac{4R_1R_2S_1^2(1-2\delta\omega/\omega_1)}{|Z_{22}|^2 \omega_0^2 \left[ (R_{g1}-R_{v0})^2 + (a_\delta \omega)^2 \right]}
\]

where

\[
\delta\omega = \omega_1 - \omega_{10}
\]

\[
Z_v = \frac{S_1^2}{\omega_1^2} - R_s - jX_{11}
\]

\[
= R_v + jX_v
\]

\[
Z_{v0} = Z_v|_{\omega_1 = \omega_{10}}
\]

\[
a_r = \frac{dR_v}{d\omega_1}|_{\omega_1 = \omega_{10}}
\]

\[
= \frac{S_1^2(\omega_{20} - \omega_{10})}{R_{22}^2\omega_{10}^2\omega_{20}}
\]

\[
a_x = \frac{dX_v}{d\omega_1}|_{\omega_1 = \omega_{10}}
\]

\[
= \frac{S_1^2}{\omega_1^2 \omega_{20}^2} \frac{dX_{22}}{d\omega_1}|_{\omega_1 = \omega_{10}} - \frac{dX_{11}}{d\omega_1}|_{\omega_1 = \omega_{10}}
\]
Maximizing the gain with respect to $\delta \omega_m$ gives an expression for the frequency deviation from resonance $\delta \omega_m$ where the gain is maximum. After some algebra this gives

$$\frac{\delta \omega_m}{\omega_{10}} = -\left(\frac{1}{a_r^2 + a_x^2}\right) \left(\frac{R_g l - R_v 0}{\omega_{10}}\right)\left(\frac{R_g l - R_v 0}{\omega_{10}} - a_r\right)$$

where the approximation $X_{22} = 0$ is used. The maximum gain can be found simply by using $\delta \omega_m$ in the gain expression. This expression demonstrates the existence of the nonresonant gain maximum. However since the microwave circuits used in LSUC's are so complicated, accurate, tractable analytical expressions for the maximum gain cannot be found.

3.2.4 Bandwidth and Gain-Bandwidth Product. If the varactor diode contains no parasitic elements, and if the external circuit is assumed to consist of ideal filter elements, then approximate analytical expressions may be derived for bandwidth and gain-bandwidth product. Under high-gain conditions, the primary frequency dependence of gain is the reactive term in the denominator of the gain expression (Ref. 36). Thus when the frequency-dependent reactance increases to where the denominator is doubled, the gain is approximately halved, and the bandwidth as a fraction of the input frequency can be found:

$$w = \frac{1 - \alpha_w}{Q_{10}} + \frac{\alpha_w Q_{20}}{1 + x_g^\prime} + \frac{\alpha_w Q_{20}}{1 + y\ell}$$

where

$$\alpha_w \triangleq \frac{K}{(1 + x_g^\prime)(1 + y\ell)^{\frac{1}{2}}}$$

The definition of gain-bandwidth product used here is the square root of the transducer power gain multiplied by the fractional bandwidth (3.20). The square root of the gain is used since the frequency dependence of the gain-bandwidth product is minimized. The gain-bandwidth expression is

$$\text{GBW} \triangleq w(G_{21})^{\frac{1}{2}}$$
GBW = \left[ \frac{4x_g y_f \alpha_r}{(1-x_g)(1+y_f)} \right]^{1/2} \left[ \frac{Q_{10}}{1+x_g} + \frac{\alpha_w}{r} \frac{Q_{20}}{1+y_g} \right]^{-1} \tag{3.21}

Because of the assumptions used, these two expressions are useful only in finding the approximate upper limits for a particular LSUC or for comparing different designs.

3.2.5 Noise Figure Relationship for the LSUC. Noise sources in an upconverter circuit can be broadly divided into two classes: thermal noise caused by random motion of electrons in a resistor and shot noise caused by random fluctuations of charge carriers in an electric current. The thermal noise in the LSUC is assumed to be caused entirely from \( R_{rr} = R_S + R_r \), where \( R_S \) is the series bulk resistance of the diode and \( R_r \) is the circuit resistance at \( \omega_r \). The shot noise is assumed to be caused by the charge carriers traversing the depletion layer of the varactor diode. Shot noise in varactor diodes is generally considered negligible in comparison with thermal noise in uncooled parametric amplifiers. This is based on the simple calculation made by Uhlir (Ref. 37) who showed that the noise current when both shot and thermal noise are present is

\[
\langle I^2 \rangle = \frac{4kTB_w}{R} + 2qB_w I_0 \tag{3.22}
\]

where \( I_0 \) is the dc current, \( k \) is Boltzmann's constant, and \( T \) is the absolute temperature. Substituting numbers for a typical parametric amplifier into this expression shows that the first term is much larger than the second. Indeed, Uhlir has shown elsewhere (Ref. 38) that the ideal nonlinear capacitor (zero storage time) has no shot noise output. However the shot noise effect is more complicated than that implied by (3.22) and cannot be automatically neglected. Even if the diode is open circuited as is the case of the LSUC discussed here, shot noise can still arise from forward-and-back current (Ref. 38).

Josenhans (Ref. 39) calculated the shot and thermal noise in a reflection parametric amplifier subject to several simplifying assumptions. The assumptions that will be retained for the calculation given here are the following.

1. The diode has a large dynamic \( Q \) at the signal and sideband frequencies.
2. The charge carrier makes one pass across the space charge layer and recombines on reaching the far side.

3. The transit time of the carrier is short compared to the period of the pump.

4. The effect of any fast surface states is negligible.

In addition to these assumptions, Josenhans assumed high gain and no higher order sideband frequencies. The first is unnecessary, as tractable results can be obtained for arbitrary gain while the second will be employed after the general expression is obtained. The noise equivalent circuit of the varactor chip shown in Fig. 3.1 can be reduced to that in Fig. 3.2 when the dynamic $Q \gg 1$. In these figures $T_d$ is the diode temperature and $T_a$ is the ambient temperature. The forward diode current

$$i_0 = i_s(e^{qV/kT} - 1)$$

is used to find the equivalent diode noise resistance:

$$R_x = \frac{kT}{qI_0}$$

The shot noise source may be regarded as an equivalent resistance at $\omega$ given by

$$R_{er} = \frac{\left(\frac{S_0}{\omega}\right)^2}{R_x + \left(\frac{S_0}{\omega}\right)^2}$$

so that mathematically this noise source can be treated as a thermal noise source of mean square voltage $< v^2 > = 4kT B_w R_{er}$.

There are several definitions of noise figure in the literature, but the "actual noise figure" proposed by Kurokawa (Ref. 40) is the most meaningful and the most convenient for negative resistance amplifiers. This definition includes the noise contribution from the load, so that two amplifiers which are not necessarily optimally loaded may be compared. The actual noise figure is defined as

$$F_m = \frac{\text{noise power delivered to the load at } \omega_m}{\text{available noise input power at } \omega_n} \cdot \frac{1}{G_{mn}}$$
Fig. 3.1. Noise equivalent circuit

\[
\langle V^2 \rangle = 4kT_d R_w R_s
\]

Fig. 3.2. Transformed noise equivalent circuit

\[
\langle V^2 \rangle = \frac{2P_w kT_a x (S_0/\omega_r)^2}{R_x + (S_0/\omega_r)^2}
\]
The noise power delivered to the load can be analyzed as three components:

1. noise from sources at \( f_r (r \neq m) \),
2. noise from internal sources of the amplifier at \( f_m \),
3. and noise from the load itself which is amplified and returned to the load.

The first noise component is

\[
N_{mr} = |Y_{mr}|^2 R_{rm} \left( 4kB_w [R_{sd} T_d + T_a (R_r + R_{er})] \right) \quad r \neq m
\]

The second component is generated at \( f_m \) from the resistance \( R_{mm} - R_{fm} \):

\[
N_{mma} = |Y_{mm}|^2 R_{rm} \left( 4kB_w [R_{sd} T_d + R_m T_a + R_{em} T_a - R_{fm} T_a] \right)
\]

The third component is the thermal noise arising from the load \( R_{fm} \) and is obtained by multiplying the output reflection gain of the amplifier by the available noise of the load.

\[
N_{mmb} = kT_a B_w \left( \frac{R_{rm} - [(Y_{mm})^{-1} - R_{fm}]}{R_{rm} + [(Y_{mm})^{-1} - R_{fm}]} \right)^2
\]

\[
= kT_a B_w \left( 1 - 2R_{fm} Y_{mm} \right)^2
\]

Summing these three noise contributions up gives the total output noise power

\[
N_m = kB_w \left\{ 4R_{rm} \left( \sum_{r=1}^n |Y_{mr}|^2 \left( R_{sd} T_d + R_r T_a + R_{er} T_a \right) - |Y_{mm}|^2 R_{rm} T_a \right) \right. \\
+ T_a \left[ 1 - 2R_{fm} Y_{mm} \right]^2 \right\}
\]

where \( n - 1 \) is the number of sidebands considered. The noise figure is then

\[
F_m = \frac{N_m}{kT_a B_w G_{mn}} \quad (3.23)
\]
The noise power delivered to the load can be analyzed as three components:

1. noise from sources at \( f_r (r \neq m) \),
2. noise from internal sources of the amplifier at \( f_m \),
3. and noise from the load itself which is amplified and returned to the load.

The first noise component is

\[
N_{mr} = |Y_{mr}|^2 R_{fm} \left( 4kB_w \left[ R_s T_d + T_a (R_r + R_{er}) \right] \right) \quad r \neq m
\]

The second component is generated at \( f_m \) from the resistance \( R_{mm} - R_{fm} \):

\[
N_{mma} = |Y_{mm}|^2 R_{fm} 4kB_w \left[ R_s T_d + R_m T_a + R_{em} T_a - R_{fm} T_a \right]
\]

The third component is the thermal noise arising from the load \( R_{fm} \) and is obtained by multiplying the output reflection gain of the amplifier by the available noise of the load.

\[
N_{mmb} = kT_a B_w \left( \frac{R_{fm} - [(Y_{mm})^{-1} - R_{fm}]}{R_{fm} + [(Y_{mm})^{-1} - R_{fm}]} \right)^2
\]

\[= kT_a B_w \left| 1 - 2R_{fm} Y_{mm} \right|^2 \]

Summing these three noise contributions up gives the total output noise power

\[
N_m = kB_w \left\{ 4R_{fm} \left( \sum_{r=1}^{n} |Y_{mr}|^2 (R_s T_d + R_r T_a + R_{er} T_a) - |Y_{mm}|^2 R_{fm} T_a \right) + T_a \left| 1 - 2R_{fm} Y_{mm} \right|^2 \right\}
\]

where \( n - 1 \) is the number of sidebands considered. The noise figure is then

\[
F_m = \frac{N_m}{kT_a B_w G_{mn}} \quad (3.23)
\]
\[ y_\ell \leq 1, \text{ and for some fixed } y_\ell > (K_q - 1) \geq 0, \text{ the gain is maximized for some } x_g \leq 1. \]

The first maximum gain condition implies \( x_g > y_\ell \), and the second implies \( y_\ell > x_g \).

Equation (3.25) clearly shows that the first maximum gain condition (with large \( x_g \))
gives superior noise figure and that noise decreases with increasing upconverter gain.

When the noise figure is optimized with respect to the set of maximum gains
of (3.18), the minimum noise figure as determined by Khan (Ref. 11) is

\[
F_2 = 1 + \frac{2}{Q_{11}^2} \left( 1 + \sqrt{1 + Q_{11}^2} \right)
\]

(3.26)

and the resulting gain is

\[
G_{21} = r \left( \frac{1}{\sqrt{1 + Q_{11}^2}} \right)^{-1} \left( \frac{1 + Q_{11}^2}{K_q} + \frac{1}{K_q} - 1 \right)^{-1}
\]

(3.27)

where

\[
x_g = \sqrt{1 + Q_{11}^2}
\]

(3.28)

\[
y_\ell = 1 - \frac{K_q}{1 + x_g}
\]

(3.29)

\[
r > r_c \triangleq \sqrt{1 + Q_{11}^2} - 1
\]

(3.30)

If the diode \( Q_{11} \) is known and a specified gain is desired consistent with the minimum
noise figure (3.26), then the optimum frequency ratio is determined from (3.27):

\[
r_{opt} = r_c \left[ 1 - \frac{r_c (r_c + 1)}{(r_c + 2)G_{21}} \right]^{-1}
\]

(3.31)

The desired gain obviously must be sufficiently large to give a finite optimum frequency
ratio.

3.2.6 Origin of Shot Noise. The measurements of shot noise made by Josenhans
on gallium arsenide and germanium diodes were all in error by less than 46 percent
when compared to his theory, but for silicon diodes the measurements differed from the
theory by a factor of 10 to 15. A similar discrepancy was observed earlier by Ueno-hara (Ref. 41). He had ruled out circuit loss, pump noise, shot noise on the basis of \( Q_c = \frac{S_0}{(\omega R_s)} > 5 \). No quantitative reason is given for the discrepancy, but he suggested that the diode \( Q \) deteriorates with increase in applied pump power. His assumptions of neglecting circuit loss, pump noise, and higher order sideband noise are verified later in Chapter IV as being reasonable, so the shot and microplasma noise were probably larger than he expected.

Both Ueno-hara and Josenhans neglected carrier lifetime. Uhler (Ref. 38 ) in discussing the noise contribution of the forward-and-back current still assumes \( \omega \tau < 1 \): an invalid assumption for silicon at microwave frequencies. Although an analytical treatment of this large shot noise is not available, a qualitative explanation is.

Siegel (Ref. 42) observed that when a diode was pumped by an RF source, the dc current-voltage characteristic exhibited a negative resistance region. He postulated that this was caused by some anomalous charge multiplication mechanism. Lindmayer and Wrigley (Ref. 43) verified that this is the case and described this effect in the following way.

When a forward current step is applied to a \( p^+ n \) diode, holes begin to flow across the junction into the \( n \) region. At the same time an equal quantity of electrons flow from the \( n \) side ohmic contact, and since electron mobility is large in the \( n \) region, charge neutrality is established. When the junction is suddenly reverse biased, the faster moving electrons leave excess holes behind in the \( n \) region near the junction, thus initially giving the appearance of being heavily doped. The advance of the space charge is retarded, a high electric field is formed, and carrier multiplication occurs as the holes return to the \( p \) region. When all of the holes are returned, the electric field decays to that determined by the impurity concentration. The net result of this is that more charge is moved during the reverse transient than during the forward pulse. The same phenomena occur if a periodic signal is used rather than a voltage step.

3.2.7 Summary of Existing Design Theory. The fundamental design relationship is the midband gain expression (3.13), which assumes a small input signal level and ideal circuit filters (i.e. no higher order sidebands propagate beyond \( f_{p-s} \)). The same as-
Sumptions are used in finding the midband noise figure (3.25). These two expressions can be manipulated to find the conditions for maximum gain or minimum noise figure.

The design procedure for a LSUC exhibiting minimum noise figure can be outlined as follows.

1. The input signal frequency is first specified.
2. The diode dynamic $Q_{11}$ is then specified. This parameter increases with the pump power and should normally be as large as possible.
3. The optimum lower sideband to signal frequency ratio is determined from (3.31) for a specified gain.
4. The generator and load resistances are found from (3.28) and (3.29).

The optimum frequency ratio is not used in the designs of the following sections, because the ratio is so large that the required pump frequency is beyond the capabilities of the available equipment. Nevertheless low noise amplifiers with a specified gain are designed by choosing a large generator resistance and deriving the resulting low load resistance from (3.13). Although the synthesis technique described here is based on only the $2 \times 2$ matrix approximation, analysis of the resulting design can be performed for a much larger number of frequencies.

3.3 Effects of Upper Sideband Reactance on the LSUC

The theory outlined in Section 3.2 provides a method for designing the impedances at signal and lower sideband frequencies. However, impedances at the higher order sidebands may significantly change the upconverter performance. To show explicitly how the reactance at the upper sideband frequency $X_{33}$ affects the upconverter, (3.8) is truncated to a $3 \times 3$ matrix rather than a $2 \times 2$ matrix. With this more accurate approximation, various impedances, the gain, gain stability with variations in pump power, gain-bandwidth product, and noise figure can all be modified by $X_{33}$ and the second harmonic of the pumped varactor elastance $S_2$.

3.3.1 Effects of $X_{33}$ on Gain. The effects of $X_{33}$ on gain is more clearly seen if the $3 \times 3$ matrix derived from (3.8) is reduced to a $2 \times 2$ matrix, because this shows what additional impedances are induced into the signal and lower sideband circuits. Since there is no applied voltage source at the upper sideband frequency, the term $i_3$
can be eliminated from the first two equations resulting in

\[
\begin{bmatrix}
V_1 \\
V_2^* \\
\end{bmatrix} =
\begin{bmatrix}
Z_{11} + \frac{X_{31}X_{13}}{Z_{33}} & -jX_{12} - \frac{X_{32}X_{23}}{Z_{33}} \\
\frac{X_{23}X_{31}}{Z_{33}} & Z_{22} - \frac{X_{32}X_{23}}{Z_{33}} \\
\end{bmatrix}
\begin{bmatrix}
i_1 \\
i_2^* \\
\end{bmatrix}
\]  

(3.32)

\[
\Delta =
\begin{bmatrix}
Z'_{11} & Z'_{12} \\
Z'_{21} & Z'_{22} \\
\end{bmatrix}
\begin{bmatrix}
i_1 \\
i_2^* \\
\end{bmatrix}
\]  

(3.33)

If \( Z_{33} = R_s + jX_{33} \), then

\[
Z'_{11} = R_s + R_s + \frac{R_s X_{31} X_{13}}{R_s^2 + X_{33}^2} - j \frac{X_{33} X_{31} X_{13}}{R_s^2 + X_{33}^2}
\]

\[
\Delta = R_s + R_s + \Delta R_{11} - j \Delta X_{11}
\]

\[
Z'_{12} = - \frac{R_s X_{32} X_{13}}{R_s^2 + X_{33}^2} + j \left( -X_{12} + \frac{X_{33} X_{13} X_{32}}{R_s^2 + X_{33}^2} \right)
\]

\[
Z'_{21} = \frac{R_s X_{31} X_{23}}{R_s^2 + X_{33}^2} + j \left( X_{21} - \frac{X_{33} X_{31} X_{23}}{R_s^2 + X_{33}^2} \right)
\]

\[
Z'_{22} = R_f + R_s - \frac{R_s X_{32} X_{23}}{R_s^2 + X_{33}^2} + j \frac{X_{33} X_{32} X_{23}}{R_s^2 + X_{33}^2}
\]

\[
\Delta = R_f + R_s - \Delta R_{22} + j \Delta X_{22}
\]

\[
Z'_{in1} = \frac{Z'_{12} Z'_{21}}{Z'_{22}}
\]

\[
Z'_{in2} = -\frac{Z'_{12} Z'_{21}}{Z'_{11}}
\]

Thus the equivalent circuit for the LSUC when \( X_{33} \) is finite is shown in Fig. 3.3.
Fig. 3.3 Equivalent circuit of LSUC where $X_c$ is the circuit reactance and $X_{33}$ is finite.
In the usual 2 x 2 matrix approximation at midband the only impedance induced into the signal circuit is

\[ Z_{in1} = -\frac{S_0^2}{\omega_1 \omega_2 (R_f + R_s)} \] : the negative resistance arising from the double reactive mixing. However, for finite \( X_{33} \) the induced impedance \( Z_{in1} \) is complex, and consists of terms which show the interaction between the circuits at \( \omega_1 \) and \( \omega_3 \), between \( \omega_3 \) and \( \omega_2 \), and between \( \omega_2 \) and \( \omega_1 \). In addition there is the added impedance \( \Delta Z_{11} \), which is dependent on the coupling between the circuits at \( \omega_1 \) and \( \omega_3 \). Similar remarks apply to the lower sideband circuit. Both \( \Delta Z_{11} \) and \( \Delta Z_{22} \) attain their maximum values when \( X_{33} = R_s \).

The curves shown in Fig. 3.4 provide further insight into the magnitude of the impedances that might be expected in a typical LSUC. The parameters used here to make the calculations are listed below:

\[
\begin{align*}
S_0 &= 6.283 \times 10^{11} \text{ F}^{-1} \\
S_1/S_0 &= 0.35 \\
S_2/S_0 &= 0.044 \\
R_g &= 100 \text{ ohms} \\
R_f &= 1.3 \text{ ohms} \\
R_s &= 1.0 \text{ ohms} \\
f_p &= 9.000 \text{ GHz} \\
f_s &= 1.000 \text{ GHz}
\end{align*}
\]

The large variation in these impedance values fortunately occur over a small range of \( X_{33} \) near zero. Except for \( R_{in2} \) the corresponding impedances in the lower sideband circuit are negligibly small, all being less than 1 ohm. If \( S_2 = 0 \) (or \( X_{23} = X_{32} = 0 \)), \( Z_{in1} \) is equal to the negative resistance obtained from the usual 2 x 2 matrix analysis, while \( \Delta Z_{11} \) varies with \( X_{33} \) in the same manner since it is independent of \( S_2 \). With these impedance variations, it is expected that the gain would also be seriously affected.

The transducer power gain is given by (3.11) where \( Y_{21} \) is the row 2, column 1 element of the inverse of either (3.32) or the truncated 3 x 3 matrix derived from (3.8). At midband where \( S_0 \) is resonated out, the gain is found to be
Fig. 3.4 The impedances induced into the signal circuit by the finite value of $X_{33}$.
\[ X_{33} = 9.77 \, \Omega \quad G_{21} = 21.9 \, \text{dB} \quad \text{(Maximum gain)} \]
\[ X_{33} = -0.538 \, \Omega \quad G_{21} = 6.48 \, \text{dB} \quad \text{(Minimum gain)} \]
\[ |X_{33}| = \infty \, \Omega \quad G_{21} = 20.06 \, \text{dB} \]

When \( S_2 = 0 \), the minimum gain occurs at \( X_{33} = 0 \). The midband gain plotted in Fig. 3.5 for the typical LSUC described above clearly shows the minimum and maximum gain. In addition when the reactances \( X_{in1}, X_{in2}, \Delta X_{11}, \) and \( \Delta X_{22} \) are tuned out by the external circuit, even larger variations in the gain occur (Fig. 3.5). When \( S_2 = 0 \), the midband gain curve shown in Fig. 3.6 is symmetrical about \( X_{33} = 0 \). However the nonresonant maximum gain, also plotted for this case, does exhibit a peak for \( X_{33} \approx 0 \).

### 3.3.2 Effects of \( X_{33} \) on Gain Sensitivity

One possible source of gain instability in a LSUC is variation in the pump power source. The pump provides all the harmonic elastance coefficients \( S_1, S_2, S_3, \ldots \), but to a first order approximation the gain sensitivity can be found by assuming that only the fundamental elastance coefficient is nonzero. Applying the formula

\[ S_{pp} = \frac{S_1^2 \, G_{21}}{G_{21} \, S_1^2} \]

and (3.35), the gain sensitivity is

\[ S_{pp} = 1 + \frac{S_1 G_{21}}{\omega (R_p R_s)^{\frac{1}{2}}} M_s \tag{3.37} \]

where

\[ M_s = [X_{33}^2 (R_p + R_s)(R_p + R_s) - S_1^2/\omega (\omega_0 \omega_0)] \]

\[ + [(R_p + R_s)(R_p + R_s)R_s + (R_p + R_s)S_1^2/\omega (\omega_0 \omega_0) - R_s S_1^2/\omega (\omega_0 \omega_0) \]

\[ \cdot [R_s - (R_p + R_s)\omega_0/\omega_0] \left( R_s^2 + X_{33}^2 \right)^{\frac{1}{2}} \]

\[ \cdot [R_s + X_{33}^2 (R_g + R_s)(R_p + R_s)] \]
can be eliminated from the first two equations resulting in

\[
\begin{bmatrix}
V_1 \\
V_2^*
\end{bmatrix} =
\begin{bmatrix}
Z_{11} + X_{13} X_{13}^{*} & -jX_{12} - X_{13}^{*} X_{32}^{*} \\
jX_{21} + X_{23} X_{31}^{*} & Z_{22} - X_{32}^{*} X_{23}^{*}
\end{bmatrix}
\begin{bmatrix}
i_1 \\
i_2^*
\end{bmatrix}
\]

(3.32)

Then

\[
\Delta = \begin{bmatrix}
Z'_{11} & Z'_{12} \\
Z'_{21} & Z'_{22}
\end{bmatrix}
\begin{bmatrix}
i_1 \\
i_2^*
\end{bmatrix}
\]

(3.33)

If \( Z_{33} = R_s + jX_{33} \), then

\[
Z'_{11} = R_s + R_s + R_s X_{31} X_{13} - j \frac{X_{33} X_{31} X_{13}}{R_s + X_{33}^2}
\]

\[
= R_s + R_s + \Delta R_{11} - j \Delta X_{11}
\]

\[
Z'_{12} = \frac{R_s X_{32} X_{13}}{R_s + X_{33}^2} + j \left( -X_{12} + \frac{X_{33} X_{31} X_{13}}{R_s + X_{33}^2} \right)
\]

\[
Z'_{21} = \frac{R_s X_{31} X_{23}}{R_s + X_{33}^2} + j \left( X_{21} - \frac{X_{33} X_{31} X_{23}}{R_s + X_{33}^2} \right)
\]

\[
Z'_{22} = R_s + R_s - \frac{R_s X_{32} X_{23}}{R_s + X_{33}^2} + j \frac{X_{33} X_{32} X_{23}}{R_s + X_{33}^2}
\]

\[
= R_s + R_s - \Delta R_{22} + j \Delta X_{22}
\]

\[
Z'_{in1} = -\frac{Z'_{12} Z'_{21}}{Z'_{22}}
\]

\[
Z'_{in2} = -\frac{Z'_{12} Z'_{21}}{Z'_{11}}
\]

Thus the equivalent circuit for the LSUC when \( X_{33} \) is finite is shown in Fig. 3.3.
Fig. 3.5. Midband transducer power gain when $S_2/S_0 = 0.044$.
Fig. 3.6 The transducer power gain when $S_2 = 0$
\[ R'_\ell < R_S (2\omega_{30}/\omega_{20} - 1) \]  

(3.41)

This expression, being independent of \( X_{33} \), merely determines the boundary where gain sensitivity can always be improved. The amount of improvement is found from (3.39).

3.3.3 Effects of \( X_{33} \) on Gain-Bandwidth Product. The gain-bandwidth product expression obtained in Section 3.2.4 was derived subject to a high gain assumption. A similar expression can be found when \( X_{33} \) is finite and \( S_2 = 0 \), i.e., by using (3.35). If \( \Delta R_{11} \) and \( \Delta X_{11} \) are assumed frequency independent, the gain-bandwidth product will be very similar to the previous value:

\[
\text{GBW} = \left[ \frac{4\alpha'_{w} K}{(1 + x'_{g} + x'^{\prime}_{g})(1 + y'_\ell)} \right]^{\frac{1}{2}} \left[ \frac{Q_{10}}{1 + x'_{g} + x'^{\prime}_{g}} + \frac{\alpha'_{w} Q_{20}}{r(1 + y'_\ell)} \right]^{-1}
\]

(3.42)

where \( x'_{g} = \frac{\Delta R_{11}}{R_S} \) and \( \alpha'_{w} = \frac{K}{(1 + x'_{g} + x'^{\prime}_{g})(1 + y'_\ell)} \). Since both numerator and denominator decrease by the factor

\[
\frac{1 + x_{g}}{1 + x'_{g} + x'^{\prime}_{g}}
\]

the gain-bandwidth product remains unchanged when \( X_{33} \) is finite, at least for this first order approximation.

A more accurate picture of this parameter as \( X_{33} \) is varied can be obtained by removing the frequency independent assumption on the induced reactances, allowing \( S_2 \neq 0 \), assuming \( X_{33} \) is a single tuned lumped reactance, and calculating the gain as a function of frequency when \( X_{33} \) is the desired reactance at midband. Using the same LSUC parameters defined in Section 3.3.1, the gain-bandwidth product was calculated and plotted in Fig. 3.7. If the reactances induced into the signal and lower sideband ports by \( X_{33} \) are resonated by a single tuned reactance, the gain-bandwidth product is not changed enough to be seen on the scale of this graph. If \( S_2 = 0 \), the gain-bandwidth product increases for \( X_{33} < 0 \) and decreases for \( X_{33} > 0 \), but never by more than 0.002. If \( S_2 \) is increased rather than decreased, the gain-bandwidth product changes in the opposite direction.
Fig. 3.7. The gain-bandwidth product \( \sqrt{G^2w} \) when \( S_2/S_0 = 0.044 \) where the dashed curve corresponds to the expanded \( X_{33} \) scale.
The behavior of the gain-bandwidth product near $X_{33} = 0$ needs some explanation. When $X_{33} \leq 0$, the gain is low and bandwidth wide, so values for the product are difficult to obtain. When $X_{33} \geq 0$, the gain versus frequency curve has a large dip near the resonant point. For values of $X_{33}$ in this range the maximum gain occurs at a frequency above resonance (rather than below as expected from the theory presented in Section 3.2.3), and the bandwidth is greatly reduced. Consequently the gain-bandwidth product is low for $X_{33} \geq 0$.

3.3.4 Effects of $X_{33}$ on Noise Figure. The noise figure for the LSUC is obtained from (3.23) where for these calculations $X_{33}$ is finite, the shot noise is assumed to be zero, and the diode temperature is assumed to be equal to the ambient temperature. The noise figure is

$$
F_2 = 1 + \frac{R_s}{R_g} + \frac{4R_sR_g(|Y_{22}|^2 + |Y_{23}|^2)}{G_{21}} + \frac{|1 - 2R_sY_{22}|^2}{G_{21}}
$$

(3.43)

where $G_{21}$ is given by (3.34). After some algebraic manipulation this can be reduced to a form similar to (3.25):

$$
F_2 = 1 + \frac{R_s}{R_g} + \frac{1}{G_{21}} + \left(1 + \frac{R_s}{R_g}\right)\left(\frac{X_{12}}{X_{21}}\right)^2 \frac{X_{21}^2(R_s^2 + X_{33}^2)}{[X_{31}^2X_{23} - X_{21}X_{33}]^2 + (X_{21}R_s)^2}
$$

$$
+ \left\{ \frac{R_s}{R_g} \left[X_{23}^2(R_g + R_s)^2 + (X_{21}X_{33})^2 + X_{13}X_{31}X_{12}X_{21}\right]
$$

$$
+ \left(1 + \frac{R_s}{R_g}\right)\left[X_{23}X_{31}R_s(R_g + R_s) + X_{23}X_{32}X_{13}X_{31}\right.
$$

$$
- X_{33}(X_{12}X_{23}X_{31} + X_{21}X_{13}X_{32})\right\} / \left[X_{31}X_{23} - X_{21}X_{33}\right]^2 + (X_{21}R_s)^2
$$

(3.44)

This equation by comparison provides explicit demonstration of the effect of $X_{33}$ on the upconverter noise. When $|X_{33}| = \infty$, (3.44) reduces to the simple expression (3.25); when $S_2 = 0$, (3.44) reduces to
\[ F_2 = \left(1 + \frac{1}{x_g}\right)\left(1 + \frac{1}{r}\right) + \frac{1}{G_{21}} + \frac{X_{13}(X_{13} + X_{31}/r)}{x_g(r^2 + x_{33}^2)} \quad (3.45) \]

where \( x_g \) is the normalized generator resistance and \( r = \omega_2/\omega_1 = X_{21}/X_{12} \).

Just as the gain exhibited a minimum and maximum as a function of \( X_{33} \), so also does the noise figure. To find these extrema, (3.44) may be written in the following form:

\[ F_2 = 1 + \frac{R_s}{R_g} \frac{M_a + M_b X_{33} + M_c X_{33}^2}{\left[ (X_{31} X_{23} - X_{21} X_{33}^2)^2 + (R_s X_{21})^2 \right]} \quad (3.46) \]

where

\[ M_a = \left(1 + \frac{R_s}{R_g}\right) X_{12} X_{21} R_s^2 + \frac{R_s}{R_g} \left[ X_{23}^2 (R_g + R_s)^2 + (X_{21} X_{13})^2 + X_{13} X_{31} X_{12} X_{21} \right] \]

\[ + \left(1 + \frac{R_s}{R_g}\right) \left[ X_{23}^2 X_{32} R_s (R_g + R_s) + X_{23} X_{32} X_{13} X_{31} \right] \]

\[ + \left\{ \left[ (R_g + R_s)(R_{\ell} + R_s) - (R_g + R_s) X_{23} X_{32} + (R_{\ell} + R_s) X_{13} X_{31} \right. \right. \]

\[ + R_s X_{12} X_{21} \right]^2 + \left[ X_{21} X_{13} X_{32} + X_{23} X_{31} X_{12} \right]^2 \left\} \right\} / \left(4 R_{\ell} R_g \right) \]

\[ M_b = \left(1 + \frac{R_s}{R_g}\right) (-X_{12} X_{23} X_{31} - X_{21} X_{13} X_{32}) + 2(X_{21} X_{13} X_{32} + X_{23} X_{31} X_{12}) \]

\[ \cdot \left[ (R_g + R_s)(R_{\ell} + R_s) - X_{12} X_{21} \right] / \left(4 R_g R_{\ell} \right) \]

\[ M_c = \left(1 + \frac{R_s}{R_g}\right) X_{12} X_{21} + \left[ (R_g + R_s)(R_{\ell} + R_s) - X_{12} X_{21} \right]^2 / \left(4 R_g R_{\ell} \right) \]

Differentiating (3.46) with respect to \( X_{33} \) results in the following quadratic equation in \( X_{33} \):
0 = X_{33}^2 \left[ -M_b X_{21}^2 - 2M_c X_{31} X_{23} X_{21} \right] + X_{33} \left[ 2M_c (X_{31} X_{23})^2 + 2M_c (X_{21} R_s)^2 \right] \\
- 2M_a X_{21}^2 + \left[ M_b (X_{31} X_{23})^2 + M_b (X_{21} R_s)^2 + 2M_a X_{21} X_{31} X_{23} \right]

which may be easily solved by the quadratic formula. When S_2 = 0 (i.e., X_{33} = X_{32} = 0) the noise figure has only the one extremum at X_{33} = 0. Clearly from (3.45) this extremum is a maximum since, when S_2 = 0, the noise figure can only be increased by the finite X_{33}. However, when S_2 \neq 0, some improvement in the noise figure is possible. Using the LSUC parameters defined in Section 3.3.1, the noise figure extrema are found:

\[
X_{33} = -0.480 \ \Omega \quad F = 1.8124 \quad \text{(Maximum noise)}
\]

\[
X_{33} = 24.50 \ \Omega \quad F = 1.1453 \quad \text{(Minimum noise)}
\]

\[
X_{33} = \infty \ \Omega \quad F = 1.1463
\]

These extrema are also observed in Fig. 3.8 which is a plot of (3.44). It appears that the enhanced noise performance at X_{33} = 24.50 is very small, although it could be improved by increasing S_2.

The "actual" noise measure, defined by Kurokawa (Ref. 40) as

\[
M = \frac{F-1}{1 - \frac{1}{G_{21}}}
\]

is plotted in Fig. 3.9. This parameter is particularly useful in assessing the noise characteristics of a low gain amplifier, a condition that occurs for X_{33} near zero.

The noise measure parameter permits choosing between a low gain, low noise amplifier or a high gain, higher noise amplifier for the front end of a system. The noise measure in Fig. 3.9 reached a maximum of 0.791 at approximately the same place the maximum noise figure occurs.

3.3.5 Conclusions on the Effects of X_{33}. All of the major effects on the LSUC that are caused by a finite value of X_{33} for the example chosen here occur for X_{33} \leq 20. However for any LSUC, the large variations between the 2 x 2 and 3 x 3 matrix approximations will diminish as X_{33} gets large. In a given upconverter design
Fig. 3.8. The noise figure when $S_2/S_0 = 0.044$ where the dashed curve corresponds to the expanded $X_{33}$ scale.
Fig. 3.9. The actual noise measure of the LSUC when $S_2/S_0 = 0.044$
the values of $X_{33}$ where the minimum and maximum gain and noise figure occur are a function of the magnitude of $S_2$ (Table 3.1).

<table>
<thead>
<tr>
<th></th>
<th>$S_2 = 0$</th>
<th>$S_2/S_0 = 0.044$</th>
<th>$S_2/S_0 = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Gain</td>
<td>$\infty \Omega$</td>
<td>9.77 $\Omega$</td>
<td>5.62 $\Omega$</td>
</tr>
<tr>
<td>Minimum Gain</td>
<td>0 $\Omega$</td>
<td>-0.538 $\Omega$</td>
<td>-1.151 $\Omega$</td>
</tr>
<tr>
<td>Min. Noise Fig.</td>
<td>$\infty \Omega$</td>
<td>24.50 $\Omega$</td>
<td>15.19 $\Omega$</td>
</tr>
<tr>
<td>Max. Noise Fig.</td>
<td>0 $\Omega$</td>
<td>-0.480 $\Omega$</td>
<td>-1.062 $\Omega$</td>
</tr>
</tbody>
</table>

Table 3.1. Values of $X_{33}$ where the gain and noise figure extrema occur.

Therefore measurement of $X_{33}$ where the midband maximum and minimum gain occur offers at least the theoretical possibility of measuring $S_2$ under operating conditions. The method would proceed by resonating the signal and lower sideband circuits for some large value of $|X_{33}|$. Then the values of $X_{33}$, namely $X_{33a}$ and $X_{33b}$, are found for which the gain is minimum and maximum respectively. Since these two values satisfy (3.36), then $-(X_{33a} + X_{33b})$ equals the ratio of the coefficient of $X_{33}$ to the coefficient of $X_{33}$ in (3.36). Thus a linear expression in $S_2^2$ is obtained in terms of the known circuit values and $S_1$. Enhancement of $S_2$ not only moves the extrema to lower $X_{33}$ values, but also provides larger maximum gain and lower minimum noise figure.

3.4. Numerical Comparison of Three Possible LSUC Circuits

There are at least three possible circuits which could be used in fabricating a LSUC using a coaxial tee junction. If the diode is mounted at the tee junction between the center and outer conductors, then all three ports of the tee are in parallel with the diode (Fig. 3.10a). This first circuit is designated LSUC1. If the diode is mounted completely within the center conductor with one end in the signal port, then the diode sees the signal port in series with the parallel combination of the pump and lower sideband ports (Fig. 3.10b). This second circuit is designated as LSUC2. If the diode is mounted a short distance away from the tee junction and in the lower sideband port, then
Fig. 3.10. Drawings of LSUC1, LSUC2, and LSUC3 together with the corresponding schematics of the circuits are shown in (a), (b), and (c) respectively. $d_0$, $d_1$, and $d_2$ are the distances between the diode and the corresponding impedance transformers respectively. $Z_s$, $Z_p$, and $Z_{p-s}$ are the impedances of the signal, pump, and lower sideband ports as seen by the diode.
the diode sees the lower sideband port in series with the parallel combination of the pump and signal ports (Fig. 3.10c). This third circuit is designated as LSUC3.

In the analysis that follows, the tee junction for LSUC1 and LSUC2 is assumed to be an ideal junction. However at X-band frequencies and higher, this assumption is not valid. Hence in LSUC3, a more accurate assumption is used; the leg of the tee junction appears as an open circuit to power flowing between the two arms of the tee circuit for frequencies in X-band or higher.

To make these circuit configurations into LSUC's, two additional factors must be considered: (1) the diode with its package parasitic elements, and (2) the external circuit which performs the impedance matching and filtering functions. A typical diode model, which is used throughout a large portion of this chapter, is shown in Section 3.4.1. In Section 3.4.2 the gain and gain-bandwidth product are found for a LSUC with frequency independent filters and impedance matching transformers using both an unpackaged and packaged diode. Under these circumstances all three circuit configurations give identical results. In the following sections each of the three LSUC circuits are examined under a variety of conditions: (1) ideal band-pass impedance transformers for the three ports are located a given distance away from the diode, (2) the diode package parasitic inductance is changed so that the diode is self resonant at \( f_{20} \), and (3) the ideal transformers are replaced by single- and double-stub tuners. Finally in Section 3.4.7 some conclusions are drawn, and the relative merits of these three circuit configurations are discussed.

3.4.1 Diode Model and Desired Circuit Parameters. The basic diode model is shown in Fig. 3.11, with the typical parasitic values:

\[
R_s = 1 \text{ ohm} \\
L = 2 \text{ nH} \\
C_p = 0.7 \text{ pF} \\
S_0 = 2\pi 10^{11} \text{ F}^{-1}
\]

The design of a LSUC must include these package parasitic elements since they have a major effect on the amplifier operation. To avoid needless repetition in later sections,
this model with these particular parasitic element values is termed the "standard diode model."

In the designs which follow, the signal center frequency \( f_{10} = 1.000 \text{ GHz} \), the pump frequency \( f_p = 9.500 \text{ GHz} \), and the lower sideband center frequency \( f_{20} = 8.500 \text{ GHz} \). The desired midband transducer power gain is 19 dB. From (3.13) this value of gain can be obtained with small noise figure if \( R_g = 100 \text{ ohms} \) and \( R_f = 1.3 \text{ ohms} \).

3.4.2 Gain for the Ideal Circuit with Unpackaged and Packaged Diode. The broadest bandwidth possible for a LSUC would occur with no diode package parasitic elements present. If the circuit presents to the unpackaged diode terminals a constant \( R_g = 100 \text{ ohms} \) at all signal frequencies and a constant \( R_f = 1.3 \text{ ohms} \) at all lower sideband frequencies, the transducer power gain as a function of frequency would appear as shown in Fig. 3.12. This curve also provides a clear demonstration of the frequency dependence of the parametrically induced negative resistance. The maximum gain has increased by a factor of 1.14 over the resonant gain while the frequency of maximum gain is 0.96 of the resonant frequency. Subsequent analysis shows that when circuit \( Q \) increases, the frequency of maximum gain is closer to the resonant frequency.

The gain-bandwidth product is shown in Fig. 3.13 and is compared to the value given by Robinson in (3.21). Clearly the gain-bandwidth product increases with pump level. Also, the high gain assumption made by Robinson is shown to be quite good for the normal pump level chosen here, i.e., \( S_1/S_0 = 0.35 \). However Robinson's expression is normally not of much help in determining the gain-bandwidth product since the diode
Fig. 3.12. LSUC transducer power gain with out-of-band circuits completely isolated and the diode has no parasitic elements
Fig. 3.13. Variation of gain-bandwidth product $G^\frac{1}{2}w$ with pumping level when out-of-band circuits are completely isolated and there are no diode parasitics, and Robinson's gain-bandwidth formula
parasitic elements and complicated circuit arrangements seriously degrade upconverter bandwidth. Rather than trying to predict the gain-bandwidth product analytically, it is obtained by finding the half power points in the numerical gain curve.

In actual upconverter circuits using packaged diodes and frequency sensitive circuits the bandwidth and gain-bandwidth product is reduced considerably from that indicated in Figs. 3.12 and 3.13. Here only the effect of package parasitic elements is considered while in the following sections various external circuit arrangements are analyzed.

When the diode package shown in Section 3.4.1 is resonated by a single tuned circuit, the gain versus frequency and gain-bandwidth product are shown as the solid lines in Figs. 3.14 and 3.15 respectively. In particular the gain-bandwidth product has been reduced from 2.5 for the unpackaged diode to 0.19 for the "standard" packaged diode when it is pumped to give $S_1/S_0 = 0.35$. These curves also show that the bandwidth progressively increases when $C_p$ is halved but $L$ is the same; when $L$ is halved but $C_p$ is the same, and when both $L$ and $C_p$ are halved.

3.4.3 Comparison of Three circuit Designs Using Ideal Impedance Transformers.

In each of the three LSUC circuits to be described here, the impedance presented by the signal port at all signal frequencies is a constant but is located a specified distance away from the diode. At the other frequencies, the signal port is assumed to be a short circuit at this same distance from the diode. Similarly the impedances presented by the lower sideband and pump ports are constant but are located specified distances away from the diode. Thus the frequency sensitivity of the upconverter model is caused by the line lengths and package parasitic elements.

The actual impedance presented by the signal and lower sideband ports ($Z_t$ and $Z_l$ respectively) are different from the desired $R_g$ and $R_f$. The impedances $Z_t$ and $Z_l$ must be chosen so that when they are combined with the reactances of the other two ports and the diode parasitic elements, the diode chip itself is presented with $R_g$ at $f_{10}$ and $R_f$ at $f_{20}$. The expressions for $Z_t$ and $Z_l$ as well as $Z_{kk}$ for all three LSUC configurations are found in Appendix B.
Fig. 3.14. LSUC transducer power gain with out-of-band circuits completely isolated where the diode parasitic elements are as follows: \( L = 2 \text{ nH} \) and \( S_p = 2.856 \times 10^{12} \text{ F}^{-1} \) ———, \( L = 1 \text{ nH} \) and \( S_p = 1.428 \times 10^{12} \text{ F}^{-1} \) ———, \( L = 1 \text{ nH} \) and \( S_p = 2.856 \times 10^{12} \text{ F}^{-1} \) ———
Fig. 3.15. LSUC gain-bandwidth product ($G^w$) with out-of-band circuits completely isolated from one another where the diode parasitic elements are as follows: $L = 2nH$ and $S_p = 1.428 \times 10^{12} F^{-1}$, $L = 2nH$ and $S_p = 2.856 \times 10^{12} F^{-1}$, $L = 1nH$ and $S_p = 2.856 \times 10^{12} F^{-1}$.
The various circuit distances from the diode can be specified so that the up-converter bandwidth is optimized. However, since the gain expression for these circuits is complicated, the optimization must be done numerically. The approximate technique used here is based on the assumption that the overall bandwidth is limited by the impedance at the signal frequency. For a given LSUC circuit configuration, diode model, and signal filter to diode distance, a search is made for the pump and lower sideband port distances which minimize the "slope function"

\[
\sqrt{\left(\frac{dR_{11}}{d\omega}\right)^2 + \left(\frac{dX_{11}}{d\omega}\right)^2}
\]  

(3.47)

The procedure begins by choosing trial pump and lower sideband distances. Then \( Z_t \) is found which is located at the plane of the signal filter. The impedance \( Z_{11} \) is calculated at two closely spaced frequencies and the above slope function is obtained. The process is repeated for various pump and lower sideband distances until the minimum value for (3.47) is found. The approximate optimum distances are shown in Table 3.2 for the four cases when the signal port distances are \( \lambda_s/4 \) and \( \lambda_p/4 \), and when two values for diode inductance are used. These distances are used in the subsequent analysis.

<table>
<thead>
<tr>
<th></th>
<th>LSUC1</th>
<th></th>
<th></th>
<th>LSUC2</th>
<th></th>
<th></th>
<th>LSUC3</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Dist. = ( \lambda_s/4 ) &amp; L = 2 nH</td>
<td>6.3 or 6.0</td>
<td>6.0 or 6.3</td>
<td>4.8</td>
<td>4.8</td>
<td>3.9</td>
<td>4.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal Dist. = ( \lambda_p/4 ) &amp; L = 2 nH</td>
<td>5.7</td>
<td>5.7</td>
<td>1.5*</td>
<td>1.5*</td>
<td>4.5</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal Dist. = ( \lambda_s/4 ) &amp; L = 0.2203 nH</td>
<td>6.3 or 6.0</td>
<td>6.0 or 6.3</td>
<td>4.8</td>
<td>4.8</td>
<td>4.5</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal Dist. = ( \lambda_p/4 ) &amp; L = 0.2203 nH</td>
<td>5.7</td>
<td>5.7</td>
<td>1.5*</td>
<td>1.5*</td>
<td>4.8</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2 Distances in cm between the diode and lower sideband (LSB) or pump filters. The * values are not true minima as the slope in these cases is monotonically increasing
When the standard diode model of Section 3.4.1 is used (i.e. $L = 2 \text{nH}$) and the signal port is $\lambda_s/4$ away from the diode, the transducer power gain for the three circuits is shown in Fig. 3.16. In these calculations a $5 \times 5$ matrix approximation is used (signal frequency plus four sideband frequencies), and the pump modulation coefficient is $S_1/S_0 = 0.35$. In each of these circuits the maximum gain occurs at resonance rather than at a frequency lower than resonance as was found in circuits containing less reactance (Figs. 3.6 and 3.8). Evidently the frequency sensitivity of the circuit masks the asymmetry of the negative resistance. The bandwidth of LSUC3 is larger than that for LSUC2 since the assumption of a nonideal junction in LSUC3 eliminates the frequency sensitivity of the signal port at the lower sideband frequency.

When the gain is calculated there is only one applied voltage. This means a complete inversion of the impedance matrix is unnecessary. However, for noise calculations there are noise voltages at all the relevant frequencies, and thus in this case a complete matrix inversion is necessary. Although this impedance matrix is complex, it can be separated into its real and imaginary parts and manipulated as two real matrices (Ref. 44). If the matrix is $C = A + jB$, then

$$C^{-1} = D - jDBA^{-1}$$

where

$$D = (A + BA^{-1}B)^{-1}$$

Thus a computer program which inverts real matrices can be used to invert complex matrices. A program using this technique called CMINV, is listed in Appendix A. This technique was applied in calculating the noise figure from (3.23) to obtain the plot of noise figure in Fig. 3.17 for the $5 \times 5$ matrix approximation. These curves again show the inverse relationship between noise figure and gain.

The gain-bandwidth product is defined as the square root of the maximum transducer power gain multiplied by the fractional bandwidth

$$w = \frac{f_b - f_a}{f_{\text{max}}}$$
Fig. 3.16. Transducer power gain for the three LSUC circuits when ideal impedance matching circuits and the 5 x 5 matrix approximation are used.
Fig. 3.17. Noise figure for the three LSUC circuits when ideal impedance matching circuits and the 5 x 5 matrix approximation are used.
where $f_{\text{max}}$ is the frequency of maximum gain and $f_a$, $f_b$ are the half power frequencies. The gain-bandwidth product is shown in Fig. 3.18 for the standard diode model of Section 3.4.1 and in Fig. 3.19 when the diode series inductance is reduced to 0.2203 nH where the diode is series resonant at the lower sideband frequency. The gain-bandwidth product is plotted as a function of the elastance modulation coefficient. Since the maximum gains for all three circuits are almost the same (Fig. 3.10) the gain-bandwidth product for LSUC3 is larger than that for the other two circuits when the standard diode model is used.

3.4.4 Effect of Signal Circuit Length. Shortening the signal circuit length and finding the corresponding approximate optimum lower sideband and pump port distances in the LSUC, increases the gain-bandwidth product. The curves of Figs. 3.18 and 3.19 show that when $S_1/S_0 = 0.35$ the gain-bandwidth product increases by a factor between 1.22 and 1.64 depending on the diode inductance, when the signal port distance is decreased from $\lambda_s/4$ to $\lambda_p/4$. Contrary to what is expected the gain-bandwidth product for LSUC2 decreases rather than increases. The reason for this behavior is unclear, but it may be related to the lack of a minimum in the "slope function" (3.47) for LSUC2 when the signal port distance is $\lambda_p/4$. The impedance slope for this case monotonically increases with pump and lower sideband distances, so that the values used in Table 3.2 are actually the minimum practical distances.

3.4.5 Effect of Diode Parasitic Inductance. The diode parasitic element values were seen to have a major effect on the LSUC where the three circuit ports were completely isolated from one another (Figs. 3.14 and 3.15). For the three circuits discussed here, if the diode series inductance is reduced from 2 nH to 0.2203 nH so that the diode is series resonant at $f_{20}$, the gain-bandwidth curves are significantly changed. Comparison of Figs. 3.18 and 3.19 shows that each LSUC circuit has a larger gain-bandwidth product when the diode parasitic inductance is decreased. The largest increase occurs with the LSUC1 where the gain-bandwidth product increases by a factor between 15.3 and 18 depending on the choice of signal circuit. The curve in Fig. 3.20 shows explicitly the effect of diode inductance on LSUC1 when the signal port distance is $\lambda_s/4$. Similar curves for LSUC2 and LSUC3 are difficult to obtain because the optimum pump and lower sideband port distances change when the diode model changes.
Fig. 3.18. Variation of gain-bandwidth product \( (G^1/w) \) versus pumping level with signal circuit distance as a parameter, using ideal impedance matching circuits, the 5 x 5 matrix approximation, and standard diode inductance of 2 nH.
Fig. 3.19. Variation of gain bandwidth product $(G^\frac{1}{2}w)$ versus pumping level with signal circuit distance as a parameter, using ideal impedance matching circuits, the $5 \times 5$ matrix approximation, and a diode package inductance of 0.2203 nH
Fig. 3.20. Variation of gain-bandwidth product \( G W \) with diode package inductance for LSUC1, using the 5x5 matrix approximation and a signal port distance of \( \lambda_s / 4 \).
3.4.6 Effect of Shunt-Stub Tuners. Two common impedance matching mechanisms are the single-stub and double-stub tuners. In this section a comparison is made between the ideal impedance matching elements used previously and these two types of tuners.

The single-stub tuner can match any impedance by choosing the proper stub position and stub length. The double-stub tuner can match a given range of impedances which is dependent on the distance between the two stubs. In the numerical work, a stub distance of $\lambda/8$ at the center of the respective passband frequencies is used as this usually provides an adequate matching range. These tuners are placed at least the distance given in Table 3.2 away from the diode. At out-of-band frequencies the ideal filters which act as short-circuits are located the distance specified in Table 3.2 away from the diode.

The change in the gain-bandwidth product is negligible when the ideal matching circuits are replaced by either single-stub or double-stub tuners. The largest deviation occurs with the LSUC3 circuit where the single-stub tuner degrades the gain-bandwidth product by only 8.9 percent. The double-stub tuners failed to provide the required matching in LSUC1, but by changing the pump and lower sideband port distances a circuit was found in which the double-stub tuners work. In this revised LSUC1 circuit, the gain-bandwidth product is degraded much less than 8.9 percent when the double-stub tuners are used in place of ideal matching circuits.

3.4.7 Conclusions on the Use of the Three LSUC Configurations. The results of the previous sections are briefly summarized in Table 3.3 where each value uses the approximate optimum lower sideband and pump port distances shown in Table 3.2. For the diode and frequencies used here, LSUC3 provided the best performance for all cases except one.

The best value in Table 3.3 however still falls short of the maximum obtainable gain-bandwidth product for the unpackaged diode (Fig. 3.13) by a factor of 7. Therefore, even though the simple theory presented in Section 3.2 is useful for designing LSUC's an analysis similar to that presented here in Section 3.4 is still needed to evaluate final upconverter performance.
<table>
<thead>
<tr>
<th>Circuit</th>
<th>Ideal Circuits</th>
<th>$L = \frac{2,\text{nH}}{2,\text{nH}}$</th>
<th>Signal Dist. = $\frac{\lambda}{4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Signal Dist. = $\frac{\lambda}{4}$</td>
<td>Tuner</td>
<td>Tuner</td>
</tr>
<tr>
<td>LSUC1</td>
<td>$L = 0.01446$</td>
<td>$L = 0.2205$</td>
<td>$L = 0.02037$</td>
</tr>
<tr>
<td>LSUC2</td>
<td>$L = 0.01201$</td>
<td>$L = 0.0511$</td>
<td>small</td>
</tr>
<tr>
<td>LSUC3</td>
<td>$L = 0.02090$</td>
<td>$L = 0.06203$</td>
<td>$L = 0.02558$</td>
</tr>
</tbody>
</table>

Table 3.3. Gain-bandwidth product when $S_1/S_0 = 0.35$

In practical situations, the choice of a circuit configuration is often dictated by criteria such as the frequencies involved or the type of transmission line that is to be used. The LSUC1 structure would probably not be useful in a coaxial tee or wye junction, because the diode would have to be mounted between the center and outer conductors. The fields surrounding the diode would be distorted in some unknown manner, making an analytical design difficult. However, analysis of this structure is performed because of the light it sheds on the circuit in which the diode is mounted between the two conductors in a microstrip tee or wye junction. Here a reasonable approximation could be made of the field configuration around the shunt mounted diode.

The LSUC2 design is the obvious solution to the field distortion problem associated with a shunt mounted diode in a coaxial tee junction. Although an experimental LSUC was designed and built using this approach, several empirical modifications were required to obtain satisfactory operation. This deficiency is a result of the nonideal tee junction characteristics.

The LSUC3 design attempts to use the nonideal tee junction characteristics advantageously. Table 3.3 shows that the gain-bandwidth product for this design is superior to the LSUC2 design, as well as being the most practical in a coaxial system.

3.5 LSUC Design with Coaxial Band-pass Impedance Matching Circuits

In the previous sections the three LSUC circuits studied used ideal filters and either ideal impedance matching circuits or shunt-stub tuners. In the following sections these three LSUC configurations are investigated using the physically realizable coaxial
impedance matching transformers developed in Chapter II. These filter networks provide both the filtering and impedance matching functions and thereby replace the tuner and ideal filter used in the earlier models. The "standard" diode model described in Section 3.4.1, is used throughout the following discussion although the element values are sometimes changed. General design rules applicable to all three LSUC circuits are outlined in Section 3.5.1. The subsequent sections describe the individual design methods needed for each circuit configuration.

3.5.1 General Design Procedure for the Three LSUC Circuits. In designing each of the three LSUC's the pump circuit is designed first, then the lower sideband circuit, and finally the signal circuit. The design method described here does not use an iterative process so each circuit is designed independent of the other two. In the first two LSUC circuits described, this assumption means that ideal band-stop filters are needed. However, the third circuit, LSUC3, does not use any ideal band-stop filters but uses realizable distributed elements only.

3.5.1.1 Pump Circuit. The pump circuit is designed first because, of the three, it is the least critical to the LSUC operation. The basic problem is to transfer power at the pump frequency to power at the signal and lower sideband frequencies. If the varactor were lossless, the power at $\omega_p$, which is converted to power at $\omega_1$, can be modeled by the resistance induced into the pump circuit by the signal voltage. Even in a lossy varactor, pump power must be "absorbed" in this induced resistance in order to produce parametric gain.

Perlman and Bossard (Ref. 45) obtained an approximate expression for this induced resistance when all voltages at frequencies $\geq f_2$ were shorted. Since the open circuit assumption has been used here, an approximate expression for the induced resistance when all currents at frequencies $\geq f_2$ are open circuited is given here.

The varactor elastance as a function of stored charge is

$$S(Q) = S(0) \left[ 1 - \frac{(1-\gamma)S(0)Q}{\sigma_v} \right]^{\frac{\gamma}{1-\gamma}}$$

(3.48)

$$= S(0) + \sigma_1 Q + \sigma_2 Q^2 + ...$$

(3.49)
where

\[ \sigma_1 = \left. \frac{dS}{dQ} \right|_{Q_0} = -\frac{S(0)^2}{\rho_v} \left[ 1 - \frac{(1-\gamma)S(0)Q_0}{\rho_v} \right]^2 \frac{2\gamma}{1-\gamma} \]

The approximate voltage across the varactor is

\[ V = [S(0) + \sigma_1 Q]Q . \]

If the charge is given by

\[ Q = 2Q_p \cos(\omega_p t) + 2Q_1 \cos(\omega_1 t) + 2Q_2 \cos(\omega_2 t + \psi_2) \]

and assuming \( S(0)Q \) can be resonated, the voltages at \( \omega_p, \omega_1, \) and \( \omega_2 \) are

\[ V_p = 2\sigma_1 Q_1 Q_2 \]

\[ V_1 = 2\sigma_1 Q_2 Q_p \] \hspace{1cm} (3.50)

\[ V_2 = 2\sigma_1 Q_1 Q_p \] \hspace{1cm} (3.51)

where these voltages and charges are coefficients of \( e^{j\omega t} \). Manipulation of these expressions give

\[ R_{ind} = \frac{V_p}{I_p} = \frac{4\sigma_1^2 |Q_1|^2}{\omega_2^0 |Q_p|^2 R_f} \] \hspace{1cm} (3.53)

In a typical LSUC where \( f_p = 9.500 \) GHz, \( f_{20} = 8.500 \) GHz, \( R_f = 3.1 \) ohms, \( \gamma = 1/3 \), \( \rho_v = 0.7 \) volts, and \( S(0) = 10^{12} \) \( \text{F}^{-1} \), the induced resistance is \( 4 \times 10^{-8} \) ohms when \( V_1 = 20 \mu V \) and 1 ohm when \( V_1 = 98 \text{mV} \).

If the pump circuit were as shown in Fig. 3.21a, it would be unnecessary to match to \( R_{ind} \). In fact the smaller the pump source resistance, the more power there is available to the induced resistance. If however there is an ideal impedance transformer between \( R_{ind} \) and the pump source (Fig. 3.21b), then the power delivered to \( R_{ind} \) is

\[ \text{Power} = \frac{V_1^2}{R_{ind}} \]
Fig. 3.21. Pump circuit without (a) and with (b) ideal transformer

\[ P = \frac{n^2 R_{\text{ind}} V_p^2}{(n^2 R_{\text{ind}} + Z_0)^2} \]

This is maximized with respect to the transformer ratio \( n' \) when \( R_{\text{ind}} = Z_0 / n'^2 \). As noted above, \( R_{\text{ind}} \) is usually too small to be matched with available microwave impedance transformers, so a value of one ohm is used as the transformed pump source resistance.

The design of the pump impedance transformer is based on the load being the varactor diode model including the parasitic elements (Fig. 3.11) in which \( R_S \) is replaced by the one ohm resistor and the average elastance \( S_0 \) is used. The resonated load \( Q_c \) at \( f_p \) needed for the filter design procedure is obtained, and with the desired fractional bandwidth, which in this case can be fairly narrow, the decrement \( \delta = 1/(wQ_c) \) can be found. From \( \delta \) the low-pass prototype \( g \) values and the \( K \) values for the impedance inverters are found (Fig. 2.8). The impedance transforming network is then designed using the distributed design procedure.

3.5.1.2 Lower Sideband Circuit. The lower sideband circuit is designed so that the impedance presented to the diode variable elastance at the center of the lower sideband frequency band, \( f_{20} \), is \( R_f + R_S \). The external circuit impedance is found by substituting the load resistance \( R_f \) for \( R_S \) in the diode equivalent circuit (Fig. 3.11) and resonating this circuit at \( f_{20} \). In the LSUC1 and LSUC2 circuits this modified diode is resonated with two external circuit elements, while in the LSUC3 circuit the diode is resonated with only one external circuit element.
In the first two configurations the package capacitance is resonated by a shunt inductive reactance. This reactance is provided by adjusting the distance between the end of the pump circuit and the diode. Since \( f_{20} \) is an out-of-band frequency, the impedance of the pump circuit is almost entirely reactive. Using this approximation the angular distance between the pump circuit and the diode is readily obtained from the transmission line equation:

\[
\theta_p = \text{Arctan} \left( \frac{Z_0 [X - X_p(\omega_{20})]}{[Z_0^2 + X_p(\omega_{20})]} \right) \quad (3.54)
\]

where

\[
X = \frac{1}{\omega_{20} C_p}
\]

Although this procedure will change the impedance presented to the diode at \( f_p \), pump power can be increased to overcome the additional mismatch. The actual resulting pump port impedance is obtained later for the LSUC3.

The remaining diode reactance, which at these frequencies is inductive, is resonated by a semilumped series capacitance placed \( \lambda_{p-s}/2 \) away from the diode in the lower sideband port. The signal port impedance is eliminated from consideration by using ideal band-stop filters at \( f_{20} \) making \( Z_s(t_{20}) = \infty \) for LSUC1 and \( Z_s(t_{20}) = 0 \) for LSUC2. The diode now being resonated, the lower sideband band-pass impedance transformer can be designed using methods discussed in Chapter II.

A slightly different method is used in the LSUC3 design. Here the total reactance of the diode (not just \( \frac{1}{\omega_{20} C_p} \)) is resonated by adjusting the pump circuit to diode distance. This procedure is practical when the diode parasitic reactances transform the \( R_f \) to a value that can be easily matched. It will be shown later that the condition \( Z_s(t_{20}) = \infty \) can be obtained without using ideal band-stop filters, so the signal port need not be considered in the lower sideband port design. Having resonated the diode, the lower sideband circuit is designed as before.

3.5.1.3 Signal Circuit. The signal circuit is designed so that the impedance presented to the diode variable elastance is \( R_g + R_s \) at the center of the signal frequency
The design of this circuit differs from the procedures used on the other two ports for two reasons: (1) $f_{10}$ is the comparatively low frequency of 1 GHz, and (2) $R_g$ is a relatively large value between 100 and 150 ohms. The low signal frequency implies that a filter consisting of a series of impedance inverters separated by half wavelengths of line would be impractically long. A better method is to use either alternate K and J inverters separated by $\lambda/4$ lengths of line or to use a low-pass Chebyshev matching network (Ref. 46) based on semilumped inductors and capacitors.

The relatively large value of $R_g$ means that when $R_s$ is replaced by $R_g$ in the diode model (Fig. 3.11), the resulting impedance can be easily resonated by simply inserting a length of transmission line between the diode and the signal circuit. This approach differs from that used for the lower sideband circuit where an external reactance was used to resonate the diode.

The procedure for designing the signal circuit begins with obtaining the diode impedance $Z_d = R_d + jX_d$ as shown in Fig. 3.22.

![Circuit diagram](image)

Fig. 3.22. Circuit model used to design the signal circuit

The diode impedance $Z_d$ seen a distance $\theta$ away from the diode terminals is

$$Z_{in} = \frac{R_d Z_o^2 (1 + \tan^2 \theta) + jZ_o [(Z_o^2 - R_d^2 - X_d^2) \tan \theta + Z_o X_d (1 - \tan^2 \theta)]}{(Z_o - X_d \tan \theta)^2 + (R_d \tan \theta)^2}$$

The distance $\theta = \theta_s$ where $Z_{in}$ is resonate is

$$\tan \theta_s = \frac{Z_o^2 - R_d^2 - X_d^2}{2Z_o X_d} \pm \sqrt{\frac{Z_o^2 - R_d^2 - X_d^2}{2Z_o X_d} + 1} \quad (3.55)$$
and the corresponding input resistance at the signal frequency is

\[
R_s' = \frac{R_d Z_o^2 (1 + \tan^2 \theta_s)}{(Z_o - X_d \tan \theta_s)^2 + (R_d \tan \theta_s)^2}
\]  

(3.56)

Once \( \theta_s \) is known, \( R_s' \) can be found. The two values of \( \theta_s \) in (3.55) are a quarter wavelength apart. The value of \( \theta_s \) which gives \( R_s' < Z_o \) is the value chosen in the designs used here. When the values for the diode model of Section 3.4.1 and \( Z_0 = 100 \) ohms are used, the resulting \( R_s' = 11.48 \) ohms and \( \theta_s = 1.108 \) radians or \( 5.38 \) cm at \( 1.000 \) GHz. This value of \( R_s' \) can be easily matched with either the band-pass or low-pass impedance matching circuits.

In designing the signal circuit, it was assumed that the lower sideband and pump circuits could be ignored. This means that at \( f_{10} Z_p = Z_{p-s} = \infty \) for LSUC1, \( Z_p |Z_{p-s} = 0 \) for LSUC2, and \( Z_p = \infty, Z_{p-s} = 0 \) for LSUC3. Appropriately placed band-stop filters in these two out-of-band ports is an impractical method for obtaining these impedances because of the large size of the filters. However in Chapter II it was shown that the coaxial band-pass filters will pass low frequencies. This means that the positions of high-pass filters at the input of the pump port and at the output of the lower sideband port could be adjusted to provide the desired impedances at \( f_{10} \). Since both the pump and lower sideband frequencies are in X-band, these high-pass filters can be realized simply as X-band coax-to-waveguide adapters.

3.5.2 Special Design Considerations for LSUC1. The LSUC1 circuit was designed and analyzed using the band-pass circuit in the signal port. Fortuitously the signal circuit reactance at \( f_{20} \) is large, so the ideal band-stop filter in the signal circuit is not used. The resulting gain curve (Fig. 3.23) shows this circuit has a bandwidth of approximately 4 MHz.

3.5.3 Special Design Considerations for LSUC2. For LSUC2 the circuit represented in Fig. 3.10b must be designed so that (1) pump power can get into the diode \( Z_{p-s}(\omega_p) = \infty \) and \( Z_s(\omega_p) = 0 \), (2) signal power can get into the diode \( Z_p(\omega_{10}) \) \( |Z_{p-s}(\omega_{10}) = 0 \), (3) lower sideband power can leave through the lower sideband circuit
Fig. 3.23. Gain of LSUC when all filters in parallel with one another
\[ Z_s(\omega_{20}) = 0, \quad Z_p(\omega_{20}) = \infty, \] and (4) the impedance seen by the voltage dependent capacitance at \( f_{10} \) is \( R_g + R_s \) and at \( f_{20} \) is \( R_g + R_s \).

No special consideration is given to requirement (1) since the amount of pump power can be changed to compensate for mismatch. If this assumption is unwarranted, additional band-stop filters may be needed to fulfill condition (1) more closely. Condition (2) is fulfilled by using the high-pass filters external to the pump and lower sideband ports. As for condition (3), \( Z_s(\omega_{20}) = 0 \) is accomplished by placing a band-stop filter \( \lambda_p/4 \) away from the diode in the signal port, and \( Z_p(\omega_{20}) = \infty \) is accomplished by resonating the diode package capacitance with the pump circuit.

3.5.3.1 LSUC2 with the Low-pass Signal Matching Circuit. The signal circuit used in this model is a pseudo low-pass matching network described by Matthaei (Ref. 46). The circuit chosen for this LSUC is a 10 pole Chebyshev network which requires 5 shunt capacitors and 5 series inductors. They can be realized as coaxial disks and No. 20 wire (0.03196 in. dia.) respectively, and the resulting network is less than 2 inches long. The complete LSUC2 circuit is shown in Fig. 3.24. From the numerical analysis shown in Fig. 3.25 the bandwidth for the diode of Section 3.4.1 is only 9.0 MHz. It is evident from Fig. 3.25 that the diode parasitic elements have a strong effect on the amplifier bandwidth. Physically this low-pass circuit is difficult to realize because some of the series inductors are very short allowing the neighboring disks to introduce a sizeable series capacitance.

3.5.3.2 LSUC2 with the Band-pass Signal Matching Circuit. The signal circuit used here in Fig. 3.26 is a three pole band-pass impedance transformer discussed in Chapter II. The graphs in Figs. 3.27 to 3.29 and Table 3.4 show the resulting gain, bandwidth, and gain-bandwidth product for this circuit. The different graphs indicate the variation in the characteristics when the LSUC is designed for diodes with different parasitic element values. The different gain characteristics for the \( 2 \times 2 \) and \( 5 \times 5 \) matrix approximations are clearly evident in these plots. The noise figure shown in Fig. 3.30, which corresponds to Fig. 3.27, resembles the reciprocal of the gain curve, and the minimum noise figure corresponds closely to the design objective expressed by (3.25). The sharp dips in the gain curve illustrate the importance of including in the gain calculation the higher order sidebands. These calculations confirm the theory presented.
Fig. 3.25. Gain of LSUC using coaxial filters with diode in center conductor
Fig. 3.26. LSUC1 circuit using a distributed band-pass signal circuit
Fig. 3.27. LSUC transducer power gain using the coaxial microwave filters when the
diode model has the following elements: $R_g = 1$ ohm, $L = 2$ nH, $C_p = 0.7$ pF,
$S_0 = 6.28 \times 10^{11}$ F$^{-1}$, and $S_1/S_0 = 0.35$
Fig. 3.28. LSUC transducer power gain using the coaxial microwave filters when the diode model has the following elements: $R_s = 1 \text{ ohm}, \ L = 2 \text{ nH}, \ C_p = 0.5 \text{ pF}, \ S_0 = 6.28 \times 10^{11} \text{ F}^{-1}$, and $S_1/S_0 = 0.35$
Fig. 3.29. LSUC transducer power gain using the coaxial microwave filters when the diode model has the following elements: $R_0 = 1$ ohm, $L = 1.428$ nH, $C_p = 0.7$ pF, $S_0 = 6.28 \times 10^{11}$ F$^{-1}$, and $S_1/S_0 = 0.35$.
Fig. 3.30. LSUC noise figure using the coaxial microwave filters when the diode model has the following elements: $R_d = 1$ ohm, $L = 2$ nH, $C_p = 0.7$ pF, $S_0 = 6.28 \times 10^{11}$ F$^{-1}$, and $S_1/S_0 = 0.35$
in Section 3.3 on the effects of the reactance at the upper sideband frequency on the
midband gain.

<table>
<thead>
<tr>
<th>Matrix Size</th>
<th>L nH</th>
<th>C pF</th>
<th>Max. Gain</th>
<th>BW GHz</th>
<th>√G w</th>
<th>Freq. of Max. Gain GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 2</td>
<td>2</td>
<td>0.7</td>
<td>21.04</td>
<td>0.031</td>
<td>0.349</td>
<td>0.995</td>
</tr>
<tr>
<td>5 x 5</td>
<td>2</td>
<td>0.7</td>
<td>20.64</td>
<td>0.032</td>
<td>0.345</td>
<td>0.990</td>
</tr>
<tr>
<td>2 x 2</td>
<td>2</td>
<td>0.5</td>
<td>20.98</td>
<td>0.031</td>
<td>0.348</td>
<td>0.995</td>
</tr>
<tr>
<td>5 x 5</td>
<td>2</td>
<td>0.5</td>
<td>19.23</td>
<td>0.022</td>
<td>0.201</td>
<td>1.015</td>
</tr>
<tr>
<td>2 x 2</td>
<td>1.428</td>
<td>0.7</td>
<td>21.36</td>
<td>0.086</td>
<td>1.009</td>
<td>0.990</td>
</tr>
<tr>
<td>5 x 5</td>
<td>1.428</td>
<td>0.7</td>
<td>21.44</td>
<td>0.038</td>
<td>0.449</td>
<td>0.985</td>
</tr>
</tbody>
</table>

Table 3.4. Gain and bandwidth of the LSUC2 using coaxial band-pass filters in all three ports

3.5.4 Special Design Considerations for LSUC3. The primary reason for considering this configuration is that experimentally it was found (see Section 4.3.2) that at X-band frequencies most power entering one arm of the coaxial tee junction will go to the opposite port while most power entering the leg will be reflected back. Therefore, the diode is placed in the lower sideband circuit to avoid complications from the nonideal tee junction.

The only unresolved design problem is the isolation of the signal port from the diode at the lower sideband frequencies. To insure this isolation the entire signal circuit may be moved toward or away from the tee junction without changing the electrical properties of the structure at $f_{10}$ as long as the total distance between the diode and the signal filter remains constant. If, for example, the signal circuit is moved away from the junction, the diode and lower sideband circuit must be moved the same distance toward the junction. This degree of freedom allows one to choose the distance between the junction and signal circuit so that $Z_s(f_{20}) = \infty$. There are thus two mechanisms that isolate the signal circuit from the power at the lower sideband frequency -- the nonideal tee and the optimum placement of the signal circuit.

The LSUC3 has been designed using only realizable distributed elements without recourse to an iterative process. Thus this circuit may be readily tested experimentally. Following the design procedure given in Section 3.2.6, the input signal frequency is
given as $f_{10} = 1.000 \text{ GHz}$. The diode used in this design was measured according to the method outlined in Chapter 4 with the following results:

\[
S_0 = 1.049 \times 10^{12} \text{ p}^{-1} \\
L = 1.840 \text{ nH} \\
C_p = 0.1675 \text{ pF} \\
R_s = 1.41 \text{ ohms}
\]

The assumed pumping modulation coefficient is chosen as $S_1/S_0 = 0.35$ which from (3.31) gives the optimum frequency ratio $r_{opt} = 66.72$. This ratio is much too high for the chosen signal frequency, available circuit components, and available pump sources. Since the specifications for the 14-mm 50-ohm coaxial line are exceeded above 8.50 GHz, the center lower sideband frequency is chosen at $f_{20} = 8.500 \text{ GHz}$. Although the minimum noise figure is therefore not achievable, a glance at (3.25)

\[
F_2 = \left(\frac{1}{x_g} + 1\right)\left(\frac{1}{r} + 1\right) + \frac{1}{G_{21}}
\]

shows that the noise figure is insensitive to the choice of $x_g$ as long as $x_g$ is sufficiently large. If $x_g$ is chosen to be 100, then from (3.13), $y_f = 2.201$, or $R_g = 141 \text{ ohms}$ and $R_f = 3.104 \text{ ohms}$. When these parameters are used in the algorithm described here, the circuit specified in Table 3.5 and Fig. 3.31 results. The analysis of this design is shown in Fig. 3.32.

When the diode is resonated at $f_{20}$ by adjusting the distance between the pump circuit and the diode, a significant mismatch at $f_p$ can occur, although the effects of this mismatch can be overcome by increasing the pump power. Analysis of this design shows that the impedance external to the diode at $f_p$ is $0.456 + j49.64 \text{ ohms}$ and the transformed impedance seen by the variable elastance of the diode is $1.791 + j191 \text{ ohms}$.

The main computer program, used to generate this design and the accompanying analysis, is found in Appendix A as program B. The necessary subroutines required with this program are also listed there.
<table>
<thead>
<tr>
<th></th>
<th>i</th>
<th>Distance $d_i$ inches</th>
<th>Length $\ell_i$ inches</th>
<th>Diameter $d_i$ inches</th>
<th>Relative Dielectric Constant $\epsilon_{r_i}$</th>
<th>$d_w$ inches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pump Circuit</td>
<td>1</td>
<td>0.6956</td>
<td>0.1600</td>
<td>0.542</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.6333</td>
<td>0.08292</td>
<td>0.532</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.6797</td>
<td>0.03897</td>
<td>0.502</td>
<td>1.00</td>
<td>1.833</td>
</tr>
<tr>
<td>Lower Sideband Circuit</td>
<td>1</td>
<td>0.7394</td>
<td>0.03791</td>
<td>0.502</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.7500</td>
<td>0.1446</td>
<td>0.502</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7778</td>
<td>0.02022</td>
<td>0.502</td>
<td>1.00</td>
<td>5.893</td>
</tr>
<tr>
<td>Signal Circuit</td>
<td>1</td>
<td>2.8337</td>
<td>0.6332</td>
<td>0.502</td>
<td>2.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.6940</td>
<td>1.1066 pF</td>
<td>----</td>
<td>----</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3.4231</td>
<td>0.09781</td>
<td>0.502</td>
<td>2.03</td>
<td></td>
</tr>
</tbody>
</table>

$d_{tv} = 1.7817$ in., $d_{st} = 1.0520$ in.

$d_1$ in the pump circuit is the distance between disk 1 and the tee junction.

$d_1$ in the other two circuits is the distance between disk 1 and the diode.

Table 3.5. Design parameters for the LSUC when the diode is in the lower sideband port

3.6 Conclusions

This chapter contains a theoretical discussion on the design and properties of a LSUC. The simple design relationships reviewed in Section 3.2 were applied to LSUC circuits that used a coaxial tee junction in three different ways: (1) the diode is mounted between the center and outer conductors, (2) the diode is mounted in the center conductor at the tee junction, and (3) the diode is mounted in the center conductor in the lower sideband arm of the tee. These three configurations were investigated using ideal filters for frequency isolation of the separate ports, and ideal or shunt-stub tuners for impedance matching. Later these elements were replaced by the coaxial band-pass impedance matching transformers discussed in Chapter II. The methods employed here are valuable in designing and analyzing LSUC circuits with different diodes or tuning elements, but because of the large number of variables no general conclusions can be
Fig. 3.31. LSUC3 using coaxial disk band-pass impedance transformers
Fig. 3.32. LSUC transducer power gain using coaxial microwave filters when the diode is mounted in the lower sideband port. The diode model elements are $R_s = 1.41$ ohm, $L = 1.834$ nH, $C_p = 0.1633$ pF, $S_0 = 1.0456 \times 10^{12} F^{-1}$, and $S_1/S_0 = 0.35$. 
drawn as to which circuit is best. However the LSUC3 circuit is superior in coaxial
systems for practical experimental reasons.

The analyses of these circuits point out the importance the diode parasitic
elements play in restricting the bandwidth of the amplifier, the importance the reactance
at the upper sideband frequency has on the performance of the upconverter, and the
effect of the nonresonant gain maximum.

The work in this chapter culminated with a detailed design of a LSUC using
coaxial filters, which, with a minor modification, accurately models the experimental
LSUC3 discussed in Chapter IV.
CHAPTER IV

EXPERIMENTAL EVALUATION OF THE LOWER SIDEBAND UPCONVERTER

4.1 Introduction

The previous chapters have dealt with design considerations for the LSUC and the practical problem of constructing band-pass impedance matching circuits in coaxial line. Since the circuit design is heavily dependent on the values of the diode equivalent circuit elements, these diode elements were measured first. The method and results of this measurement are outlined in Section 4.2. Since three frequencies must enter or leave the amplifier through a coaxial tee circuit, the properties of the impedance transformers and the tee junction were also measured, and are reported in Section 4.3.

Using this information two upconverters were designed and built; detailed measurements on the second one showed a close correspondence to the design theory. The measurements of gain, bandwidth, and noise figure are presented in Section 4.4. Since the measured noise figure is larger than that predicted from thermal noise sources alone, other sources of noise are considered in this section to explain the discrepancy.

4.2 Diode Measurement

The packaged diode is a complex circuit element that presents several measurement problems to the experimenter. The resolution of these difficulties has been the subject of numerous papers of which the most pertinent are reviewed below. From the three basic methods presented in these papers, the third is chosen to measure the diode used in the experimental LSUC design.

4.2.1 Diode Measurement Review. The equivalent circuit for the varactor diode shown in Fig. 3.5 of the previous chapter is actually a simplified version of a more complex structure. The diode is considered to be physically much smaller than the wavelength at its highest operating frequency, so it can be represented by a lumped circuit. An equivalent circuit for a packaged varactor diode together with its more
common simplified circuit is shown in Fig. 4.1. To be a valid equivalent circuit, the circuit elements must be independent of frequency. The depletion layer capacitance, lead inductance, and package capacitance are frequency independent for microwave frequencies through X-band. The bulk series resistance \( R_S \) is usually assumed frequency and voltage independent. However, careful measurements show this is not the case. At frequencies higher than 10 GHz, \( R_S \) increases with frequency because of the skin effect resistance (Ref. 47). The applied voltage across the diode can vary \( R_S \) by two mechanisms. First, when the applied voltage varies the depletion layer capacitance, it also changes the width of the epitaxial base material (Ref. 48, p. 69). This is sufficient to cause a large variation in the series resistance. For an abrupt junction diode this variation is given by

\[
R_S = \frac{\rho(W_{\text{max}} - W)}{A}
\]

where \( \rho \) is the resistivity, \( A \) is the diode area, and \( W \) is the depletion layer width. Second, in a packaged diode the fringing capacitance will cause the effective series resistance \( R_S \) to increase with applied voltage (Ref. 49). This can be seen by equating the impedances of Fig. 4.1(a) to that of Fig. 4.1(b). The effective resistance is

\[
R_S = \frac{R X_F^2}{R^2 + (X_j + X_F)^2}
\]

\[
\approx \frac{R}{[1 + C_F/C_j(V)]^2} \quad 1 >> \omega C_F R
\]

where \( X_F \) and \( X_j \) are the capacitive reactances of \( C_F \) and \( C_j \) respectively. For zero and reverse bias the junction conductance \( G_j \) is very large and therefore can be safely neglected. The fringing capacitance commonly associated with the capacitance between the pillar and the top cap is also considered small enough to be neglected in most cases. However, as was just seen, this assumption may not always be warranted.

One of the difficulties in accurately characterising a varactor diode is now already evident: the semiconductor region is accessible only through the equivalent components of the package. There are in addition other difficulties. Special care must be
exercised in measuring $R_s$ as this is usually between 1 and 5 ohms; the high quality factor $Q_c$ of the diode implies that small losses in the measuring system can produce significant errors in the measurement of this important parameter. Also the diode is nonlinear, so low RF power must be used to avoid pumping the diode. In one method to be described, it is desirable to obtain the parallel resonant frequency of the diode. In some cases, this frequency is so high that TEM mode coaxial line is not available while impedance measurements in waveguide suffer from having a nonunique characteristic impedance.

These difficulties have resulted in basically three measurement techniques: (1) low-frequency bridge measurement of the capacitance, (2) single-frequency measurement of the diode $Q_c$ at varying bias voltages, and (3) measurement of diode impedance including package parasitic elements, performed at a single bias voltage but over a range of frequencies. In the first case the package parasitic elements can be neglected; in the second case they are tuned out and the diode $Q_c$ is measured directly, while in the third case, the diode is measured with the package parasitic elements.

4.2.1.1 Method 1. In the frequency range between 100 kHz and 10 MHz $R_s$ and $L$ can be safely neglected so that the total measured capacitance as found on a transformer ratio-arm bridge is

$$C_T = C_p + C_f + C_{j(V)}$$

$$\approx C_p + C(V)$$
Crook (Ref. 50) assumes $C_f$ is negligible and separates $C_p$ from $C(V)$ by an independent measurement of $C_p$ on an empty diode cartridge. Roberts and Wilson (Ref. 49) describe an alternative way of separating these two capacitances. The capacitance law, i.e., $\gamma$ and the built-in potential can be found by measuring a large number of diodes at two bias values, e.g., 0 and -6 V. From the slope of the straight line plot of $C_T(-6)$ versus $C_T(0) - C_T(-6)$, the capacitance law can be determined. Knowing this law, two bias levels enable finding $C_p$ and $C(V)$. Data given by Roberts and Wilson (Ref. 49), however, show these low-frequency measurements are in error by over 0.1 pF in 0.28 pF at -6V when compared to microwave measurements. Since the diode is to be used at microwave frequencies, the high-frequency measurement values are to be preferred. Therefore, method 1 is not recommended for diode characterization.

4.2.1.2 Method 2. This method provides a direct method of finding the diode $Q_c = 1/[\omega R_S C(V)]$. It is based on normalization of the measured impedance to $R_S$ rather than $Z_0$, and impedance matching the diode at a particular frequency and bias with a lossless transformer. Impedance matching is not strictly necessary, but is readily accomplished and simplifies the mathematics. Houlding (Ref. 51) used this technique to find the diode $Q_c$ by determining the change in reactance with a change in bias. However, his method requires knowledge of the capacitance-voltage law for the particular diode. Harrison (Ref. 52) soon afterward described a method of finding the $Q_c$ without having to know the capacitance-voltage law of the diode. In this method the bias on the matched diode is varied, the impedance is plotted on a Smith chart, and this plot is rotated until it coincides with the unit circle. The location on the unit circle where the diode is a short circuit is numerically equal to the diode $Q_c$. Harrison showed that this short circuit can be provided either by replacing the diode with a shorted package or by forward biasing the diode until it is an effective short. This latter technique works well for silicon diodes, but in gallium arsenide diodes the effective short is obtained near maximum permissible power dissipation. Mavaddat (Ref. 53) extended Harrison's method by eliminating the need of a short-circuited diode. He shows that a plot of $1/\Delta C$ versus $1/\Delta X$ for various bias values gives $1/Q_c$ as well as $1/C(V)$.
at the intersection of the curve with the $1/\Delta X$ and $1/\Delta C$ axes respectively. The value of $C(V)$ so obtained does not include the fringing capacitance $C_f$.

Criticism of this general approach was made by Hyde and Smith (Ref. 54) who showed, after analyzing several loss mechanisms, that the diode $Q_e$ found by this method may lead to erroneous results. Their conclusions may be summarized as follows. Additional series resistance whether within the diode cartridge or between the diode and the plane of measurement always reduces $\Delta Q_c$ (or $\Delta X$). Distributed loss either inside or outside the cartridge causes the relative impedance locus to lie inside the unit resistance circle when reverse biased and outside it when forward biased. In addition $\Delta Q_c$ is reduced and the short-circuit point does not lie on the periphery of the chart. Shunt conductance loss, which occurs near the reverse breakdown voltage and the forward conduction region, results in an impedance locus that lies inside the unit circle in both regions but does not disturb the short-circuit point. When using method 2 it is necessary to plot experimental data on a Smith chart at an arbitrary reference plane. These data points are rotated to fit the unit circle as closely as possible. But it is clear that qualitative adjustment for the asymmetries that arise may be necessary, and the possible failure of the short position to lie on the periphery of the Smith chart could be caused by either an unknown loss mechanism or the lack of a good short. Since the mathematical representation of these alternate loss mechanisms is complicated, Hyde and Smith conclude it is not possible to extract lossless results from lossy data. Nevertheless, Sard (Ref. 55) does attempt to separate circuit losses from varactor losses by assuming the lossy matching network is a standard form. However, correcting for the circuit loss in series with diode bulk resistance requires extreme measurement care.

4.2.1.3 Method 3. The first method is a low-frequency technique to find $C(V)$, while the second is a high-frequency technique to find $Q_e$. The third method gives the diode equivalent circuit elements from impedance data as a function of frequency. This method can be divided into two techniques: transmission loss measurements of a diode shunt mounted in a waveguide and direct impedance measurement of the varactor diode when series mounted in a coaxial short-circuited line.

The transmission technique was first proposed by DeLoach (Ref. 56) for the measurement of unencapsulated varactors. It requires measuring the ratio of the power
received by the load in the absence of the diode to that received when the diode is tuned to resonance, together with the two frequencies for which the transmitted power is doubled. With this information, the depletion layer capacitance, the series resistance, and the lead inductance can be found. This method has been extended to packaged diodes since at series resonance, the shunt package reactance is quite large.

Roberts and Wilson (Ref. 49) use a variation of the transmission method to find $R_s$, $L$, and $C(V)$. Since

$$C(V) = \frac{1}{4\pi f_a^2 L}$$

a plot of $1/f_a^2$ versus bias gives a plot of $M_a C(V)$ versus bias, where $f_a$ is the series resonant frequency and $M_a$ is an unknown constant. With the frequency set to $f_a$ at zero bias, the forward bias and reverse bias required to double the transmitted power are measured. The corresponding values of $M_a C(V)$ at these two bias values are read on the graph from which the $Q_c$ is readily calculated. This gives the cut-off frequency, $f_c = Q_c f_a$, $C(V)$, $L$, and the capacitance variation coefficient.

The most obvious disadvantage of this method is that it provides no way of determining the package capacitance since the diode is assumed to be a series RLC circuit. Houlding (Ref. 57) has pointed out that the equivalent circuit of the more common diode packages (rather than the Sharpless package used by DeLoach) would be considerably more complex than a simple RLC circuit. Uncertainty in the exact transformation of the diode junction diode, compounded by the need to vary the frequency, would introduce further error in this method. In addition there is some doubt of the appropriateness of the choice of waveguide characteristic impedance used by DeLoach. The value he used was derived by Schelkunoff and is the impedance seen by a thin wire placed between two broad walls of a reduced height waveguide (small compared to $\lambda / 4$). Packaged diodes usually cannot be considered as thin wires. Furthermore, a diode measured in a reduced height waveguide would be expected to operate in a similar diode mount, and this unduly restricts the circuit design.

In none of the methods reviewed thus far is there a satisfactory method for obtaining the package capacitance $C_p$. Roberts (Ref. 58) has shown that all four elements
of Fig. 4.1(b) can be obtained by series mounting the packaged diode in a short-circuited coaxial line and measuring the impedance over a broad range of frequencies. To obtain the three energy storage elements, the series resistance \( R_s \) is assumed negligible and three pairs of frequency-reactance variables are chosen. Roberts chooses the series resonant frequency \( f_a \), \( f_a/2 \), and the parallel resonant frequency \( f_b \). The corresponding reactances are \( X(f_a) = 0 \), \( X(f_a/2) \), and \( X(f_b) = \infty \). The corresponding parameters are then given by

\[
C_p = \frac{3}{2 \pi f_a X(f_a/2)} \left[ \frac{f_b}{f_a} \right]^2 - 1
\]

(4.1)

\[
C(V) = C_p \left[ \frac{f_b}{f_a} \right]^2 - 1
\]

(4.2)

\[
L = \frac{1}{(2\pi f_a)^2 C(V)}
\]

(4.3)

This method works well as long as \( f_b < 18 \text{ GHz} \). Above this frequency, the unavailability of coaxial line and connectors makes this method cumbersome. Roberts and Wilson (Ref. 49) overcome this problem by recognizing that a minimum of transmission occurs at \( f_b \). They, therefore, measure this frequency with the diode mounted in the inner conductor of the coaxial line between two coax-to-waveguide adapters.

The series resistance may now be evaluated by one of the \( Q \)-measurement techniques described in method 2. This has the advantage of finding \( R_s \) at the operating frequency and the disadvantage of incurring additional circuit loss. Alternatively a straightforward SWR measurement at series resonance can be used. Account must be taken of losses in the measuring system, since these losses can easily mask the true diode resistance. Crook (Ref. 50) minimizes these losses by using a 10-ohm quarter-wave impedance transformer between the slotted line and the diode. Bandler (Ref. 59) has shown for high standing waves
\[
\frac{1}{S_m} = \frac{1}{S_L} + \frac{1}{S_{\text{max}}}
\]  

(4.4)

where \(S_m\) = measured SWR, \(S_L\) = desired SWR of the load, and \(S_{\text{max}}\) = maximum SWR when the load is replaced by a short. The diode series bulk resistance is determined from \(S_L\) rather than \(S_m\).

4.2.1.4 Conclusions on the Three Methods. Table 4.1 summarizes the references which should be consulted for measuring the various diode parameters. Of the three basic methods described above the first seems the least useful at microwave frequencies. In the design of a LSUC, the basic problem is knowing the values of the package parasitic elements, \(R_s\), and the average depletion layer capacitance, while knowing \(Q_c\) is of secondary interest. Hence, method 3 is the most appropriate.

<table>
<thead>
<tr>
<th>Author</th>
<th>C(V)</th>
<th>(R_s)</th>
<th>L</th>
<th>(C_p)</th>
<th>(C_f)</th>
<th>(Q_c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crook (Ref. 50)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Houlding (Ref. 51)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Harrison (Ref. 52)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Mavaddat (Ref. 53)</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Roberts and Wilson (Ref. 49)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>DeLoach (Ref. 56)</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roberts (Ref. 58)</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandler (Ref. 59)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

Table 4.1. References for measuring diode parameters

Addition of a fifth element to the circuit in Fig. 4.1(b) provides a more accurate representation of the physical diode. The fringing capacitance shunting the diode wafer and an extra inductance external to the diode package capacitance are two possibilities that have been suggested for a fifth element.

Roberts and Wilson (Ref. 49) found that the fringing capacitance is larger than expected, and as has been shown, its presence can account for voltage dependence of the
effective series resistance. They found that the major part of the series inductance comes from the pillar on which the wafer rests (not the wires connecting the chip to the top cap) and that the magnitude of $C_t$ cannot be explained only by the existence of capacitance between the top cap and the wafer. The pillar is actually a distributed line and the additional fringing capacitance can be explained by the capacitance from the sides of the pillar to the top cap through the ceramic ring (Fig. 4.2). This distributed line can be approximated by an equivalent circuit that includes the fringing capacitance.

An additional external inductance has been proposed by Houlding (Ref. 57) who criticized the four-element equivalent circuit for the error it produces, particularly at the higher frequencies. He proposed neglecting the fringing capacitance and including an extra inductance $L_T$, which approximates additional transforming action of the package (Fig. 4.3).

Both of these five-element models give improved correlation with experimental measurements. However, the four-element equivalent circuit seems to be sufficiently accurate for the LSUC design.

4.2.2 Experimental Diode Measurement Results. The basic technique credited to Roberts (Ref. 38) has been employed to find the reactive elements of the circuit in Fig. 4.1(b). The transmission technique was not used because, in the LSUC, the diode is not shunt-mounted in a reduced height waveguide. Furthermore, the objection to Roberts’ method which is based on a high parallel resonant frequency, does not materialize since the diode package used here had a parallel resonant frequency somewhere in the lower half of the X-band frequency range. The diode is therefore mounted in a shorted piece of 14-mm coaxial line as shown in Fig. 4.4. Since the diode diameter is less than the coaxial center conductor, the latter is tapered to make a smooth transition from the 50-ohm line to the diode. Any error introduced by this taper is at least partially offset by a corresponding taper in the diode mount in the LSUC. The reference plane used in the measurement is taken at the edge of the diode ceramic nearest the generator. The diode was measured under self-bias conditions on the Hewlett Packard No. 8410A network analyzer using the No. 8413A phase-gain indicator from 1 to 11.5 GHz. The results are plotted in Fig. 4.5. Equations (4.1) to (4.3), when used in conjunction with this plot, give the following values for the reactive elements:
Fig. 4.2. Distributed diode model

Fig. 4.3. Howling's varactor diode model

\[
S_p = 6.12 \times 10^{12} \text{ F}^{-1}
\]

\[
S_0 = 1.05 \times 10^{12} \text{ F}^{-1}
\]

\[
L = 1.83 \text{ nH}
\]

The series resistance was found using both Harrison's Q measurement technique and a standard slotted line measurement with Bandler's modification. The measuring system used for the first method is shown in Fig. 4.6, and the resulting bulk resistance is found to be \( R_s = 1.55 \) ohms. Using Bandler's method, the resistance is found to be \( R_s = 1.41 \) ohms. Although both methods give approximately the same result, the first method is
Fig. 4.4. Diode measurement mount with (a) the varactor diode and (b) the short-circuit reference plane where all dimensions are in inches.

less accurate because of the additional losses in the double-stub tuner, the bias tee, and the additional connectors. The series resistance of the diode is therefore taken as 1.41 ohms.

The analysis of the resulting equivalent circuit is shown in Fig. 4.5. The reactance of the measured diode and the equivalent circuit are shown in Fig. 4.7. A comparison shows that the worst discrepancies occur at frequencies beyond parallel resonance, but these frequencies are also higher than the operating frequency of the LSUC, and so the discrepancies do not disturb the design.
Fig. 4.5. The measured diode impedance data points are designated by $\circ$ and the selected points obtained from analysis of the resulting diode model are designated by $\times$. 
4.3 External Microwave Circuit Measurements

The two problems considered in this section are the measurement of the bandpass impedance transformers used in the signal and lower sideband ports, and the measurement of the equivalent tee junction.

4.3.1 Band-pass Transformers. In the design for LSUC3 discussed in Chapter III the signal transformer is designed to have a bandwidth of 40 percent of the center frequency and to transform the 50-ohm generator impedance to 7.630 ohms (which normalized to 50 ohms is 0.153) at the reference plane where the impedance is real. The lower sideband port is designed to have a bandwidth of 7 percent of the center frequency and to transform the 50-ohm load impedance to 30.04 ohms (which normalized to 50 ohms is 0.6). These two transformers were measured on the Hewlett-Packard No. 8410A network analyzer using the No. 8414A polar display and an X-Y recorder. The results shown in Figs. 4.8 and 4.9 indicate the bandwidths of these filters are somewhat narrower than the design bandwidth. However, this is in qualitative agreement with the analysis presented in Chapter II. Although the bandwidth is narrower than the design goal, the impedance transformers are sufficiently broad so as not to restrict the amplifier bandwidth.
Fig. 4.7. Comparison of the reactance for the measured diode \( \cdots \) and the diode model \( o o o \)
Fig. 4.8. Impedance of the signal frequency transformer
Fig. 4.9. Impedance of the lower sideband frequency transformer
4.3.2 The Tee Junction. In much of the theoretical work described in Chapter III, it has been assumed that all three ports of the coaxial tee junction are symmetrical, so that power entering one port divides equally between the other two. However, empirically this assumption is found to be invalid at high frequencies. In connection with realizing multiplexing networks, Wenzel (Ref. 60) found that coaxial shunt stubs caused some difficulties at X-band and were very unpredictable at K\textsubscript{u}-band. To gain further insight into the tee junction characteristics, two ports of the tee were terminated by 50-ohm loads, and the input impedance was measured at the third port with the reference plane at the center of the junction (Fig. 4.10). These measurements indicate that the tee junction is not an ideal power splitter above 2 GHz for the 14 mm coaxial tee and above 4 GHz for the 7 mm coaxial tee. The measurements of the 7 mm tee in Fig. 4.11 show that beyond this borderline frequency the input impedance \( Z_a \) looks increasingly reactive while \( Z_b \) tends to look more like 50 ohms. Thus power entering the input port of Fig. 4.10(a) is almost totally reflected at sufficiently high frequencies, while at these same frequencies most of the power entering the input port of Fig. 4.10(b) is absorbed in the opposite arm. These characteristics are used to advantage in the LSUC3 design.

To obtain a more quantitative model of the 14 mm tee junction used in the LSUC, parameters are obtained for a three port equivalent circuit shown in Fig. 4.12.

The matrix equation for the tee junction is

\[
\begin{bmatrix}
i_1 \\
i_2 \\
i_3
\end{bmatrix} = \begin{bmatrix}
Y_{11} & Y_{12} & Y_{13} \\
Y_{21} & Y_{22} & Y_{23} \\
Y_{31} & Y_{32} & Y_{33}
\end{bmatrix} \begin{bmatrix}
V_1 \\
V_2 \\
V_3
\end{bmatrix} \tag{4.5}
\]

From symmetry, \( Y_{11} = Y_{22} \) and \( Y_{13} = Y_{23} \), and from reciprocity, the nine terms in (4.5) can be reduced to only four terms:

\[
\begin{bmatrix}
i_1 \\
i_2 \\
i_3
\end{bmatrix} = \begin{bmatrix}
Y_{11} & Y_{12} & Y_{13} \\
Y_{12} & Y_{11} & Y_{13} \\
Y_{13} & Y_{13} & Y_{33}
\end{bmatrix} \begin{bmatrix}
V_1 \\
V_2 \\
V_3
\end{bmatrix} \]
The measurement of $Y_{11} = Y_{22}$ and $Y_{33}$ is easily accomplished by putting shorts at the reference planes of two ports and measuring the input admittance of the third. Measuring the off diagonal terms is slightly more involved. To measure $Y_{12}$, for example, port 3 is shorted at the reference plane, reducing the $3 \times 3$ matrix above to

$$
\begin{bmatrix}
1_1 \\
1_2
\end{bmatrix} = \begin{bmatrix} Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{bmatrix} \begin{bmatrix} V_1 \\
V_2
\end{bmatrix}.
$$

(4.6)
Fig. 4.11. The impedance as a function of frequency in GHz of a 7 mm coaxial tee junction as seen from the leg $Z_a$, --, and the impedance as seen from the arm $Z_b$, ---, when the other two ports are terminated with 50 ohms.
Equation (4.6) can be solved for the unknown $Y_{12} = Y_{21}$ in terms of the easily measured values $Y_{11}$, $Y_{22}$, $Y_{11}^\text{lin} = i_1/V_1$, and $Y_2 = i_2/V_2$:

$$Y_{12}^2 = (Y_{11}^\text{lin} - Y_{11})(Y_2 - Y_{22}), \quad V_3 = 0 \quad (4.7)$$

Similarly $Y_{13}$ is

$$Y_{13}^2 = (Y_{11}^\text{lin} - Y_{11})(Y_3 - Y_{33}), \quad V_2 = 0 \quad (4.8)$$

where $Y_3 = i_3/V_3$. The value $Y_{11}^\text{lin}$ in both (4.7) and (4.8) is the input admittance looking into the junction from port 1 for some finite $Y_2$ or $Y_3$, while $Y_2$ and $Y_3$ are the
admittances looking away from the tee junction at the reference planes of ports 2 and 3 respectively. In the measurements reported here, a short was placed a quarter wavelength from the reference plane in either one of ports 2 or 3 so that \( Y_2 \) or \( Y_3 \) was 

\[ -jY_0 \cot \left( \frac{\pi \lambda_0}{2L} \right) \]

where \( \lambda_0 \) is the midband wavelength. The measured equivalent circuit for the 14 mm coaxial tee junction for frequencies between 8.40 and 8.60 GHz is given by

\[
\begin{align*}
B_{11} &= \omega C_{11} - 0.148 \, \text{mhos}, & C_{11} &= 2.96 \, \text{pF} \\
B_{33} &= -\left( \omega L_{33} - 0.275 \right)^{-1} \, \text{mhos}, & L_{33} &= 55.7 \, \text{nH} \\
B_{12} &= \omega C_{12} - 0.138 \, \text{mhos}, & C_{12} &= 2.92 \, \text{pF} \\
B_{13} &= \omega C_{13} - 0.0915 \, \text{mhos}, & C_{13} &= 2.00 \, \text{pF}
\end{align*}
\]

Although the coaxial tee junction is a common microwave component, no accurate analysis has been given for it. King (Ref. 61, pp. 389-397, 426-430) has analyzed the two wire transmission line tee junction and indicated how this method might be extended to give an approximate equivalent circuit for the coaxial tee junction. However, his approach is complex and would not cover the problem of higher order modes which are excited at sufficiently high frequencies. In the absence of an accurate theoretical description of the tee junction, the above empirical model is used in the analysis of the LSUC.

4.4 The Experimental LSUC Circuits

Two LSUC circuits were designed and tested: one based on the LSUC2 design and the other on the LSUC3 design. Although 20 dB of stable gain was obtained in both upconverters, the LSUC2 required several empirical modifications before this gain was achieved while the LSUC3 did not require these modifications.

The theoretical LSUC2 used an ideal band-stop filter to help isolate the signal port from the lower sideband frequency. However, experimentally it was found expedient to not use a band-stop filter. This together with the effects of the nonideal tee junction made it necessary to modify both the signal and lower sideband circuits to obtain the desired gain. The final experimental amplifier is shown in Fig. 4.13. In contrast to the preceding design, the LSUC3 required neither a band-stop filter nor an ideal tee
Fig. 4.13. Schematic diagram of the experimental LSUC2 including the final experimental dimensions. The transmission line is standard 14 mm 50 ohm coaxial line and the cross-hatched sections are Teflon.
junction, so this upconverter provided the desired gain without recourse to empirical design modifications. A cutaway view of the LSUC3 is shown in Fig. 4.14, and the upconverter together with the associated equipment is shown in Fig. 4.15.

4.4.1 Gain. Both amplifiers were designed to have a transducer power gain of 20 dB based on an elastance pumping coefficient \( S_1/S_0 = 0.35 \). When the input power was set to \(-80\) dBm, the output power was 20 dB higher as measured on a calibrated spectrum analyzer. The gain can be increased or decreased by simply changing the applied pump power. The LSUC2 had a maximum gain of 37 dB, and the LSUC3 had a maximum gain of 33 dB before oscillations occurred.

4.4.2 Bandwidth. If the amplifier bandwidth were limited by the pass-band of the signal or lower sideband impedance transformers, then its value would exceed 400 MHz. However both the measurements and the theoretical gain versus frequency calculations show the amplifier bandwidth to be much less than this. Evidently the complicated circuit impedance and the diode package parasitic elements, rather than the filters themselves, are primarily responsible for limiting the bandwidth.

The 3 dB bandwidth of the LSUC2 was measured and found to be 3.5 MHz. Because of the various above mentioned modifications in this circuit, a comparison with theory is not possible.

The experimental gain curve for the LSUC3 is shown in Fig. 4.16 for various values of pump power (or various values of maximum gain). The 3 dB bandwidth for the 20 dB curve is 2.6 MHz. These curves cannot be compared directly with the corresponding theoretical calculation of the LSUC3 (Fig. 3.22) in Chapter III because of some minor differences in the two amplifiers. These differences are listed below.

1. The experimental amplifier has a maximum gain of 20 dB while the theoretical amplifier has a midband gain of 20 dB.

2. The distance between the diode and the lower sideband filter is increased by \( \lambda_{p-s}/2 \) so as to make a gradual transition from the diode cartridge diameter to the coaxial center conductor diameter.

3. The distance between the tee junction and the pump filter is increased by \( \lambda_{p-s}/2 \) so that the pump filter does not extend into the tee junction area itself.
Fig. 4.14. Photograph of the LSUC

Fig. 4.15. Photograph of the LSUC when in operation
Fig. 4.16. Experimental power gain of LSUC3 when the midband gain is 30 dB (Δ), 25 dB (○), 20 dB (□), 15 dB (◇), 10 dB (+), and 5 dB (×).
4. The distance between the lower sideband filter and the high-pass filter is approximately $3.5 \lambda_s$ because of the long line stretcher used.

5. The distance between the pump filter and the corresponding high-pass filter is approximately $1.5 \lambda_s$ because of the long line stretcher used in the circuit.

6. The actual tee junction frequency sensitivity is neglected in the theoretical LSUC3 in Chapter III.

All these differences do not change the basic design philosophy of the LSUC3, but they must be incorporated in the analysis of the amplifier to obtain correspondence between theory and experiment. When these changes are made the theoretical gain curves are shown in Fig. 4.17 which at 20 dB gives a bandwidth of 4.63 MHz. Shown in Fig. 4.18 is a comparison of the gain-bandwidth product for various pump levels. The complex behavior of the element values for the equivalent circuit of the tee junction (the equations given in Section 4.3.2 are the best linear approximations to the actual susceptances), the connector reactances, the line stretcher reactances, and the SWR of the high-pass filters in the pass-band, all contribute to bandwidth reduction beyond that calculated for Fig. 4.17. The major limitation to the bandwidth, however, seems to be the long line stretchers, for if they could be removed and the high-pass filters brought next to the pump and lower sideband filters respectively, a bandwidth of 21.6 MHz would be expected.

4.4.3 Noise Figure. When the output impedance of an amplifier is negative, care must be taken in correctly measuring the amplifier noise figure. In systems using a LSUC an isolator is normally attached to the output of the amplifier, so the noise figure of the LSUC and output isolator was measured as a single unit. There are several definitions of noise figure, but the one most convenient when dealing with negative resistance amplifiers is the "actual" noise figure (Ref. 40). The actual noise figure is consistent with the definition of the transducer power gain and accounts for the noise generated in the load and generator impedances. A block diagram of the noise measuring circuit is shown in Fig. 4.19 while a photograph of the system is shown in Fig. 4.20. The noise figure for a cascade of stages is
Fig. 4.17. Theoretical gain curves for LSUC3 when the circuit is modified because of physical requirements
Fig. 4.18. Comparison of theoretical and experimental gain-bandwidth product
Fig. 4.19. Noise figure measuring circuit
Fig. 4.20. Photographs of the noise figure measuring circuit.
\[ F = F_1 + \frac{F_2 - 1}{G_{21}} + \frac{(F_3 - 1)L_2}{G_{21}} \]

where \( G_{21} \) is the gain of the LSUC (stage 1) and \( L_2 \) is the loss in the variable attenuator (stage 2). If the ambient temperature is 290\(^\circ\)K, then \( F_2 = L_2 \) and the total noise figure reduces to

\[ F = F_1 - \frac{1}{G_{21}} + \frac{L_2F_3}{G_{21}} \]

When the total noise figure is measured as a function of \( L_2 \), the result is a straight line with slope \( F_3/G_{21} \) and intercept at \( F = F_1 - 1/G_{21} \). Since \( F_3 \) can be found by an independent measurement, \( G_{21} \) and finally \( F_1 \) can be obtained, where \( F_1 \) is the noise figure of the amplifier and isolator combination. This method gives accurate results since individual measurement errors can be averaged.

The noise figure of both amplifiers was measured by setting the gain at 5 dB, 10 dB, and 20 dB by an appropriate choice of pump power when a sine wave was applied at the signal port. The noise figure of stage 3 was 10.0 when the noise figure for LSUC2 was to be found, and 9.5 for the LSUC3 measurement. The difference in \( F_3 \) between the two cases ascribed to the difference in frequency and output power of the local oscillator. The straight line graphs generated for these measurements are shown in Figs. 4.21 and 4.22 and the final results in Table 4.2. These two figures experimentally confirm the result cited in (3.25) : \( F - 1/G_{21} \) is a constant.

The results shown in Table 4.2 indicate the upconverter amplifies noise power as much as 5 dB less than CW power. The reason for this discrepancy is unknown, but when the CW and noise gain of an Aaltech TY538, X-band, tunnel diode amplifier were measured, they both came out to be 10 dB. The discrepancy therefore seems to be inherent in the upconverter itself.

The theoretical spot noise figure obtained from (3.24) when the 5 x 5 matrix approximation is used is shown in Fig. 4.23. To relate this with the measured value, a relationship between the spot noise figure \( F(f) \) at frequency \( f \) and the average noise figure \( \overline{F} \) is needed. This expression is
Fig. 4.21. Noise figure of LSUC2
Fig. 4.22. Noise figure of LSUC3
Table 4.2. Noise figure of the LSUC

\[
\overline{F} = \frac{\int F(f) G_{21}(f) \, df}{\int G_{21}(f) \, df} \tag{4.9}
\]

where \( G_{21} \) is the upconverter gain (Ref. 62). When the data used in plotting Figs. 4.23 and 4.17 are numerically integrated, the theoretical average noise figure is found to be 1.187: a value significantly lower than the measured noise figure. In the following paragraphs, various other sources of noise are investigated to explain this discrepancy.

4.4.3.1 Circuit Losses. Resistive circuit losses adds some thermal noise to the amplifier. However when the LSUC was numerically analyzed in a circuit taking account of this loss, the change in the noise figure was negligible. In the calculation the standard values for the resistivity for brass \( (6.4 \times 10^{-8} \text{ ohm-meter}) \), the standard loss tangent for Teflon \( (3.7 \times 10^{-4} \) ), and a roughness factor of 1.8 (Ref. 63) were used. The result is a change in the thermal noise figure of only 0.0023: a value too small to be measured with a standard noise figure meter.

4.4.3.2 Incorrect Value of Diode Bulk Resistance. One important source of noise is the series bulk resistance of the diode. If this resistance increases, the noise figure also increases. However when the noise figure was calculated for the LSUC with \( R_s = 1.41 \text{ ohms} \) replaced by \( R_s = 7.71 \text{ ohms} \), the noise figure with the gain adjusted to give 20 dB increased to only 1.19. Observation of the midband noise figure expression for the uncooled LSUC,
Fig. 4.23. Theoretical noise figure for LSUC3
\begin{align*}
F &= (1 + \frac{1}{X_g}) (1 + \frac{1}{r}) + \frac{1}{C_{21}} \quad \text{(4.10)}
\end{align*}

shows that when \( X_g \) is large (\( = 100 \) in this case), decreasing it by a factor of 5.5 as done here does not greatly degrade the noise figure.

4.4.3.3 Noisy Pump Source. The noise fluctuations of the pump oscillator are generally considered to have an insignificant effect on the noise figure of parametric amplifiers. Uenohara (Ref. 41) assumed this on the basis that for a properly adjusted amplifier, the gain is almost constant for small variations in pump power. More recently IMPATT diodes have been used for parametric amplifier pump sources. Although FM and AM noise of IMPATT diodes are considered to be from 20 to 25 dB higher than that found in klystrons (Ref. 64), Gray, Kikushima, Morenc, and Wagner (Ref. 65) found that the noise figure, bandwidth, and gain were the same for the klystron and IMPATT diode pump sources.

A first order approximation to the FM noise introduced by the pump source can be obtained from (4.10) which is valid for the 2 x 2 matrix approximation when the generator and load resistances are independent of frequency. The FM noise of the pump effects both the frequency ratio \( r \) and the gain \( G_{21} \), while the AM noise effects only the gain. The pump FM, which causes fluctuations only in \( \omega_2 \), increases the frequency ratio term by the factor

\[ 1 + \frac{\delta \omega}{\omega_{20}} \]

where \( \delta \omega = \omega_2 - \omega_{20} \). Assuming single tuned circuit elements, the reactance at the lower sideband frequency is

\[ -X_{22} = -2 \frac{S_0}{\omega_{20}} \frac{\delta \omega}{\omega_{20}} \ . \]

Using these expressions in (3.12) and substituting into (4.10), the modified noise figure is
\[ F = (1 + \frac{1}{x_g}) + (1 + \frac{1}{x_g}) \frac{1}{r} (1 + \frac{\delta \omega}{\omega_{20}}) + \frac{1}{G_0} \left\{ 1 + \frac{\delta \omega}{\omega_{20}} \frac{2K_q}{(1 + x_g)(1 + y_f) - K_q} \right\} \]

\[ \left( \frac{\delta \omega}{\omega_{20}} \right)^2 \frac{K_q^4 + 4(1 + x_g)^2 Q_{20}^2}{(1 + x_g)(1 + y_f) - K_q^2} + \Theta \left( \frac{\delta \omega}{\omega_{20}} \right)^3 \left\{ \right\} \]  

(4.11)

where \( G_0 \) is the midband gain. The additional noise figure due to the FM noise alone \( F_{FM} \) is readily obtained from this expression. The pump klystron used for the LSUC had an FM bandwidth of approximately 25 KHz at \( f_p = 9.50 \) GHz. Using this value plus the LSUC parameters used in the design,

\[ F_{FM} = 1.75 \times 10^{-7} + \frac{1}{G_0} (4.86 \times 10^{-6}) \]

\[ \approx 2.24 \times 10^{-7} \]

Thus the increase in the noise figure from frequency fluctuations in the pump source is negligible.

An amplitude fluctuation in the pump source leads to AM noise in the upconverter through variations in \( S_1^2 \). The reciprocal of the gain under this condition is given by

\[ \frac{1}{G_{21}} = \frac{1}{G_0} \left\{ 1 + \frac{2K_q}{1 + x_g}(1 + y_f) - K_q \right\} \]

\[ + \left( \frac{\delta S_1^2}{S_1^2} \right)^2 \left[ \frac{2K_q}{(1 + x_g)(1 + y_f) - K_q^2} + \frac{K_q^2}{(1 + x_g)(1 + y_f) - K_q^2} \right] \]

\[ + \Theta \left( \frac{\delta S_1^2}{S_1^2} \right)^3 \left\{ \right\} \]

which reduces to \( 1/G_0 \) when there is no AM noise. If the parameters used in the design of the LSUC are used, the additional AM noise in the upconverter is
\[ F_{AM} = \frac{1}{G_0} \left[ \frac{\delta S_1^2}{S_1^2} (4.31) + \left( \frac{\delta S_1^2}{S_1^2} \right)^2 (6.03) \right] \]

Assuming a gain of 20 dB and a pessimistic elastance variation of \( \delta S_1^2 / S_1^2 = 0.01 \), this AM noise reduces to

\[ F_{AM} = 4.31 \times 10^{-4} \]

Clearly both the AM and FM noise from the pump source add negligible noise figure to the upconverter. Thus from both experimental substitution of a noisy pump source for a quiet one and observation of (4.10), the noise in the pump source can be neglected as a major contributor to the upconverter noise figure.

4.4.3.4 Pump Heating of Diode. Garbrecht (Ref. 66) proposed that the heating effect of the pump power on the diode spreading resistance determines the lower limit of noise temperature for cooled parametric amplifiers. An expression which describes the effect of diode heating can be obtained from (3.24) by setting the shot noise components to zero. Under large pumping conditions the diode temperature can be expected to rise approximately 400K above ambient, which increases the noise figure by less than 0.009. Although the pump heating effect is important for cooled parametric upconverters it is not important for room temperature upconverters.

4.4.3.5 Shot Noise. In Chapter III an expression was derived for the shot noise in a LSUC caused by the dc bias current \( I_0 \). This relationship, which is plotted in Fig. 4.24 with diode temperatures \( T_d = 290^0K \) and 3300K, shows that the diode would have to draw an excessive current for the noise figure to be close to the measured value of 1.9. However Josenhans (Ref. 39) noticed that the slope of the corresponding curve for his reflection parametric amplifier using silicon diodes was a factor of 10 to 15 higher than what his theory predicted. At the same time, when he measured germanium and gallium arsenide diodes, his theoretical and experimental values matched within the experimental error. If this same factor is applied here, only 10 \( \mu A \) of dc current (or an equivalent forward-and-back current) is needed to give a noise figure of 1.9. Apparently the zero minority carrier lifetime assumption used in deriving the noise figure
Fig. 4.24. Thermal plus shot noise figure of a LSUC at 290°K when the diode is at 290°K and 330°K. The dashed curves have slopes 10 and 15 times larger than the noise figure curve.
expression (3.24) is in error for silicon diodes. The remainder of this section describes an experimental investigation of the effects of nonzero minority carrier lifetime.

In the experimental LSUC3 described in this chapter, the diode circuit at dc is open. Thus any shot noise arising in the upconverter must be caused by forward-and-back current. Unfortunately this current cannot be directly measured, but there are two indications that it is responsible for the high noise figure. The first is that the noise figure increases significantly as the diode bias increases, and the second is that the diode exhibits changes in the dc characteristic when pumped by an RF source, suggesting the existence of significant forward-and-back current.

To verify the first of these indications, the noise figure of a LSUC as a function of bias voltage was measured. Since a change in bias changes the diode capacitance, variable tuning elements were needed to compensate for this change so that the gain and pump power could be kept constant. This is accomplished by replacing the impedance transformers in LSUC3 with numerous filters and variable tuning elements. The pump frequency in this case was 10.59 GHz and the signal frequency 1.843 GHz. The bias voltage was applied through a General Radio 874-FBL bias insertion unit placed in the signal port. The dc current was thus conducted through the center conductor to the diode and returned to the outer conductor by the shorted double-stub tuner in the lower sideband circuit. The noise figure was measured using the same techniques described in Section 4.4.3, and the results are shown in Fig. 4.25. Although the magnitude of the noise figure for this empirically designed LSUC was poor (partly because of the low gain of this device) the noise figure clearly increased with increase in bias voltage. By allowing 7 μA current to flow, the noise figure of the LSUC increased by 10 dB over the reverse bias configuration. (The break in the curve at \( V_b = 0 \) results solely from the change in scale of the abscissa.) The existence of nonzero forward dc current, which is indicated near the appropriate data points, even when the dc voltage is zero shows that the pump source is producing some dc current.

The second indication of significant forward-and-back current can be seen in the dc volt-ampere characteristics of the varactor when pumped by a large RF signal (Fig. 4.26). These measurements were made by series mounting the same varactor
Fig. 4.25. Noise figure of a LSUC as a function of bias voltage when the gain and pump power is constant.
Fig. 4.26. Varactor diode dc current-voltage characteristics with no RF power (o), with 71 mW RF (□), and with 0.71 W (x). The applied RF is 9.5 GHz, and the diode is series mounted in a terminated 14 mm coaxial line.
diode used previously in a 14 mm terminated coaxial line (Fig. 4.27). This circuit, like Siegel's (Ref. 42), was used to avoid tuning the diode at a particular frequency. Although the measurement results found in Fig. 4.26 failed to show any negative resistance region, the application of pump power clearly had a significant effect on the diode. Siegel found after careful investigation that the negative resistance he observed was not caused by the ac signal swinging from reverse breakdown to forward conduction. The same conclusion is valid here, since even under heavy pumping (0.71 W), the voltage swing across the diode chip would be approximately + 0.40 volts: a value much smaller than the reverse bias to forward conduction voltage range for the unpumped varactor. Thus the pump in the LSUC may well cause charge multiplication in the varactor which in turn contributes to the shot noise figure of the amplifier.

![Diagram](image)

**Fig. 4.27.** Mount for measuring diode current-voltage characteristic under pumped conditions

### 4.5 Conclusions

The results presented here verify the synthesis techniques developed in Chapter III for the LSUC. The additional adjustments in the analysis needed to account for the extra half wavelength line sections used in the experimental LSUC and the nonideal tee junction do not affect the basic design theory. The measured noise figure was however significantly larger than that calculated on the basis of thermal noise alone. Shot noise with an additional charge multiplication mechanism appear to be the primary cause of this extra noise.
CHAPTER V

DIFFUSION ADMITTANCE

5.1 Introduction

The work described in Chapters II, III, and IV has dealt primarily with circuit aspects of the LSUC. Even the diode is considered as an equivalent circuit with a time varying elastance. Here the varactor diode chip itself is analyzed with special attention given to the evaluation and effects of diffusion admittance. Diffusion capacitance arises when a pn junction is biased in the forward conduction region for at least part of an RF cycle. Charge carriers driven across the junction become minority carriers and would recombine if they stayed there long enough. However if the lifetime of the carriers is much longer than the period of the applied ac voltage, most of the minority carriers will return across the junction before they recombine. This charge storage effect produces a circuit element known as diffusion capacitance.

The diode elastance harmonics used in Chapter III were derived using the depletion layer capacitance alone. Since varactors used in parametric circuits are often forward biased during part of the pump cycle, diffusion admittance plays an important role in amplifier performance. The analysis presented here indicates how the diode characteristic can be optimized to enhance LSUC performance.

A review of the literature in Section 5.2 shows that overdriving the diode improves frequency converter and multiplier performance. This section also describes some work on diffusion admittance. In Section 5.3 an expression for the diffusion admittance is obtained, unrestricted by small signal approximations, as a function of the doping profile of the diode. Previously this theory had been applied only in improving the design of a multiplier. Here a large signal analysis of a LSUC in conjunction with short circuit assumptions using only the diffusion admittance (no depletion capacitance) is presented in Section 5.4. Following in Section 5.5 is a small signal analysis of a LSUC when (1) the diode has only diffusion admittance, and (2) the diode has both diffusion
and depletion admittance. These calculations show the particular characteristics needed to improve LSUC performance when the diffusion admittance is significant.

5.2 Literature Review

Varactor diodes are used not only in small signal frequency converters, but in large signal frequency converters, frequency multipliers, reflection parametric amplifiers, and voltage controlled frequency tuners. Although varactor diodes manufactured specifically for parametric amplifiers, frequency multipliers, or voltage controlled tuners differ in such details as capacitance variation, cut off frequency, etc., the theory developed for a diode used in one application can often be transferred to a diode used in another application.

Most analyses of either a LSUC or one of these other devices assume that the diode can be represented by a depletion layer capacitance under reverse bias, and by a short-circuit under forward bias. Mathematically this can be stated as follows:

\[
\bar{V} = \begin{cases} 
-(-\bar{Q})^{1/(1-\gamma)} & \bar{Q} < 0, \\
0 & \bar{Q} > 0,
\end{cases}
\]  

(5.1)

where

\[
\bar{V} = \frac{\phi_v - V}{\phi_v - \bar{V}_B} 
\]

\[
\bar{Q} = -\frac{Q_\phi - Q}{Q_\phi - Q_B}
\]

\[V_B = \text{breakdown voltage}\]

\[Q_B = \text{charge on varactor at } V_B\]

\[Q_\phi = \text{charge on varactor at } V = \phi_v\]

\[V > 0 \text{ for forward bias}.
\]

This means that for \(Q \geq Q_\phi\), the diode is assumed to act like an infinite capacitance, presumably a result of large diffusion effects.
Although this model assumes the minority carrier lifetime in the diode to be infinite and therefore does not specifically consider the effects of diffusion admittance, it has been used extensively in the analysis of large signal frequency converters and multipliers. Analysis of both multipliers (Refs. 67 to 70) and large-signal upper sideband upconverters (USUC) (Refs. 71 to 73) with this simple model show that increased power output and efficiency are obtained when the varactor "drive" > 1, where

\[
\text{drive} = \frac{Q_{\text{max}} - Q_B}{Q_\gamma - Q_B}.
\]  

(5.2)

More specifically Davis (Ref. 68) calculated the output power and efficiency of varactor doublers based on the work of Penfield and Rafuse (Ref. 48). He found that overdriving a graded junction diode improves the doubler performance by a larger factor than overdriving an abrupt junction diode, although overdrive improves doublers using diodes of either profile. Burckhardt (Ref. 69) showed by a more complete numerical analysis of several multipliers, with and without idlers, that overdriven diodes with small \( \gamma \) gives the greatest output power and efficiency.

Similar conclusions have been reached with regard to \( \gamma \) and drive for the USUC. Penfield and Rafuse (Ref. 48) assumed that if the total charge is

\[
Q = q_b + q_p \cos(\omega t + \psi_p) + q_s \cos(\omega t + \psi_s) + q_u \cos(\omega t + \psi_u)
\]  

(5.3)

where \( q_b \) is the bias charge and subscripts \( u, p, \) and \( s \) refer to the upper sideband, pump, and signal respectively, then the maximum charge for the fully driven diode is restricted by

\[
q_p + q_s + q_u = \text{constant}.
\]  

(5.4)

Conning (Ref. 72) using this restriction compared the output power and efficiency for \( \gamma = 0 \) and \( \gamma = 1/2 \), and shows that output power is larger for drive > 1.8 and efficiency is larger for drive > 1.5 when \( \gamma = 0 \). Nelson (Refs. 74, 75) showed that the estimate (5.4) of Penfield and Rafuse was unduly restrictive and developed a more accurate and larger charge restriction. Grayzel (Ref. 72) generalized Nelson's results to include an
overdriven diode. He proceeded to show that the greatest efficiency and power handling capability occurs for a drive = 2. Also the maximum efficiency and maximum power handling capability increase with decreasing \( \gamma \).

Gewartowski and Minetti (Ref. 73) pointed out that Grayzel had used the phase condition \( \psi_p = \psi_s = \psi_u \). Rather than making this assumption, Gewartowski and Minetti choose \( \psi_u \) to correspond to the maximum output power for a prescribed drive level, and thus they achieve as much as 16 percent more power output thereby making a further improvement in the maximum charge restriction. They found that the maximum output power is larger for the abrupt-junction than the graded-junction diodes for all drive levels between 1 and 2, but that for high drive levels, the power-impedance product is higher for the graded junction. The up conversion gain and efficiency for high drive levels were both larger for the smaller \( \gamma \) varactors. For \( \gamma = 1/2 \) the maximum efficiency and gain occurred at a drive = 1.4 to 1.6 while for \( \gamma = 1/3 \) the maximums occurred at drive = 1.8. However they found the bandwidth is larger for the abrupt junction diode although the difference becomes negligible at drive = 2.

These analyses show that the efficiency of these devices and the gain of the USUC increase when the varactor is overdriven and \( \gamma \) is small. However, all of these results are based on the simple diode model described by (5.1). If some forward conduction is so important to optimal use of the varactor, it appears that a better model of the varactor in the forward bias region is needed.

If the depletion layer capacitance is neglected under forward bias conditions, an approximation for the diffusion capacitance can be found. The usual small signal approach for calculating the diffusion admittance (Refs. 76, 77, 78) assumes the voltage and current on the diode are

\[
V(t) = V_b + V_{ss} e^{j\omega t}
\]

\[
J(t) = J_b + J_{ss} e^{j\omega t}
\]

where \( V_{ss} \ll V_b \) and \( J_{ss} \ll J_b \). Then the minority carrier densities are approximated as
\[ p = p_n e^{\alpha V(t)} \]

\[ \approx p_n (1 + \alpha V_{ss} e^{i\omega t}) e^{\alpha V_b} \]

\[ n = n_p (1 + \alpha V_{ss} e^{i\omega t}) e^{\alpha V_b} \]

where \( p_n \) and \( n_p \) are the equilibrium minority carrier densities, \( q \) is the electron charge, and \( \alpha = \Delta q/kT \). The small signal admittance found on the basis of these assumptions is

\[ Y = \frac{J}{V} = \alpha q \left( \frac{D_p p_n}{L_p} \sqrt{1 + j\omega \tau} + \frac{D_n n_p}{L_n} \sqrt{1 + j\omega \tau_n} \right) e^{\alpha V_b} \quad (5.5) \]

where \( \tau \) is the minority carrier lifetime, \( D \) is the diffusion constant, and \( L = \sqrt{D \tau} \) is the diffusion length.

The most prominent feature of this expression is that the diffusion capacitance is proportional to \( e^{\alpha V_b} \), which explains why it is dominant in the forward conduction region.

For high frequencies \( (\omega \tau >> 1) \) the diffusion susceptance due to the holes only is

\[ B_p = q \alpha D_p p_n \sqrt{\frac{\omega \tau}{2}} e^{\alpha V_b} \]

\[ = q \alpha p_n \sqrt{\frac{D_n \omega}{2}} e^{\alpha V_b} \]

Hence at high frequencies the susceptance is proportional to \( \sqrt{\omega} \) rather than \( \omega \) as in the ordinary parallel plate capacitor. Also \( B_p \) is independent of \( \tau_p \). At low frequencies

\[ B_p = \frac{\alpha q D_p p_n}{L_p} \omega \tau_p e^{\alpha V_b} \]

\[ = \alpha q p_n \sqrt{D_p \tau_p e^{\alpha V_b}} \]
which indicates that the susceptance is directly proportional to $\omega$ and increases with $\sqrt{\tau_p}$. This analysis shows that at high frequencies, changing the minority carrier lifetime will not affect the susceptance since all of the minority charge is recovered. Increasing $\tau_p$ will not increase the charge storage because all of the charge is already stored.

Although this analysis displays several important characteristics of diffusion admittance, it is restricted to small signals. It therefore cannot be used with confidence to analyze large-signal frequency converters or multipliers; also there is no way other than by experiment to determine its degree of accuracy for small-signal converters.

Although Shpirt (Ref. 79) calculated the diffusion currents of a forward biased diode without using small signal assumptions, his analysis was restricted to abrupt junction diodes. Parygin and Maneshin (Ref. 80) found the diffusion currents under large signal conditions for a wider range of doping profiles and applied the results to an analysis of a frequency multiplier. Later Romanova (Ref. 81) showed from low frequency experiments (1 to 60 MHz) that the varactor diode can be modeled by a depletion layer capacitance in parallel with the diffusion admittance.

Soviet authors apparently have been more concerned than U.S. researchers in developing a more accurate model of the diffusion capacitance found in the forward biased diode. Of particular importance is the paper by Parygin and Maneshin, whose results are used extensively in this chapter. Since this study is largely unknown in the United States, the analysis is restated in Section 5.3.2.

5.3 Varactor Diode Model

The diode model described here allows for the depletion capacitance and diffusion admittance to occur in the same model. The varactor diode is characterized primarily by the depletion layer capacitance when the diode is reversed biased and by diffusion admittance when it is forward biased.

5.3.1 Depletion Layer Capacitance. The depletion layer capacitance is found by solving Poisson's equation and is given by

$$C = \frac{C_b}{(1 - V/\phi_v)^{1/2}}$$

(5.6)
where $C_p$ is the zero bias capacitance and $\phi_v$ is the built-in potential. If the profile is $N(x) = ax^b$, then the exponent $\gamma$ in (5.6) is $\gamma = 1/(b+2)$. Thus for a graded junction diode $\gamma = 1/3$ and for an abrupt junction diode $\gamma = 1/2$.

### 5.3.2 Diffusion Admittance

The diffusion admittance calculated by Parygin and Maneshin (Ref. 80) is rederived below. Since the diffusion admittance is proportional to the highly nonlinear exponential function, harmonically related currents are generated in the diode. Harmonically related admittances $\frac{\partial J}{\partial V}$ also result from the analysis.

In general, a pn junction diode can be described by the following six basic equations.

\[
\begin{align*}
J_p &= q(\mu_p p E_p - D_p \nabla p) \\
J_n &= q(\mu_n n E_n + D_n \nabla n) \\
-\nabla \cdot J_p &= q(\frac{\partial p}{\partial t} + \frac{p-p_n}{\tau - g_p}) \\
\nabla \cdot J_n &= q(\frac{\partial n}{\partial t} + \frac{n-n_p}{\tau - g_n}) \\
\rho &= q(p-n + N_d - N_a) \\
\nabla \cdot (\sigma E) &= \rho
\end{align*}
\]

The hole and electron minority carrier densities are $p$ and $n$ respectively, the equilibrium hole and electron minority carrier densities are $p_n$ and $n_p$ respectively, $J$ is the current density, $N_d$ and $N_a$ are the donor and acceptor atom densities, $\rho$ is the net charge density, and $g$ is the generation term which will normally be neglected. The calculations that follow are based on a $p^+ n$ diode so that the depletion layer extends into the $n$ region from $x = 0$ to $x = W$. At equilibrium the sum of the drift and diffusion electron currents at the edge of the depletion region is approximately zero, so $J_n$ in (5.8) is set to zero. If the impurity concentration is $N_d(x) = ax^b$, then from (5.8) and the Einstein relationship, $D_n = \frac{kT}{q} \mu_n$, the electric retarding field in the $n$ region is
The hole current is then given by (5.7):

$$J_p = -qD_p \left( \frac{b p}{x} + \frac{\partial p}{\partial x} \right) . \tag{5.14}$$

This can be combined with the continuity equation (5.9) to yield

$$D_p \left( \frac{\partial^2 p}{\partial x^2} + \frac{b}{x} \frac{\partial p}{\partial x} - \frac{b p}{x^2} \right) - \frac{p - p_n}{\tau_p} = \frac{\partial p}{\partial t} .$$

When a periodic voltage is applied to the diode, the hole concentration can be represented by a Fourier series:

$$p(x, t) = p_0 + \sum_{m=1}^{\infty} \left( p_{mc} \cos m\omega t + p_{ms} \sin m\omega t \right) .$$

If this is substituted into the above equation, and the harmonic balance technique is applied (coefficients of corresponding frequency terms are equated), the following two sets of equations are formed:

$$D_p \left( \frac{\partial^2 p_{mc}}{\partial x^2} + \frac{b}{x} \frac{\partial p_{mc}}{\partial x} - p_{mc} \frac{b}{x^2} \right) - \frac{p_{mc}}{\tau_p} = m\omega p_{ms}$$

$$D_p \left( \frac{\partial^2 p_{ms}}{\partial x^2} + \frac{b}{x} \frac{\partial p_{ms}}{\partial x} - p_{ms} \frac{b}{x^2} \right) - \frac{p_{ms}}{\tau_p} = m\omega p_{mc} .$$

Since

$$\text{Re} \left[ \left( p_{mc} - j p_{ms} \right) e^{j m\omega t} \right] = p_{mc} \cos m\omega t + p_{ms} \sin m\omega t$$

the above two equations can be combined into one by defining

$$p_m \triangleq p_{mc} - j p_{ms}$$
where this is not to be confused with $p_n(W)$.

\[ x^2 \frac{d^2 p_m}{dx^2} + bx \frac{dp_m}{dx} - \left( b + \frac{1 + j\omega \tau}{L_p^2} x^2 \right) p_m = 0 \quad (5.15) \]

To transform this into the usual form for a modified Bessel equation the following substitutions are made:

\[ \bar{x} = \xi x \]
\[ p_m = u(1-b)^2 \]

where

\[ \xi^2 = \frac{1 + j\omega \tau}{L_p^2} \]

(5.16)

Using the first substitution, (5.15) can be written as

\[ \bar{x}^2 \frac{d^2 p_m}{dx^2} + b\bar{x} \frac{dp_m}{dx} - (b + \bar{x}^2)p_m = 0 \]

The second substitution transforms this expression into

\[ \frac{-2}{x^2} \frac{d^2 u}{dx^2} + \frac{du}{dx} - \left[ \frac{1 + b}{4} + \bar{x}^2 \right] u = 0 \]

This is the well-known modified Bessel equation, with the solution

\[ p_m(x) = x^{(1-b)/2} \left[ M_1 I_b, (x) + M_2 K_b, (x) \right] \]

where $b' \equiv (b+1)/2$. Two boundary conditions are now applied to evaluate the constants $M_1$ and $M_2$. Since $p_m(x) = 0$ as $x \rightarrow \infty$, $M_1 = 0$. The constant $M_2$ is found by using the hole concentration at the edge of the depletion region, $x = W$. If the resistance of the semiconductor is much less than the resistance of the depletion layer, the entire applied voltage, $V(t)$, is across the junction. Therefore the hole density at the edge of the depletion region is
\[ p(W) = p_n(W) e^{aV} = p_n(W) \left[ g_0' + \sum_{m=1}^{\infty} (g_{mc}' \cos m\omega t + g_{ms}' \sin m\omega t) \right] \]

where the \( g_0' \), \( g_{mc}' \) and \( g_{ms}' \) are the Fourier coefficients of \( e^{aV} \). If \( W \) is considered to be independent of the voltage, and \( p_m(W) \Delta p_n(W) (g_{mc}' - jg_{ms}') \), then

\[ M_2 = \frac{p_n(W) (g_{mc}' - jg_{ms}')}{{W}(1-b)/2K_b'(\xi W)} \]

The final solution for \( p_m(x) \) is then

\[ p_m(x) = p_n(W) \left( \frac{x}{W} \right)^{(1-b)/2} \frac{K_b'(\xi x)}{K_b'(\xi W)} \cdot \frac{1}{\pi} \int_0^{2\pi} e^{aV} (\cos m\omega t - j \sin m\omega t) \, dt. \quad (5.17) \]

The current can be expanded into a Fourier series just as was the hole density.

\[ J = J_0 + \sum_{m=1}^{\infty} J_{mc} \cos m\omega t + J_{ms} \sin m\omega t \]

If \( J_m \Delta J_{mc} - jJ_{ms} \), the expression for \( p_m(x) \) of (5.17) can be substituted into (5.14) to obtain an expression for the current. If \( b'' \Delta (b-1)/2 \), then

\[ J_m(x) = \left( \frac{x}{W} \right)^{b''} \cdot \frac{K_b''(\xi x)}{K_b''(\xi W)} \cdot \frac{qD p_n(W)}{\pi} \cdot \frac{2\pi}{\pi} \int_0^{2\pi} e^{aV} (\cos m\omega t - j \sin m\omega t) \, dt. \quad (5.18) \]

where the identity \( \frac{d}{dz} [z^n K_n(z)] = -z^n K_{n-1}(z) \) has been used. This expression gives the harmonic current components due to the applied voltage \( V(t) \). If

\[ \alpha_m + j\beta_m \Delta \frac{K_b''(\xi W)}{K_b''(\xi W)}, \quad (5.19) \]

then the coefficients for the cosine and sine terms for the current are

\[ J_{mc} = \frac{qD p_n(W)}{\pi W} \cdot \frac{2\pi}{\pi} e^{aV} (\alpha_m \cos m\omega t + \beta_m \sin m\omega t) \, dt. \quad (5.20) \]
\[ J_{ms} = \frac{qDp_n}{\pi W} \frac{2\pi}{\alpha V} \int_0^V (\alpha_m \sin \omega t - \beta_m \cos \omega t) \, d\omega \]  
\[ (5.21) \]

The \( \alpha_m \) should not be confused with \( \alpha = q/kT \).

If the admittance is defined as

\[ Y_m = A \frac{dJ_m}{dV} \]
\[ = A\alpha J_m \]  
\[ (5.22) \]

where \( A \) is the diode area, then there is clearly a resistive part (conductance) and a reactive part (diffusion capacitance). The conductance term is lossy and introduces thermal noise. Although the large nonlinearity of the exponential function is desirable, this loss term limits the usefulness of diffusion capacitance in low-noise amplifiers.

5.3.3 Alternate Formulation. The method used by Parygin and Maneshin consists of first finding the diffusion currents, and then by differentiation with respect to the applied voltage the diffusion admittance is found. In contrast to this, Sah (Ref. 82) first finds the total charge stored by the minority carriers and then differentiates this charge with respect to the applied voltage to obtain the diffusion capacitance. Thus using the second method, if the \( n \) region extends from \( x = W \) to the ohmic contact at \( x = d \), the expression for the diffusion capacitance is

\[ C = \frac{dQ}{dV} \]
\[ = qA \frac{d}{dV} \int_{W}^{d} p_n(x) \, dx \]  

Using the expression for \( p_m(x) \) of (5.17) the harmonic charge components stored in the \( n \) region are

\[ Q_m = \frac{p_n(W)qA}{\pi W^{(1-b)/2} K_{b_r}(\xi W)} \int_0^{2\pi} e^{\alpha V} (\cos \omega t - j \sin \omega t) \, d\omega \]
\[ \cdot \int_{W}^{d} x^{(1-b)/2} K_{b_r}(\xi x) \, dx \]
This is the total charge for the \( p^+n \) diode since the charge stored in the \( p^+ \) region is negligible.

If the second integral is designated by \( M_1 \), then

\[
M_1 = \xi^{(b-3)/2} \frac{d}{\xi W} (\xi \xi) (1-b)/2 K_{b'}(\xi x) d(\xi x).
\]

Using the identity \( K_{\nu}(x) = K_{-\nu}(x) \) and the above cited derivative formula for a Bessel function, the expression for \( M_1 \) becomes

\[
M_1 = -\frac{1}{\xi} K_{b''}(\xi x) \xi^{(1-b)/2} \bigg|_W^d,
\]

and when \( \xi d \gg 1 \)

\[
M_1 = \frac{W(1-b)/2}{\xi} K_{b''}(\xi W).
\]

A comparison of this value of \( Q_m \) with the value of \( J_m \) in (5.18) shows that

\[
Q_m = \frac{J_m \tau A}{1 + jm\omega \tau p}
\]

Thus the diffusion capacitance defined by Sah, expressed in terms of the previously calculated diffusion admittance \( Y_m \) is given by

\[
C = \frac{dQ_m}{dV} = \frac{\alpha J_m \tau A}{1 + jm\omega \tau p} = \frac{Y_m \tau p}{1 + jm\omega \tau p}.
\]
Sah's method yields a complex, frequency-dependent capacitance, and therefore
it distorts the concept of capacitance. In fact it was shown previously in Section 5.2 that
the diffusion susceptance is not proportional to $\omega$ for all frequencies; consequently, an
try to determine a real and frequency independent diffusion capacitance is expected
to fail. Thus the superior method is that of finding the admittance rather than trying to
find the "capacitance" directly. The results obtained from the admittance method are
used in the following analysis.

5.3.4 Numerical Calculations of the Diffusion Admittance. The numerical cal-
culation of the diffusion admittance (5.22) was performed for the doping profiles
$N(x) = a x^b$ where $b = 0, 1, 3$. These correspond to the abrupt junction $\gamma = 1/2$,
graded junction $\gamma = 1/3$, and $\gamma = 1/5$ respectively, when the diode is reverse biased.
Since a $p^+ n$ diode is used, the current resulting from the diffusion admittance in the $p$
side can be neglected. The calculations were performed using program C in Appendix A.

The short circuit assumption is employed for all pump harmonics beyond the
fundamental so the pump voltage is of the form

$$V_p = V_0 \cos(\omega_0 t).$$  \hfill (5.23)

Although in practice the external circuitry can be expected to impress other voltage
harmonics on the diode, the short circuit assumption (on the basis of the results found
in Chapter III) can be expected to give reasonably accurate results in most cases. When
the pumping voltage is of this simple form, the integral contained in (5.22) can be readily
integrated by using Sonine's expansion

$$e^z \cos \theta = I_0(z) + 2 \sum_{n=1}^{\infty} I_n(z) \cos n \theta$$  \hfill (5.24)

where $I_n(z)$ are modified Bessel functions. Using this expansion and making use of the
orthogonality of the trigonometric functions, the $m$-th harmonic of the current is

$$J_m = \xi \frac{K_{b,n}(\xi W)}{K_{b,n}(\xi W)} \frac{2 q D_{p,n}(W)}{2 q D_{p,n}(W)} I_m(\alpha V_0) e^{-\alpha V_p}$$  \hfill (5.25)
where it should be recalled from (5.16) that $\xi$ is a function of $\omega$ and $\tau_p$, and the diffusion admittance is found from (5.22). Thus the large signal analysis shows the same low and high frequency dependence of admittance with $\omega$ and $\tau_p$ for the abrupt junction diode as did the small signal analysis.

The numerical calculation of (5.25) requires the evaluation of the modified Bessel function $K_\nu(z)$ where $z$ is complex. Since no computer program to carry this out was available in the IBM "Scientific Subroutine Package," an algorithm was developed to perform this calculation. The details for this algorithm are found in Appendix C while the actual program listing is found in Appendix A under BESKC.

The diffusion admittance is found using (5.25) and (5.22) as a function of $\omega \tau_p$ and is plotted together with its harmonics in Figs. 5.1 to 5.7. Since the admittance is a function of the diffusion length $L_p = (D_p \tau_p)^{\frac{1}{2}}$, the minority carrier lifetime must be specified independent of the frequency. In Figs. 5.1 to 5.7 the following parameters were used:

$$V_b = 0 \text{ volt}$$
$$V_0 = 0.1 \text{ volt}$$
$$\mu_p = 401 \text{ cm}^2/\text{volt-sec}$$
$$\alpha = 40.1$$

There is a tendency, in all but the high frequencies of the abrupt junction case (Fig. 5.1), for the harmonic of the susceptance to be larger than the fundamental. Also the ratio $B_1/G_1$ is always less than 1 for the abrupt junction case but can be larger than 1 for sufficiently large frequencies for the other two profiles analyzed. This indicates that the lower $b$ (higher $\gamma$) is, the more lossy is the diffusion admittance.

The plots in Fig. 5.4 show that decreasing the depletion layer width by a factor of 10 increases the ratio $B_1/G_1$ for the graded junction. For the abrupt junction, there is no change in the diffusion admittance. Mathematically the reason for this is that the parameter $W/L_p$ enters only in the argument of the modified Bessel functions, which for the abrupt case
Fig. 5.1. Normalized diffusion admittance when $\gamma = 1/2$, $d_p = 10^{-7}$ sec, and $W/L_p = 0.1$

Fig. 5.2. Normalized diffusion admittance when $\gamma = 1/3$, $d_p = 10^{-7}$ sec, and $W/L_p = 0.1$.
Fig. 5.3. Normalized diffusion admittance when $\gamma = \frac{1}{5}$, $\tau_p = 10^{-7}$ sec, and $W/L_p = 0.1$

Fig. 5.4. Normalized diffusion admittance when $\gamma = \frac{1}{3}$, $\tau_p = 10^{-7}$ sec, and $W/L_p = 0.01$
Fig. 5.5. Normalized diffusion admittance when $\gamma = 1/2$, $\tau_p = 10^{-5}$ sec, and $W/L_p = 0.1$

Fig. 5.6. Normalized diffusion admittance when $\gamma = 1/3$, $\tau_p = 10^{-5}$ sec, and $W/L_p = 0.1$
Fig. 5.7. Normalized diffusion admittance when $\gamma = 1/2$, $\tau_p = 10^{-10}$ sec, and $W/L_p = 0.1$
\[
\frac{K_B^1(\xi W)}{K_B^1(\xi W)} = \frac{K_J^1(\xi W)}{K_J^1(\xi W)} = 1
\]

The depletion layer width \( W \) entered the derivation for the admittance through the boundary condition \( p(W) = p_n(W) e^{\phi V} \). However, for the abrupt junction the donor concentration is constant throughout the \( n \) region, and hence the final solution for this case is independent of \( W \).

Figures 5.5 to 5.7 show the variation of diffusion admittance with minority carrier lifetime for both the abrupt and graded junction cases. It is clear from these graphs that increasing the lifetime of the minority carriers increased the diffusion susceptibility. For the abrupt junction, the \( B_1/G_1 \) ratio increased when \( \tau_p \) increased although this ratio is still limited to a maximum of 1. For short lifetimes Fig. 5.7 shows the conductance is independent of frequency, and the susceptance almost directly proportional to frequency.

The plots of relative loss \( B_1/G_1 \) for various doping profiles in Figs. 5.8 and 5.9 indicate how the loss in the diffusion admittance can be controlled. The abrupt junction is seen to be inferior to the graded and cubic (\( b = 3 \)) junctions at all frequencies. In general for a doping concentration profile given by \( N(x) = ax^b \), as \( b \) increases, the loss in the diode decreases \( (B_1/G_1 \text{ increases}) \). Also when the base width to diffusion length ratio \( \frac{W}{L_p} \) decreases loss decreases. Furthermore as \( \frac{W}{L_p} \) decreases, the angle \( \omega \tau_p \) where the minimum loss occurs increases. These facts are summarized in Table 5.1. An approximate calculation (Ref. 80) of the ratio \( B_1/G_1 \) for the graded junction where the arguments of the modified Bessel function are assumed small shows the minimum loss occurs at \( \omega \tau_p = 6 \) while the more exact analysis performed here shows the minimum loss occurs at \( \omega \tau_p = 11 \).

In the preceding analysis, the celebrated Shockley equation for the ideal diode has been used. This is

\[
J(V) = J_s (e^{qV/\tilde{n}kT} - 1)
\]

where \( J_s \) is the thermal saturation current and \( \tilde{n} = 1 \). Experimentally this is valid
Fig. 5.9. Relative loss of diffusion admittance with doping profile $N(x) = ax^3$
<table>
<thead>
<tr>
<th>$b$</th>
<th>$r$</th>
<th>$\frac{W}{L_p}$</th>
<th>$\max \frac{B_1}{G_1}$</th>
<th>$\omega \tau_p$ at $\max \frac{B_1}{G_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\frac{1}{2}$</td>
<td>$\cdots$</td>
<td>1</td>
<td>$\infty$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{1}{3}$</td>
<td>0.1</td>
<td>1.8490</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{1}{3}$</td>
<td>0.01</td>
<td>3.5264</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{5}$</td>
<td>0.1</td>
<td>6.5421</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{5}$</td>
<td>0.01</td>
<td>45.198</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5.1. Variation of the minimum loss with doping profiles

for germanium, but for silicon $1 < \tilde{n} < 10$. Several explanations have been advanced for this nonideal behavior. Sah (Ref. 83) analyzes four mechanisms which could account for values of $\tilde{n} \neq 1$: (1) bulk diffusion current at high levels gives $\tilde{n} = 2$, (2) bulk recombination-generation current in the transition region gives $1 < \tilde{n} < 2$, (3) surface recombination-generation current gives $1 < \tilde{n} < 2$, and (4) surface channel current gives $2 < \tilde{n} < 4$. The actual value of $\tilde{n}$ thus depends on many factors, some of which are not fully understood. However, for silicon diodes $\tilde{n} = 2$ is often used. The effect of using $\alpha = q/2kT = 20$ (Volt)$^{-1}$ is a reduction in the magnitude of the diffusion admittance through the factor $e^{\alpha V_b} I_m (\alpha V_0)$ while the phase of the admittance remains unchanged.

5.3.5 Varactor Diode Model with both Diffusion and Depletion Admittance. The effects of both diffusion admittance and depletion admittance can be combined into a single diode model. At the edge of the depletion layer there are two current components. The first is the displacement current associated with the depletion capacitance and the second is the diffusion current which passes through the depletion layer. Since these two currents add, the depletion capacitance and the diffusion admittance are parallel elements as shown in Fig. 5.10. The resistor $R_s$ is in series since it represents the bulk resistance of the base region (the $n$ side of the $p^+n$ diode). Since the diffusion admittance, being proportional to $e^{\alpha V}$, is larger than the depletion susceptance when the diode is forward biased, the latter does not short-circuit the former. In fact, most diodes would burn out before the applied voltage reached the built-in potential.
Fig. 5.10. Total varactor model of diode wafer

The impedance of the total diode model of Fig. 5.10 was calculated for the representative parameters listed below:

- Interrogation voltage $V(t) = 0.1 \cos(2\pi f_t)$
- Frequency $f_p = 9.5$ GHz
- Depletion width to diffusion length ratio $\frac{W}{L_p} = 0.1$
- Minority concentration at depletion layer edge $p_n(W) = 10^{10} \text{ cm}^{-3}$
- Diode area $A = 4.41 \times 10^{-5} \text{ cm}^2$
- Minority carrier lifetime $\tau_p = 1.84 \times 10^{-10} \text{ sec}$
- Dielectric constant of silicon $\varepsilon = 11.8 \varepsilon_0$
- Built-in potential $\varphi_v = 0.9$ volt
- Series bulk resistance $R_s = 1$ ohm
- Exponential factor for silicon at room temperature $\alpha = 20 \text{ V}^{-1}$
- Mobility $\mu_p = 401 \text{ cm}^2/\text{V-sec}$
- Diffusion constant $D_p = 10^{-9}$

Except for the minority carrier lifetime, which was chosen to minimize the diffusion admittance losses, the above diode parameters are typical for silicon parametric varactor diodes.

The relative magnitude of the depletion and diffusion susceptances shown in Fig. 5.11 can be compared for various bias voltages for both the abrupt and graded junction diodes. Clearly the diffusion admittance is important only in the forward bias region. The impedance at the diode terminals is plotted in Fig. 5.12. This plot shows that the real part of the diode impedance increases when the bias voltage is between 0.4
Fig. 5.11. The depletion and diffusion susceptance when the minority carrier lifetime $\tau = 1.84 \times 10^{10}$ sec

$B_{dep}$ and $B_{diff}$
Fig. 5.12. The impedance of the total varactor model when the minority carrier lifetime is chosen to minimize loss in the graded junction diode.
and 0.8 volts. Outside of this range the parallel combination of the diode capacitance and diffusion conductance is negligible because of the low conductance at small voltages and the high susceptance at large voltages. If a different value of $\tau_p$ is used, instead of the optimum value used above, the resistive part of the diode impedance can become quite large. For example when $\tau_p = 10^{-7}$ sec, this resistance has a maximum value of 6.5 ohms.

5.3.6 Comparison with Experimental Work. Several experimenters noticed some time ago that a forward-biased pn junction exhibits what is termed an "inductive effect." They noticed that the diode capacitance increases with applied voltage according to the standard depletion capacitance law until the voltage reaches a value between 0.60 and 0.75 V, at which point the capacitance decreases rapidly with further increase in voltage - hence the term "inductive effect."

Sah (Ref. 82) made a thorough analysis of the graded junction diode which included the forward bias region. His capacitance measurements clearly show the capacitance has a maximum value, after which it rapidly decreases. However, his theory based on finding the charge storage and taking the derivative with respect to the applied voltage, does not show the capacitance maximum. He considered this discrepancy to be possibly caused by conductivity modulation, i.e., a change in conductance with applied voltage. Wang (Ref. 84), following Sah's basic approach (i.e., obtain capacitance from $\frac{dQ}{dV}$), showed theoretically that the capacitance would have a maximum and decrease toward zero at large forward bias. His analysis of an abrupt junction diode differs primarily from earlier approaches in that, instead of assuming the quasi-Fermi levels are constant, he takes these levels to be actually proportional to $e^{aV/2}$. O'Hearn and Chang (Ref. 85) also show experimental evidence for the maximum in the capacitance versus voltage curve. In their theory an approximate expression for the diffusion admittance of an abrupt junction diode is found from

$$\frac{i}{V} = \frac{Aq}{V} \int \frac{\partial p_n}{\partial t} dx .$$
Analysis of this expression shows that, as the bias increases, the capacitance increases to a maximum, then falls to a local minimum; at voltages approaching the built-in potential, the capacitance starts to increase again. The maximum is here attributed to the conductance part of the admittance. This second increase in the capacitance predicted by O'Hearn and Chang is substantiated neither by their own experimental measurements nor by those of Sah. Furthermore, the existence of this local capacitance minimum is doubtful since it is unlikely that the diffusion capacitance would increase more rapidly than diode loss at high forward bias.

The experimental data in Refs. 83 and 85 show that as frequency increases the maximum diode susceptance remains practically unchanged, and the voltage where this maximum occurs, decreases. Also, when the bulk resistance increases, the maximum susceptance decreases and the voltage where this maximum occurs, decreases.

These characteristics are all consistent with the diffusion admittance theory presented in this chapter. The variation in the maximum diode susceptance with frequency and bulk resistance noted above can be predicted from (5.22) and (5.25). The curve shown in Fig. 5.13 is the susceptance of the total diode model shown in Fig. 5.10, calculated using the theory derived by Parygin and Maneshin (Ref. 80). It is seen here that there is one capacitance extremum as confirmed by the experimental points in Refs. 83 and 85. Figure 5.13 also portrays the effect of changing the minority carrier lifetime, a parameter that was neglected in Ref. 84 and 85. The theory used here is valid for one sided abrupt and graded junction diodes as well as other doping profiles expressable as \( N(x) = ax^b \) and is not restricted to low frequencies as are the theories of Sah and Wang. Furthermore this analysis is not restricted by small signal assumptions, and it gives the admittance, rather than the less valid "complex capacitance".

5.4 Effects of Diffusion Admittance on a LSUC

The previous sections dealt with first finding the diffusion admittance of a varactor diode and then secondly with the total impedance of the diode when both diffusion admittance and depletion capacitance are combined in one diode model. A similar outline will be followed in evaluating the effects of diffusion admittance on the characteristics of a LSUC. First the diffusion admittance diode model will be used to analyze the LSUC
Fig. 5.13. The total diode susceptance for \( \tau = 10^{-7} \text{ sec} \) and \( \tau = 1.84 \times 10^{-10} \text{ sec} \) (minimum loss) when the bulk series resistance \( R_s = 1 \text{ ohm} \).
circuit on both large signal and small signal bases. Then a combined diode model will be used to determine LSUC gain and noise figure from a small signal analysis.

5.4.1 Large Signal Analysis of the Diffusion Admittance in a LSUC. Although most parametric amplifiers are designed to operate with a reverse biased varactor diode, high gain can be achieved in practice if some forward conduction is allowed. The previous formulation of diffusion admittance will be applied to the LSUC. The assumed circuit model is shown in Fig. 5.14 where the circuit elements are assumed to be ideal band-pass filters which act as short-circuits to out-of-band frequencies. This simple model can be contrasted with the more complex model used in Chapter III where the circuit impedances at out-of-band frequencies were neither necessarily open nor short circuits. However the results obtained from the model of Fig. 5.14 will clarify the basic properties of a LSUC using a diffusion-admittance model, and the results obtained will give a first order approximation to the gain and noise figure of an actual LSUC when the diode is forward-biased or pumped into the forward region. In addition a direct comparison between the depletion- and diffusion-admittance models can be obtained from this analysis. For convenience, the following notation will be used for the different LSUC frequencies.

\[
\omega_k = \left( \frac{k}{2} \right) \omega_p + (-1)^{k+1} \omega_s
\]

\[
\omega_0 = \omega_p
\]

(5.26)

where \( k = 1, 2, 3, \ldots \) and \( \lfloor a \rfloor \) is the symbol for the greatest integer less than \( a \). The subscript \( k \) will be hereafter reserved only for the above definition. It should be noted that only the upper and lower sidebands of the pump are considered here, but that the following analysis, in principle, is not restricted to this choice of frequencies. Although several current frequencies will be generated, the voltage across the diode will consist of only the pump, signal, lower sideband, and bias voltages. Even with these assumptions two additional computational problems arise: the calculation of the gain when there are incommensurable frequencies, and the relative phase of the diode voltages. Both problems are discussed below.

5.4.1.1 Incommensurate Frequencies in the LSUC. When the voltage applied to the diode chip is
Fig. 5.14. LSUC circuit model for the diffusion admittance

\[ V(t) = V_b + V_0 \cos(\omega_0 t) + V_1 \cos(\omega_1 t + \psi_1) + V_2 \cos(\omega_2 t + \psi_2) \]  

(5.27)

then equations (5.20) and (5.21) must be modified because the frequencies used there were all harmonically related. The problem can be resolved by choosing the frequency \( \omega_f \) in (5.20) and (5.21) so that the signal, pump, and lower sideband frequencies in (5.27) are all harmonically related to \( \omega_f \). Such a choice can always be made if the frequencies are rational numbers, which is so in the physical world. This chosen frequency \( \omega_f \) will hereafter be termed the fundamental frequency. The \( m \) in (5.20) and (5.21) therefore denotes the number of harmonics of the fundamental frequency and is related to the subscript \( k \) in (5.26) by the following expression:

\[ \omega_k = m_k \omega_f \]  

(5.28)

For the frequencies chosen for the LSUC under investigation, \( f_1 = 1 \text{ GHz} \), \( f_2 = 8.5 \text{ GHz} \), and \( f_0 = 9.5 \text{ GHz} \). This means the fundamental frequency must be \( f_f = 0.5 \text{ GHz} \), and \( m_0 = 19, m_1 = 2, \text{ and } m_2 = 17 \). In the work that follows the subscript \( k \) on \( m \) will usually be implied.

5.4.1.2 Phase of the Lower Sideband Voltage. The second problem which occurs in the LSUC is the calculation of the relative phases between pump, signal, and
lower sideband voltages. Since the pump and signal voltages are two independent input voltages, their relative phase will be arbitrary. However, the phase of the lower sideband voltage will be dependent on the signal and pump, and in order to find this relationship recourse must be made to a small signal assumption.

If the varactor is pumped with \( V(t) = V^*_p + V_0 \cos(\omega_0 t + \psi_0) \), then (5.18) should be modified so that the Fourier series is expanded in terms of the angle \((m \omega_0 t + \psi_0)\).

The admittance then from (5.18), (5.19) and (5.22) is

\[
Y_p = (\alpha_{k=0} + j\beta_{k=0}) \frac{2qD_p p_n(W)}{W} I_1(\alpha V_0) e^{\alpha V_b} \Delta
\]

\[
\Delta = M_c(\alpha_0 + j\beta_0).
\]

Thus the cosine admittance is \( M_c \alpha_0 \cos(\omega_0 t + \psi_0) \) and the sine admittance is \(-M_c \beta_0 \sin(\omega_0 t + \psi_0)\) so that

\[
Y_p = M_c \alpha_0 \cos(\omega_0 t + \psi_0) - M_c \beta_0 \sin(\omega_0 t + \psi_0)
\]

\[
= M_c \sqrt{\alpha_0^2 + \beta_0^2} \cos(\omega_0 t + \text{Arctan}(\beta_0 / \alpha_0) + \psi_0).
\]

The current at the lower sideband frequency is obtained by multiplying the admittance by the signal voltage, \( V_1 \cos(\omega_1 t + \psi_1) \).

\[
J_{p-s} + J_{p+s} = M_c \sqrt{\alpha_0^2 + \beta_0^2} \cos(\omega_0 t + \text{Arctan}(\beta_0 / \alpha_0)) V_1 \cos(\omega_1 t + \psi_1)
\]

\[
J_{p-s} = \frac{M_c V_1 \sqrt{\alpha_0^2 + \beta_0^2}}{2} \cos(\omega_2 t + \psi_0 - \psi_1 + \text{Arctan}(\beta_0 / \alpha_0))
\]

If the lower sideband current flows through a real impedance, then the voltage is

\[
V_{p-s} = R_{p-s} J_{p-s} = \frac{R_{p-s} M_c V_1 \sqrt{\alpha_0^2 + \beta_0^2}}{2} \cos(\omega_2 t + \psi_0 - \psi_1 + \text{Arctan}(\beta_0 / \alpha_0)).
\]
Since the lower sideband voltage is

\[ V_{p-s} = -V_2 \cos(\omega_2 t + \psi_2) = V_2 \cos(\omega_2 t + \psi_2 + \pi) \]

the relationship between the phases must be

\[ \psi_2 = \psi_0 - \psi_1 + \arctan \frac{\beta_0}{\alpha_0} - \pi. \]  \hspace{1cm} (5.29)

If the varactor were lossless, then \( \alpha_0 = 0 \) and

\[ \psi_2 = \psi_0 - \psi_1 - \frac{\pi}{2} \]

which agrees with the usual phase relationship in an upconverter (Ref. 86).

5.4.1.3 Numerical Calculation of LSUC Currents. The numerical integration of (5.20) and (5.21) requires some care because the exponential term in the integrand varies over a wide range in the integration interval. The voltage applied to the diode chip,

\[ V(t) = V_b + V_0 \cos(\omega_0 t) + V_1 \cos(\omega_1 t + \psi_1) + V_2 \cos(\omega_2 t + \psi_2) \]

\[ = V_b + V_0 \cos(\omega_1 t - \frac{\omega_0}{\omega_1} + \psi_1) + V_1 \cos(\omega_1 t + \psi_1) + V_2 \cos(\omega_1 t - \frac{\omega_2}{\omega_1} + \psi_2) \]

has 19 maxima and 19 minima in the integration interval with the choice of frequencies made in Section 5.4.1.1. Since this voltage appears in the exponential, it dominates the magnitude of the variation of the integrand. In order to obtain accurate results the total interval was divided into 40 sections: the division being made at the 38 extreme values of \( V(t) \) and the two end points. An IBM program which used a 12-point Gaussian quadrature formula was used on each of these subintervals, and the total was added together to give each \( J_{KC} \) or \( J_{KS} \) current component. The program listing is found in Appendix A under program D.

The numerical integration was carried out using the same parameters for a \( p^+n \) diode as were used in the calculation of the diffusion admittance in Section 5.3.4 except...
now $\alpha = 20$, $W/L = 0.1$, $\psi_1 = 0$, $V_b = -0.7$, and $V_0 = 0.6$. Table 5.2 summarizes the results for the abrupt and graded junction when $V_1$ and $V_2$ are varied. The table indicates that the graded junction has a higher current gain, $|J_2|/|J_1|$, than the abrupt junction. Decreasing the signal and lower sideband voltage by a factor of 10 decreased the output current, but the current gain remained approximately constant.

In these calculations it was assumed that at $t = 0$, the relative phase between the pump and signal voltage is $0^\circ$. When $\psi_1$ is changed to $30^\circ$ and $60^\circ$ the computer program shows that the phase of the output currents change, but the current magnitudes remain unchanged. The Gaussian quadrature method used here to perform the numerical integration took approximately 15 seconds of execution time for each set of 10 current densities. A much faster but less accurate method is described in Appendix D. The currents shown in Table 5.2 will be used later to gauge the accuracy of the small signal assumption employed in the next section.

The importance of the diffusion admittance is best seen when compared with the depletion capacitance. The currents generated by a nonlinear depletion capacitance when the same voltage is applied to the diode chip as in the diffusion case is shown in Table 5.3. These current densities were normalized so that the magnitude of the current at pump frequency $|J_0|$ is the same for both the diffusion and depletion admittances. In this way a direct comparison can be made between the two. In each case shown in Tables 5.2 and 5.3, the current sidebands arising from the diffusion admittance are much larger. This is further illustrated in Fig. 5.15 where current magnitudes for the high voltage condition are plotted as a function of the frequency $f_k$. This behavior is expected since $e^{\alpha V}$ is "more nonlinear" than $(1 - V/\psi_1)^{-\gamma}$. This enhanced capability of producing a sideband current is useful in LSUC operation in producing more negative resistance at a given pump level.

5.4.2 Small Signal Analysis of the LSUC. In low-noise parametric amplifier analysis, the usual approach is to make a small signal assumption for the signal and lower sideband voltages, and calculate an admittance or impedance matrix, from which an expression for gain can readily be found. The small signal assumption will now be applied to (5.20) and (5.21), leading to a diffusion admittance matrix and a gain expression.
| $V_2$ | $V_1$ | k | $J_{Kc} \text{A/cm}^2$ | $J_{Ks} \text{A/cm}^2$ | $|J_k| \text{A/cm}^2$ | $J_{Kc} \text{A/cm}^2$ | $J_{Ks} \text{A/cm}^2$ | $|J_k| \text{A/cm}^2$ |
|-------|-------|---|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| -0.10 | 0.01  |    | 660.17          |   -670.54       | 940.98          | 600.85          |   -664.21       | 895.65          |
|       |       |    | 220.36          |     -16.02      | 220.94          | 189.93          |     -27.51      | 191.92          |
|       |       |    | 42.20           |    -667.26      | 668.59          | -12.73          |    -633.94      | 634.06          |
|       |       |    | 630.87          |     -53.08      | 633.10          | 600.79          |     -51.65      | 603.01          |
|       |       |    | 49.29           |    -925.22      | 926.53          | -15.63          |    -891.91      | 892.05          |
|       |       |    | 706.72          |     -67.33      | 709.92          | 681.48          |     -59.39      | 684.06          |
|       |       |    | 43.80           |    -1000.00     | 1000.96         | -21.09          |    -969.73      | 969.96          |
|       |       |    | 641.10          |     -68.38      | 644.74          | 621.78          |     -58.46      | 624.52          |
|       |       |    | 32.34           |    -931.91      | 932.47          | -25.27          |    -906.67      | 907.01          |
|       |       |    | 507.74          |     -60.10      | 511.28          | 494.15          |     -50.96      | 496.77          |
| -0.01 | 0.001 |    | 267.08          |    -267.10      | 377.72          | 244.28          |    -265.68      | 360.91          |
|       |       |    | 13.09           |     -891.00     | 13.12           | 11.31           |     -1.58       | 11.42           |
|       |       |    | 2.52            |    -39.62       | 40.41           | -0.75           |     -37.73      | 37.74           |
|       |       |    | 37.45           |     -2.79       | 37.55           | 35.76           |     -2.72       | 35.86           |
|       |       |    | 3.21            |    -54.91       | 54.99           | -0.64           |     -53.08      | 53.08           |
|       |       |    | 41.93           |     -3.39       | 42.07           | 40.53           |     -2.92       | 40.64           |
|       |       |    | 3.19            |    -59.29       | 59.38           | -0.65           |     -57.67      | 57.68           |
|       |       |    | 38.01           |     -3.32       | 38.15           | 36.95           |     -2.73       | 37.05           |
|       |       |    | 2.74            |    -55.19       | 55.25           | -0.66           |     -53.88      | 53.88           |
|       |       |    | 30.07           |     -2.83       | 30.20           | 29.33           |     -2.28       | 29.42           |
| -0.001| 0.0001|    | 264.11          |    -264.07      | 373.42          | 241.57          |    -262.68      | 356.87          |
|       |       |    | 1.30            |     -0.88       | 13.03           | 1.12            |     -0.16       | 1.14            |
|       |       |    | 0.25            |    -3.94        | 4.02            | -0.08           |     -3.75       | 3.75            |
|       |       |    | 3.72            |     -0.28       | 3.82            | 3.55            |     -0.27       | 3.56            |
|       |       |    | 0.32            |    -5.46        | 5.54            | -0.07           |     -5.28       | 5.28            |
|       |       |    | 4.17            |     -0.33       | 4.30            | 4.03            |     -0.29       | 4.04            |
|       |       |    | 0.31            |    -5.89        | 5.97            | -0.68           |     -5.73       | 5.73            |
|       |       |    | 3.78            |     -0.33       | 3.94            | 3.67            |     -0.27       | 3.68            |
|       |       |    | 0.27            |    -5.48        | 5.54            | -0.07           |     -5.35       | 5.35            |
|       |       |    | 2.99            |     -0.28       | 3.13            | 2.92            |     -0.23       | 2.92            |

Table 5.2. Exact calculation of the current densities
<table>
<thead>
<tr>
<th>$V_1$</th>
<th>$V_2$</th>
<th>Abrupt Junction</th>
<th>Graded Junction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$J_{kc}$ A/cm²</td>
<td>$J_{ks}$ A/cm²</td>
</tr>
<tr>
<td>0</td>
<td>0.26</td>
<td>-941.00</td>
<td>941.00</td>
</tr>
<tr>
<td>1</td>
<td>1.64</td>
<td>-1.68</td>
<td>2.34</td>
</tr>
<tr>
<td>2</td>
<td>-142.30</td>
<td>-1.40</td>
<td>142.30</td>
</tr>
<tr>
<td>3</td>
<td>2.52</td>
<td>-1.73</td>
<td>3.05</td>
</tr>
<tr>
<td>4</td>
<td>-29.52</td>
<td>-0.42</td>
<td>29.52</td>
</tr>
<tr>
<td>5</td>
<td>0.78</td>
<td>-0.48</td>
<td>0.92</td>
</tr>
<tr>
<td>6</td>
<td>-6.61</td>
<td>-0.10</td>
<td>6.61</td>
</tr>
<tr>
<td>7</td>
<td>0.20</td>
<td>-0.12</td>
<td>0.23</td>
</tr>
<tr>
<td>8</td>
<td>-1.45</td>
<td>-0.02</td>
<td>1.45</td>
</tr>
<tr>
<td>9</td>
<td>0.04</td>
<td>-0.03</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.00</td>
<td>-377.50</td>
<td>377.50</td>
</tr>
<tr>
<td>1</td>
<td>0.07</td>
<td>-0.07</td>
<td>0.09</td>
</tr>
<tr>
<td>2</td>
<td>-5.71</td>
<td>-0.06</td>
<td>5.71</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>-0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>4</td>
<td>-1.18</td>
<td>-0.02</td>
<td>1.18</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>-0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>6</td>
<td>-0.26</td>
<td>0.00</td>
<td>0.26</td>
</tr>
<tr>
<td>7</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>-0.06</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.00</td>
<td>-374.00</td>
<td>374.00</td>
</tr>
<tr>
<td>1</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>-0.56</td>
<td>-0.01</td>
<td>0.56</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>-0.12</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>-0.03</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5.3. Current densities caused only by nonlinear depletion capacitance when normalized to give the same pump current $|J_0|$ as the diffusion current.
Fig. 5.15. A comparison of the sideband currents generated by the nonlinear diffusion admittance and the nonlinear depletion capacitance when $V_1 = 0.01 \text{ V}$ and $V_2 = -0.1 \text{ V}$. 
A comparison will be made between the current values determined by this method and by the exact method, to determine the applicability of the small signal method.

If \( V_1, V_2 << V_0 \), then

\[
ed^{\alpha V(t)} = \left[ 1 + \frac{2}{\alpha V_0} \sum_{i=1}^{2} V_i \cos(\omega_i t + \psi_i) \right].
\]

Using Sonine's expansion this becomes

\[
ed^{\alpha V(t)} = \left[ I_0(\alpha V_0) + 2 \sum_{r=1}^{\infty} I_r(\alpha V_0) \cos(r\omega_0 t) \right] \cdot \left[ 1 + \frac{2}{\alpha V_0} \sum_{i=1}^{2} V_i \cos(\omega_i t + \psi_i) \right]
\]

where \( I_r(\alpha V_0) \) is a modified Bessel function of order \( r \). When this is substituted into (5.20) and (5.21) an integrand is obtained with three factors each containing terms harmonically related to the fundamental frequency. Using the orthogonality of the trigonometric functions these integrals can be easily simplified and evaluated. Thus (5.20) becomes

\[
J_{mc} = \frac{qD_p p_n (W)e^{\alpha V_b}}{\pi} \left\{ \frac{2\pi}{0} \left[ I_0(\alpha V_0) + 2 \sum_{r=1}^{\infty} I_r(\alpha V_0) \cos(r\omega_0 t) \right] \right\}
\]

\[
\cdot \left[ \alpha_m \cos \omega t + \beta_m \sin \omega t \right] \cdot \frac{2\pi}{0} \left[ I_0(\alpha V_0) + 2 \sum_{r=1}^{\infty} I_r(\alpha V_0) \cos(r\omega_0 t) \right]
\]

\[
\cdot \left[ \frac{2}{\alpha V_0} \sum_{i=1}^{2} V_i \cos(\omega_i t + \psi_i) \right] \cdot \left[ \alpha_m \cos \omega t + \beta_m \sin \omega t \right] \cdot \left[ \frac{2\pi}{0} \right]
\]
After some straightforward but lengthy calculations, this reduces to

\[ J_{mc} = \frac{qD_{\text{p,n}}(W)}{W} \alpha V_b e^{-2I_{\text{r}}(\alpha V_0)\beta \delta_{m,rm_0}} \]

\[ + \Delta_{m,rm_0} \alpha V_{1r}I_{1r}(\alpha V_0) (\alpha_m \cos \psi_1 + \beta_m \sin \psi_1) \]

\[ + \Delta_{m,rm_0} \alpha V_{1r}I_{1r}(\alpha V_0) (\alpha_m \cos \psi_1 - \beta_m \sin \psi_1) \]

\[ + \Delta_{m,rm_0} \alpha V_{2r}I_{2r}(\alpha V_0) (\alpha_m \cos \psi_2 + \beta_m \sin \psi_2) \]

\[ + \Delta_{m,rm_0} \alpha V_{2r}I_{2r}(\alpha V_0) (\alpha_m \cos \psi_2 - \beta_m \sin \psi_2) \]  \hspace{1cm} (5.30)

where \( \delta_{m,n} \) is the Kronecker delta function and \( r \) is the harmonic number of the pump frequency. In similar fashion the sine component of the current density is

\[ J_{ms} = \frac{qD_{\text{p,n}}(W)}{W} \alpha V_b e^{-2I_{\text{r}}(\alpha V_0)\beta \delta_{m,rm_0}} \]

\[ + \Delta_{m,rm_0} \alpha V_{1r}I_{1r}(\alpha V_0) (\alpha_m \sin \psi_1 + \beta_m \cos \psi_1) \]

\[ - \Delta_{m,rm_0} \alpha V_{1r}I_{1r}(\alpha V_0) (\alpha_m \sin \psi_1 - \beta_m \cos \psi_1) \]

\[ + \Delta_{m,rm_0} \alpha V_{2r}I_{2r}(\alpha V_0) (\alpha_m \sin \psi_2 - \beta_m \cos \psi_2) \]

\[ - \Delta_{m,rm_0} \alpha V_{2r}I_{2r}(\alpha V_0) (\alpha_m \sin \psi_2 + \beta_m \cos \psi_2) \]  \hspace{1cm} (5.31)

It should be noted that (5.31) can be obtained from (5.30) by substituting \(-\beta_m\) for \(+\alpha_m\), and \(+\alpha_m\) for \(+\beta_m\), and all the unscripted \( m \)'s above have an implicit subscript \( k \) in accordance with definitions (5.26) and (5.28).

Table 5.4 shows the results of the calculations based on the small signal assumption for the abrupt and graded junction. The program used to generate Table 5.4 is program E in Appendix A. As might be expected a comparison between the small signal and exact method of Table 5.2 when \( V_2 \) is comparable in magnitude to \( V_0 \) indicates an
## Table 5.4. Small signal method for calculating the current densities

<table>
<thead>
<tr>
<th></th>
<th>Abrupt Junction</th>
<th></th>
<th>Graded Junction</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( k )</td>
<td>( J_{kc} )/A/cm²</td>
<td>( J_{ks} )/A/cm²</td>
<td>( J_k )/A/cm²</td>
</tr>
<tr>
<td>( V_1 = 0.01 )</td>
<td>( V_2 = -0.1 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>264.08</td>
<td>-264.04</td>
<td>373.43</td>
<td>241.54</td>
</tr>
<tr>
<td>1</td>
<td>130.11</td>
<td>-8.86</td>
<td>130.41</td>
<td>112.46</td>
</tr>
<tr>
<td>2</td>
<td>25.05</td>
<td>-393.93</td>
<td>394.73</td>
<td>-7.41</td>
</tr>
<tr>
<td>3</td>
<td>372.40</td>
<td>-27.76</td>
<td>373.44</td>
<td>355.54</td>
</tr>
<tr>
<td>4</td>
<td>31.97</td>
<td>-545.94</td>
<td>546.87</td>
<td>-6.35</td>
</tr>
<tr>
<td>5</td>
<td>416.92</td>
<td>-33.65</td>
<td>418.28</td>
<td>403.01</td>
</tr>
<tr>
<td>6</td>
<td>31.84</td>
<td>-589.53</td>
<td>590.39</td>
<td>-6.39</td>
</tr>
<tr>
<td>7</td>
<td>377.84</td>
<td>-32.93</td>
<td>379.27</td>
<td>367.33</td>
</tr>
<tr>
<td>8</td>
<td>27.37</td>
<td>-548.64</td>
<td>549.32</td>
<td>-6.47</td>
</tr>
<tr>
<td>9</td>
<td>298.88</td>
<td>-28.06</td>
<td>300.19</td>
<td>291.56</td>
</tr>
<tr>
<td>( V_1 = 0.001 )</td>
<td>( V_2 = -0.01 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>264.08</td>
<td>-264.04</td>
<td>373.43</td>
<td>241.54</td>
</tr>
<tr>
<td>1</td>
<td>13.01</td>
<td>-0.86</td>
<td>1.30</td>
<td>11.25</td>
</tr>
<tr>
<td>2</td>
<td>2.51</td>
<td>-39.39</td>
<td>39.47</td>
<td>-0.74</td>
</tr>
<tr>
<td>3</td>
<td>37.24</td>
<td>2.78</td>
<td>37.34</td>
<td>35.55</td>
</tr>
<tr>
<td>4</td>
<td>3.20</td>
<td>-54.59</td>
<td>54.69</td>
<td>-0.64</td>
</tr>
<tr>
<td>5</td>
<td>41.69</td>
<td>-2.37</td>
<td>41.83</td>
<td>40.30</td>
</tr>
<tr>
<td>6</td>
<td>3.18</td>
<td>-58.95</td>
<td>59.04</td>
<td>-0.64</td>
</tr>
<tr>
<td>7</td>
<td>37.78</td>
<td>-3.29</td>
<td>37.93</td>
<td>36.73</td>
</tr>
<tr>
<td>8</td>
<td>2.74</td>
<td>-54.86</td>
<td>54.93</td>
<td>-0.65</td>
</tr>
<tr>
<td>9</td>
<td>29.89</td>
<td>-2.81</td>
<td>30.02</td>
<td>29.16</td>
</tr>
<tr>
<td>( V_1 = 0.0001 )</td>
<td>( V_2 = -0.001 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>264.08</td>
<td>-264.04</td>
<td>373.43</td>
<td>241.54</td>
</tr>
<tr>
<td>1</td>
<td>1.30</td>
<td>-0.09</td>
<td>1.30</td>
<td>1.12</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>-3.94</td>
<td>3.95</td>
<td>-0.07</td>
</tr>
<tr>
<td>3</td>
<td>3.72</td>
<td>-0.28</td>
<td>3.73</td>
<td>3.56</td>
</tr>
<tr>
<td>4</td>
<td>0.32</td>
<td>-5.46</td>
<td>5.47</td>
<td>-0.06</td>
</tr>
<tr>
<td>5</td>
<td>4.17</td>
<td>-0.34</td>
<td>4.18</td>
<td>4.03</td>
</tr>
<tr>
<td>6</td>
<td>0.32</td>
<td>-5.90</td>
<td>5.90</td>
<td>-0.06</td>
</tr>
<tr>
<td>7</td>
<td>3.78</td>
<td>-0.33</td>
<td>3.79</td>
<td>3.67</td>
</tr>
<tr>
<td>8</td>
<td>0.27</td>
<td>-5.49</td>
<td>5.49</td>
<td>-0.06</td>
</tr>
<tr>
<td>9</td>
<td>2.99</td>
<td>-0.28</td>
<td>3.00</td>
<td>2.92</td>
</tr>
</tbody>
</table>
unacceptable error for the small signal method. However, when $V_1$ and $V_2$ are at least one order of magnitude lower than $V_0$, the small signal method gives quite accurate results all the way to $4\omega_p + \omega_s$.

Recalling that the total current density is $J_k = J_{k_0} - jJ_{k_1}$, the signal and lower sideband currents are

$$i_1 = \kappa \left\{ I_0(aV_0) \left[ (\alpha_1 + j\beta_1) \cos \psi_1 + j(\alpha_1 + j\beta_1) \sin \psi_1 \right] V_1 + I_1(aV_0) \left[ (\alpha_2 + j\beta_2) \cos \psi_2 - j(\alpha_2 + j\beta_2) \sin \psi_2 \right] V_2 \right\}$$

$$i_2 = \kappa \left\{ I_0(aV_0) \left[ (\alpha_2 + j\beta_2) \cos \psi_2 - j(\alpha_2 + j\beta_2) \sin \psi_2 \right] V_1 + I_1(aV_0) \left[ (\alpha_2 + j\beta_2) \cos \psi_2 + j(\alpha_2 + j\beta_2) \sin \psi_2 \right] V_2 \right\}$$

where $\kappa = \frac{p_n^p W}{W} e^{\alpha V_b}$, and $A$ is the diode area. The subscripts are particular values of $k$ rather than $m$, and therefore designate the sideband number according to definition (5.26). The 2 x 2 admittance matrix is then

$$\begin{bmatrix} i_1 \\ i_2^* \end{bmatrix} = \begin{bmatrix} \kappa I_0(aV_0) (\alpha_1 + j\beta_1) & \kappa I_1(aV_0) (\alpha_1 + j\beta_1) \\ \kappa I_1(aV_0) (\alpha_2 - j\beta_2) & \kappa I_0(aV_0) (\alpha_2 - j\beta_2) \end{bmatrix} \begin{bmatrix} j\psi_1 \\ V_1 e^{j\psi_1} \end{bmatrix}$$

\hspace{1cm} (5.32)

The gain of a LSUC is

$$G_{21} = 4|Z_{21}|^2 G_g G_l$$

\hspace{1cm} (5.33)

where $Z_{21}$ is the (2, 1) element of the inverse of the admittance matrix

$$\begin{bmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{bmatrix}$$

The symbol $G_g$ is the generator conductance at signal frequency, and $G_l$ is the load conductance at the lower sideband frequency. If the current is the forcing function, then $i_2 = 0$ and
\[ Z_{21} = -\frac{Y_{21}}{Y_{11} Y_{22} - Y_{12} Y_{21}} \]

Therefore the gain for the diffusion matrix is

\[ G_{21} = \frac{4\kappa^2 I_1^2 (\alpha_2^2 + \beta_2^2) G_f G_g}{\left[ (\kappa I_0^0 \sigma_1 + G_g) (\kappa I_0^0 \sigma_2 + G_f) - j\kappa I_0^0 \beta_1 (\alpha_2^2 + \beta_2^2) - \kappa^2 I_1^2 (\alpha_1 + j\beta_1)(\alpha_2 - j\beta_2) \right]^2} \tag{5.34} \]

where the argument of the modified Bessel functions is understood to be \( \alpha V_0 \). If the input and output circuits are resonated by additional reactive circuit elements, the gain simplifies to

\[ G_{21} = \frac{4\kappa^2 I_1^2 (\alpha_2^2 + \beta_2^2) G_f G_g}{\left[ (\kappa I_0^0 \sigma_1 + G_g) (\kappa I_0^0 \sigma_2 + G_f) - \kappa^2 I_1^2 (\alpha_1 + j\beta_1)(\alpha_2 + \beta_2) \right]^2 + \kappa^2 I_1^2 (\alpha_1 - \beta_1)(\alpha_2 - \beta_2)} \tag{5.35} \]

The last term in the denominator does not have an analogous term in the usual reverse bias LSUC gain expression. This term is due to the real part in the off diagonal terms of (5.32). Equation (5.35) clearly shows how losses in the diffusion admittance can degrade LSUC gain and indicates the necessity for a high ratio of \( \beta_k / \alpha_k \).

The actual amount of additional circuit susceptance needed to tune the diffusion susceptance of the diode depends not only on the diode parameters and frequencies, but also on the bias and pump voltages. A list of these susceptance values is found below in Table 5.5 which is based on the diode parameters given in Section 5.3.5 when it is biased at 0.7 volts. As the bias voltage decreases, these susceptance values decrease until at 0 volts, the susceptance is negligible.

<table>
<thead>
<tr>
<th>Diode Profile</th>
<th>( \gamma = 1/2 )</th>
<th>( \gamma = 1/3 )</th>
<th>( \gamma = 1/5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{10} = 1.000 \text{ GHz} )</td>
<td>-0.324</td>
<td>-0.139</td>
<td>-0.0356</td>
</tr>
<tr>
<td>( f_{20} = 8.500 \text{ GHz} )</td>
<td>-1.328</td>
<td>-0.835</td>
<td>-0.296</td>
</tr>
</tbody>
</table>

Table 5.5. Susceptance values in mhos needed to tune the diffusion susceptance of the diode when it is biased at 0.7 V
5.4.3 The LSUC with the Total Varactor Diode Model. The admittance matrix for the LSUC when both depletion capacitance and diffusion admittance are considered is the following simple modification of (5.32)

\[
[Y] = \begin{bmatrix}
\kappa I_0 \alpha_1 + j(\omega_1 C_0 + \kappa I_0 \beta_1) \\
\kappa I_1 \alpha_1 + j(\omega_1 C_1 + \kappa I_1 \beta_1) \\
\kappa I_2 \alpha_2 + j(\omega_2 C_0 + \kappa I_2 \beta_2) \\
\kappa I_0 \alpha_2 - j(\omega_2 C_0 + \kappa I_0 \beta_2)
\end{bmatrix}
\]  

(5.36)

where \( C_0 \) and \( C \pm {}_1 \) are the average and first harmonic depletion layer capacitances. The impedance matrix for the total diode model of Fig. 5.10 is obtained by inverting the \( Y \) matrix of (5.36) and adding terms resulting from the series bulk resistance. The inversion is a lengthy but straightforward process, and the result is

\[
[Z] = \begin{bmatrix}
\kappa I_0 \alpha_2 - j(\omega_2 C_0 + \kappa I_0 \beta_2) & -\kappa I_1 \alpha_1 - j(\omega_1 C_1 + \kappa I_1 \beta_1) \\
-\kappa I_1 \alpha_2 + j(\omega_2 C_0 + \kappa I_1 \beta_2) & \kappa I_0 \alpha_2 + j(\omega_1 C_0 + \kappa I_0 \beta_2)
\end{bmatrix} + \begin{bmatrix}
R_s \\ 0
\end{bmatrix}
\]

(5.37)

where \( \Delta \) is the determinant of the \( Y \) matrix. The gain for the LSUC then is obtained by resonating the reactance terms on the diagonal of (5.37) and substituting \( Y_{21} \), the row 2 column 1 element of the inverse of the resulting matrix, in

\[
G_{21} = 4 \left| Y_{21} \right|^2 \frac{R_s}{R_L}
\]

(5.38)

To display the effects of diffusion capacitance effectively, the gain and noise figure should be found as a function of bias or pump voltage. However if the voltage changes, then so does the depletion layer capacitance together with the relative magnitudes of the pumped elastance harmonics. In order not to mask the effects of diffusion admittance with the changes in depletion capacitance, the following numerical calculations of gain and noise figure were performed with a fixed value of \( S_1 \), the first harmonic of the nonlinear depletion layer elastance. To insure the circuit is tuned at midband the average varactor elastance and modulation coefficient are allowed to vary. This procedure means that if only depletion layer capacitance were considered, the midband gain would remain
constant for any bias or pump voltage, although the bandwidth would vary because of the
different tuning reactances.

However there are still two problems that must be resolved: (1) the circuit is
described in terms of depletion layer capacitance rather than elastance, and (2) the bias
and pump voltages give a dynamic capacitance different from the static capacitance. The
first problem is easily resolved since the inverse of the \(2 \times 2\) capacitance matrix is an
elastance matrix where

\[
S_0 = \frac{C_0}{C_0(1 - C_1/C_0)} = \frac{1}{C_0(1 - m_s^2)} \tag{5.39}
\]

\[
S_1 = \frac{C_1}{C_0(1 - m_s^2)} = \frac{m_s}{C_0(1 - m_s^2)} \tag{5.40}
\]

and the modulation coefficient \(m_s = S_1/S_0 = C_1/C_0\). When the rank of the matrix is
larger than two however, the relationship between the elastance and capacitance matrices
is not simple (Ref. 15, pp. 54-64).

The second problem arises because the nonlinear depletion capacitance when
expanded into a Fourier series will have an average capacitance different from the dc
capacitance. The depletion layer capacitance is

\[
C(t) = \frac{C_b}{[1 - V(t)/\phi_v]^\gamma} \tag{5.41}
\]

where \(C_b\) is the static dc capacitance and \(V(t) = V_b + V_0 \cos(\omega t)\). The Fourier
series expansion of \(C(t)\) was carried out by Oliver (Ref. 15, Appendix B) and is shown
below:

\[
H_\ell(a_v) = \sum_{k=0}^{\infty} \frac{(-1)^k a_v^{(2k+\ell)}}{\Gamma(\gamma) \Gamma(k+1)} \frac{\Gamma(2k+\ell+\gamma)}{\Gamma(\ell+\gamma) \Gamma(k+1)} \frac{\cos(\ell \omega t)}{p} \tag{5.42}
\]

where

\[
a_v \triangleq \frac{V_0}{V_b - \phi_v}
\]
and $\Gamma$ is the well known gamma function. Therefore the dynamic average capacitance is

$$C_0 = \frac{C_b H_0(a_v)}{(1 - v_b/\phi_v)^{\gamma}},$$  \hspace{1cm} (5.43)

the modulation coefficient is

$$m_s = \frac{H_1(a_v)}{H_0(a_v)},$$ \hspace{1cm} (5.44)

and the desired first harmonic capacitance is

$$C_1 = -m_s C_0.$$ \hspace{1cm} (5.45)

Thus when the diode built-in potential $\phi_v$, the doping profile $\gamma$, the desired elastance $S_1$, and the applied voltage are known, $m_s$ is found from (5.44), $C_0$ from (5.40), and $C_1$ from (5.45). These values of $C_0$ and $C_1$ can be used in (5.35) to find the LSUC gain and noise figure.

The numerical calculations of gain and noise figure were performed using program F in Appendix A, and the results are shown in Figs. 5.16 to 5.19. The diode model had the same properties listed in Section 5.3.4 with the additional property that the first harmonic of depletion elastance is $S_1 = 2.20 \times 10^{11} \text{ F}^{-1}$, and the diode area was not used explicitly. The circuit properties were chosen as follows:

- pump frequency $f_p = 9.500 \text{ GHz}$
- signal frequency $f_s = 1.000 \text{ GHz}$
- generator resistance $R_g = 100 \text{ ohms}$
- load resistance $R_f = 1.3 \text{ ohms}$

The maximum gain (not midband gain) and the minimum noise figure were calculated as a function of bias and pump voltage. If only the depletion layer capacitance were involved the transducer power gain would be $19.12 \text{ dB}$ and the noise figure would be $1.1410$ for all voltages. The graphs in Figs. 5.16 to 5.19 show the deviation from the depletion layer calculations for the LSUC. The diffusion admittance is deleterious to the operation of this LSUC when an abrupt or graded junction diode is used. However when $\gamma = 1/5$
Fig. 5.16. Maximum gain as a function of bias voltage with pump voltage = 0.1 V when
the optimum lifetime is used for both doping profiles. In each case $\phi_v = 0.9 \, V$,
$S_1 = 2.20 \times 10^{11} \, F^{-1}$, $W/L = 0.1$, and $p_n(W) = 10^{10} \, \text{cm}^{-3}$.
Fig. 5.17. Noise figure as a function of bias voltage with pump voltage = 0.1 V when the optimum lifetime is used for both doping profiles. In each case $\phi_v = 0.9$ V, $S_i = 2.20 \times 10^{11}$ cm$^{-1}$, $W/L = 0.1$, and $n_p(W) = 10^{10}$ cm$^{-3}$. 
Doping Profile

- - - \( N = ax \)
- - - \( N = ax^3 \)

Fig. 5.18. Maximum gain as a function of pump voltage at zero bias voltage when the optimum lifetime is used for both doping profiles. In each case \( \phi_v = 0.9 \) V, \( S_1 = 2.20 \times 10^{11} \) F\(^{-1}\), \( W/L = 0.1 \), and \( p_0(W) = 10^{10} \) cm\(^{-3}\).
Fig. 5.19. Noise figure as a function of pump voltage at zero bias voltage when the optimum lifetime is used for both doping profiles. In each case $\phi = 0.9 \, \text{V}$, $S_i = 2.20 \times 10^{11} \, \text{F}^{-1}$, $W/L = 0.1$, and $p_n(W) = 10^{10} \, \text{cm}^{-3}$.
the diffusion admittance can substantially increase the gain or alternatively the bandwidth. The diffusion admittance increases the noise figure above that which would occur for the depletion capacitance, but noise figure improves as $\gamma$ decreases. Low loss diffusion admittance is a prerequisite for improved LSUC performance when the diode is forward biased. The general trends expressed in Table 5.1 can therefore be used in judging how a varactor ought to be chosen if its diffusion admittance is to be utilized.

The experimental existence of the optimum bias voltage for maximum LSUC gain shown in Fig. 5.16 was observed in an empirically tuned LSUC (Fig. 5.20). This circuit consisted of a silicon varactor diode series mounted in a length of 14 mm coaxial line, together with several standard filters and double-stub tuners. The input pump and signal frequencies ($f_p = 9.1\,\text{GHz}$ and $f_s = 0.975\,\text{GHz}$) were combined through a coaxial wye junction and transmitted to the mounted diode. The output lower sideband frequency was observed at the opposite end of the diode mount. The bias voltage was applied through a General Radio 874-FBL bias insertion unit and monitored with a VTVM and a microampere meter. The variable tuning elements were needed to compensate for changes in diode capacitance when the bias voltage changed. Throughout the measurement procedure, the pump power remained constant, while the tuners were changed to achieve maximum gain at each bias voltage. Either because of parasitic circuit losses or lack of sufficient pump power, this LSUC did not oscillate when retuned for maximum gain. In both the theoretical and experimental curves the gain falls very quickly after achieving a maximum. This comparison together with the correlation of the diffusion susceptance curve in Fig. 5.13 with the previously observed "inductive effect" adds to the confidence that can be placed in the diffusion admittance theory presented here.

The present model provides more accurate description of the varactor diode than the model described in Section 5.2 where the diffusion admittance was neglected. However a direct comparison cannot be made between the large signal USUC analysis reviewed there and the LSUC presented subsequently, since in the USUC power handling capability and efficiency are the primary parameters of concern, while in the LSUC gain by means of generating negative resistance is of primary concern. However, the additional diffusion admittance discussed here would affect the optimum drive level in the USUC since the additional capacitance would be helpful only as long as the diffusion conductance losses
Fig. 5.20. Experimental gain of a LSUC as a function of bias voltage on the varactor

were sufficiently small. There appears to be no analytical discussion in the literature of the effects of forward bias on either the RPA or the small signal upconverter. The diffusion capacitance calculations here show why the capacitance-voltage curve has a maximum and how this can be utilized in a LSUC and presumably in other varactor devices.
5.5 Conclusions

Calculations of the diffusion admittance showed that when the impurity distribution is \( N(x) = ax^b \), increasing \( b \), optimizing the minority carrier lifetime \( \tau_p \), and decreasing the depletion layer width \( W \) decrease the losses in an overdriven diode. The current densities in the LSUC were calculated using the diffusion admittance theory. The small signal method is sufficiently accurate at all frequencies when the larger of the signal and lower sideband voltage is at least one order of magnitude lower than the pump voltage. Therefore this assumption was used to find an admittance matrix from which the gain and noise figure were obtained. The existence of an optimum bias where the gain is maximized was experimentally and theoretically verified.
CHAPTER VI
CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

6.1 Introduction
In the preceding chapters, the analysis of a LSUC was extended, and a design technique was developed and experimentally verified. The analysis consisted of both an investigation of the effect of the circuit and the effect of a forward biased diode in a LSUC. The synthesis made use of an improved design of coaxial filters and some high frequency properties of a coaxial tee junction. The original contribution of the previous chapters are summarized in Section 6.2, and several suggestions for related future research are given in Section 6.3.

6.2 Summary of Original Contributions

6.2.1 Distributed Design of Coaxial Filters. In Chapter II, two methods for designing coaxial band-pass filters were compared: the lumped method and the distributed method. In both cases a set of impedance inverters, each separated by a half wavelength of coaxial transmission line, have to be synthesized. In the lumped method, a capacitor is approximated by a disk whose size gives the correct capacitance at low frequencies. However, when the disk lengths in the filter are $\lesssim 0.08\lambda$, as often occurs when the bandwidth $\lesssim 10$ percent, the filter characteristic is seriously distorted. On the other hand, the distributed method which was derived here, gives much improved filter characteristics and is applicable to filter bandwidths down to 1 percent of the center frequency.

6.2.2 Discontinuity Capacitance Compensation. Three methods of accommodating the disk discontinuity capacitance associated with an abrupt change in the characteristic impedance of a transmission line were compared. Although all these methods were known, their relative strengths and weaknesses had not been analyzed previously. This comparison was made here when these three methods were applied to the coaxial filter design, in Section 2.6.
6.2.3 Effect of Higher Order Sidebands in the LSUC. The design of a LSUC is based on the assumption that only the signal and lower sideband frequencies exist, although in reality energy at many other sidebands often exists near the diode. The effects of as many as seven higher order sidebands were investigated in several LSUC designs. However, when the gain and noise figure were calculated, little change was observed between the approximation using four frequency sidebands and higher order approximations. Explicit expressions for the LSUC gain, gain sensitivity, gain-bandwidth product, noise figure, and noise measure were derived, which included the effects of the impedance at the upper sideband frequency as well as the second harmonic of the pumped elastance. These expressions show that a small impedance at the upper sideband frequency can seriously degrade the LSUC performance. Thus, while a LSUC can be synthesized using only impedances at the signal and lower sideband frequencies, an analysis including higher order sideband frequencies should be performed to insure the desired characteristics will be obtained.

6.2.4 A Noniterative Design Algorithm for a LSUC. A practical design for a LSUC which required neither trial and error nor iterative methods is described and experimentally verified. The design was accomplished by isolating each port of the amplifier from the out-of-band frequencies, thus making it possible to synthesize impedance transformers by a straightforward application of the coaxial filter theory. The nonideal characteristic of the coaxial tee junction was used advantageously to help isolate the different frequencies from the signal port.

6.2.5 Verification of Noise Figure Dependence on Gain. Most analyses of the noise figure of a LSUC show that noise figure is independent of amplifier gain. However the theory reviewed here showed that, in most cases, noise figure decreased with increasing gain (Ref. 11). The experimental measurement of noise figure clearly shows the relationship between noise figure and gain which this latter theory describes.

6.2.6 Application of Diffusion Admittance to a LSUC. The theory for the diffusion admittance exhibited by a forward biased diode was developed by Maneshin and Parygin (Ref. 80). It was shown here with this theory that the diffusion admittance could explain the "inductive effect" observed by many workers. The diffusion admittance can improve
the bandwidth or gain of a LSUC when the impruity doping profile and depletion layer width \( W \) are appropriately chosen. However, some sacrifice in thermal noise figure must be made when diffusion admittance is used. In general a diode having small \( \gamma \) and small \( W \) was found to give the best results.

6.2.7 Modified Bessel Functions. In the course of the work on diffusion admittance, numerical evaluation of the \( K \) modified Bessel function with complex argument \( z \) was required. The computer program which is developed here is based on economization of power series. It yields accurate values of the \( K \) Bessel functions for almost all values of \( z \); the accuracy diminishes somewhat for \(|z| > 1\), \( \arg(z) \approx 180^\circ \).

6.3 Suggestions for Future Research

In the course of the studies presented here, several related problems arose which would be fruitful areas of future research.

6.3.1 Stripline Filters. The theory developed in Chapter II on coaxial filters can be applied to synthesis of stripline and possibly microstrip band-pass filters. However, the range of characteristic impedances in stripline is more restricted than in coaxial line with the result that narrow bandwidth filters cannot presently be built in stripline.

6.3.2 A LSUC Made in Stripline. The filters described above could be used to design and build a LSUC in stripline. Some of the techniques used in the coaxial LSUC would not be applicable, however, since the nonideal tee junction and diode mount would be different in this case.

6.3.3 Double Sideband Operation. The theory for the LSUC described here can be extended readily to include a port at the upper sideband frequency as well as the lower sideband frequency. In this way a LSUC can be made more stable, and an upper sideband up-converter can be made to have higher gain. The resulting amplifier would provide output from both ports, but would differ from the phase-shift amplifier in having unequal loading at the two ports.

6.3.4 The Coaxial Tee Junction. The 7 mm coaxial tee junction is shown in Chapter IV to act as an ideal power splitter only below 4 GHz. No thorough analysis has been made of a coaxial tee junction above this limiting frequency, although it is a widely used circuit element. R. W. P. King (Ref. 61, pp. 389-397) has derived an equivalent circuit
for the two wire transmission line tee junction, and as a first approximation his technique could be applied to a coaxial tee.

There are at least two other junctions which could be more useful than the standard coaxial tee: the coaxial wye and the stripline tee. A preliminary investigation of the first was performed by terminating two ports of a 7 mm coaxial wye junction with 50 ohm loads and measuring the input impedance of the third port referenced at the junction as a function of frequency. Instead of deteriorating above 4 GHz, the wye junction impedance stayed between 25 and 21 - j3 ohms up through 12 GHz and within 25 ± (4 ± j5) ohms from 12 to 17 GHz. The symmetrical power splitting capabilities of the wye junction stand in sharp contrast to the tee junction.

The coaxial tee characteristics arise from its asymmetrical geometry, which results in a complicated electric field pattern in the neighborhood of the junction. However, in a stripline tee the electric field (to a first approximation) is always perpendicular to the center and outer conductors; consequently the high frequency characteristics of the stripline tee ought to be better than the coaxial tee. Further improvement would be expected from a stripline wye junction.

6.3.5 Measurement of Diffusion Admittance. There has been no direct experimental verification of the theory presented in Chapter V on the diffusion admittance. To make such a correlation, the minority carrier lifetime, the depletion layer width, the diffusion length, the doping profile, and the minority carrier lifetime would have to be known. Measurement of the diode impedance as a function of applied bias voltage could then be compared to the theoretical prediction. The diode parasitic elements would of course have to be determined by a separate measurement.

6.3.6 A LSUC with a Step Recovery Diode. Step recovery diodes are characterized by their long minority carrier lifetimes and their ability to generate a large number of frequency harmonics. Since the lifetimes of commercial step recovery diodes are between 20 and 400 ns, the curves showing minimum loss for diffusion admittance would indicate these diodes are only useful in the lower microwave frequency range. However if one of these diodes were used in a LSUC, a large number of frequency sidebands would be generated. A detailed study of the step recovery diode used in a LSUC could yield
beneficial results with regard to either or both the minority carrier lifetime and the large number of frequency sidebands.

6.4 Conclusion

The theory and experimental verification for the design of a parametric LSUC has been presented, together with a study of diffusion capacitance which could greatly improve the amplifier bandwidth. In this study several contributions to LSUC design have been presented; there also remain several topics which merit further investigation.
APPENDIX A

PROGRAM LISTINGS

The major programs and subroutines used in this report are listed here. There are six main programs A - F and seven subroutines which are used in the main programs. These programs are summarized below and listed in full subsequently. The symbol SSP used below stands for IBM's scientific subroutine package.

Main Programs

<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
<th>Subroutines Required</th>
<th>Referred From</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Filter design and analysis</td>
<td>DESIGN, IMPST, IMPM</td>
<td>Sec. 2.6</td>
</tr>
<tr>
<td>B</td>
<td>Design and analysis of LSUC3 with coaxial filters</td>
<td>TGAIN, GAINST, PROTOG, DESIGN, IMPST, IMPM, TRNR</td>
<td>Sec. 3.5.4</td>
</tr>
<tr>
<td>C</td>
<td>Diode diffusion admittance</td>
<td>BESI (in IBM SSP), BESKC</td>
<td>Sec. 5.3.4</td>
</tr>
<tr>
<td>D</td>
<td>Large signal currents with short circuit assumptions in a LSUC using diffusion admittance</td>
<td>DQG12 (in IBM SSP), BESKC, DFT, FC1, FC2</td>
<td>Sec. 5.4.1.3</td>
</tr>
<tr>
<td>E</td>
<td>Currents in a LSUC by small signal method and Laplace asymptotic method</td>
<td>BESI (in IBM SSP), BESKC</td>
<td>Sec. 5.4.2</td>
</tr>
<tr>
<td>F</td>
<td>Gain of LSUC using combined diffusion and depletion admittance diode model</td>
<td>BESI (in IBM SSP), GAMMA (in IBM SSP), BESKC, CMINV</td>
<td>Sec. 5.4.3</td>
</tr>
<tr>
<td>Name</td>
<td>Entries</td>
<td>Other Subroutines Called</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>--------------------------</td>
<td></td>
</tr>
<tr>
<td>TGAIN</td>
<td>GAINST</td>
<td>IMPST</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IMPM</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TRNR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CMINV</td>
<td></td>
</tr>
<tr>
<td>TRNR</td>
<td>TRNS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMPST</td>
<td>IMPM</td>
<td>TRNR</td>
<td></td>
</tr>
<tr>
<td>DESIGN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROTOG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMINV</td>
<td>MPRD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BESKC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
001  PROGRAM A
002  C   THIS PROGRAM SYNTHESIZES AND ANALYZES COAXIAL BAND-PASS FILTERS.
003  C   SUBROUTINES USED ARE DESIGN, IMP1, IMP2.
004  DIMENSION (G10, I10), (L10), (M10), (N10), (C10), (D10), (F10), (K10), (O10), (P10), (G20)
005  DIMENSION (R10), (S10), (T10), (U10), (V10), (W10), (X10), (Y10), (Z10)
007  INTEGER M, N, I, J, K, L, M, N
008  DATA EPS1, EPS2, EPS3, EPS4, EPS5, EPS6, EPS7, EPS8, EPS9, EPS10
009  DATA L10, M10, N10, O10, P10, Q10, R10, S10, T10, U10, V10, W10, X10, Y10, Z10
010  DATA IN, OUT, KD, KE, KF, KG, KH, KI, KJ, KK, KL, KM, KN, KI, KJ, KK, KL, KM, KN
011  CALL IMP1 (L, M, N, P, Q, T, U, V, W, X, Y, Z)
012  CALL IMP2 (L, M, N, P, Q, T, U, V, W, X, Y, Z)
013  END

015  CALL IMP1 (L, M, N, P, Q, T, U, V, W, X, Y, Z)
016  CALL IMP2 (L, M, N, P, Q, T, U, V, W, X, Y, Z)
017  END
131 IF Q = 0 THEN GOTO 137
132 IF (Q = 0) THEN GOTO 137
133 IF (Q = 0) THEN GOTO 137
134 IF (Q = 0) THEN GOTO 137
135 IF (Q = 0) THEN GOTO 137
136 IF (Q = 0) THEN GOTO 137
137 IF (Q = 0) THEN GOTO 137
138 IF (Q = 0) THEN GOTO 137
139 IF (Q = 0) THEN GOTO 137
140 IF (Q = 0) THEN GOTO 137
141 IF (Q = 0) THEN GOTO 137
142 IF (Q = 0) THEN GOTO 137
143 IF (Q = 0) THEN GOTO 137
144 IF (Q = 0) THEN GOTO 137
145 IF (Q = 0) THEN GOTO 137
146 IF (Q = 0) THEN GOTO 137
147 IF (Q = 0) THEN GOTO 137
148 IF (Q = 0) THEN GOTO 137
149 IF (Q = 0) THEN GOTO 137
150 IF (Q = 0) THEN GOTO 137
151 IF (Q = 0) THEN GOTO 137
152 IF (Q = 0) THEN GOTO 137
153 IF (Q = 0) THEN GOTO 137
154 IF (Q = 0) THEN GOTO 137
155 IF (Q = 0) THEN GOTO 137
156 IF (Q = 0) THEN GOTO 137
157 IF (Q = 0) THEN GOTO 137
158 IF (Q = 0) THEN GOTO 137
159 IF (Q = 0) THEN GOTO 137
160 IF (Q = 0) THEN GOTO 137
161 IF (Q = 0) THEN GOTO 137
162 IF (Q = 0) THEN GOTO 137
163 IF (Q = 0) THEN GOTO 137
164 IF (Q = 0) THEN GOTO 137
165 IF (Q = 0) THEN GOTO 137
166 IF (Q = 0) THEN GOTO 137
167 IF (Q = 0) THEN GOTO 137
168 IF (Q = 0) THEN GOTO 137
169 IF (Q = 0) THEN GOTO 137
170 IF (Q = 0) THEN GOTO 137
171 IF (Q = 0) THEN GOTO 137
172 IF (Q = 0) THEN GOTO 137
173 IF (Q = 0) THEN GOTO 137
174 IF (Q = 0) THEN GOTO 137
175 IF (Q = 0) THEN GOTO 137
176 IF (Q = 0) THEN GOTO 137
177 IF (Q = 0) THEN GOTO 137
178 IF (Q = 0) THEN GOTO 137
179 IF (Q = 0) THEN GOTO 137
180 IF (Q = 0) THEN GOTO 137
181 IF (Q = 0) THEN GOTO 137
182 IF (Q = 0) THEN GOTO 137
183 IF (Q = 0) THEN GOTO 137
184 IF (Q = 0) THEN GOTO 137
185 IF (Q = 0) THEN GOTO 137
186 IF (Q = 0) THEN GOTO 137
187 IF (Q = 0) THEN GOTO 137
188 IF (Q = 0) THEN GOTO 137
189 IF (Q = 0) THEN GOTO 137
190 IF (Q = 0) THEN GOTO 137
191 IF (Q = 0) THEN GOTO 137
192 IF (Q = 0) THEN GOTO 137
193 IF (Q = 0) THEN GOTO 137
194 IF (Q = 0) THEN GOTO 137
195 IF (Q = 0) THEN GOTO 137
196 IF (Q = 0) THEN GOTO 137
197 IF (Q = 0) THEN GOTO 137
198 IF (Q = 0) THEN GOTO 137
199 IF (Q = 0) THEN GOTO 137
200 IF (Q = 0) THEN GOTO 137
201 IF (Q = 0) THEN GOTO 137
202 IF (Q = 0) THEN GOTO 137
203 IF (Q = 0) THEN GOTO 137
204 IF (Q = 0) THEN GOTO 137
205 IF (Q = 0) THEN GOTO 137
206 IF (Q = 0) THEN GOTO 137
207 IF (Q = 0) THEN GOTO 137
208 IF (Q = 0) THEN GOTO 137
209 IF (Q = 0) THEN GOTO 137
210 IF (Q = 0) THEN GOTO 137
211 IF (Q = 0) THEN GOTO 137
212 IF (Q = 0) THEN GOTO 137
213 IF (Q = 0) THEN GOTO 137
214 IF (Q = 0) THEN GOTO 137
215 IF (Q = 0) THEN GOTO 137
216 IF (Q = 0) THEN GOTO 137
217 IF (Q = 0) THEN GOTO 137
218 IF (Q = 0) THEN GOTO 137
219 IF (Q = 0) THEN GOTO 137
220 IF (Q = 0) THEN GOTO 137
221 IF (Q = 0) THEN GOTO 137
222 IF (Q = 0) THEN GOTO 137
223 IF (Q = 0) THEN GOTO 137
224 IF (Q = 0) THEN GOTO 137
225 IF (Q = 0) THEN GOTO 137
226 IF (Q = 0) THEN GOTO 137
227 IF (Q = 0) THEN GOTO 137
228 IF (Q = 0) THEN GOTO 137
229 IF (Q = 0) THEN GOTO 137
230 IF (Q = 0) THEN GOTO 137
231 IF (Q = 0) THEN GOTO 137
232 IF (Q = 0) THEN GOTO 137
233 IF (Q = 0) THEN GOTO 137
234 IF (Q = 0) THEN GOTO 137
235 IF (Q = 0) THEN GOTO 137
236 IF (Q = 0) THEN GOTO 137
237 IF (Q = 0) THEN GOTO 137
238 IF (Q = 0) THEN GOTO 137
239 IF (Q = 0) THEN GOTO 137
240 IF (Q = 0) THEN GOTO 137
121 7 IF (TTH1-TMAX, GT, 1, E=4) GO TO 211
122 8 CONTINUE
123 IF (TTH1 + TTH2) GO TO 221
124 IF (TTH2) GO TO 221
125 WRITE (1, THET1)
126 WRITE (1, THET1)
127 WRITE (1, THET1)
128 WRITE (1, THET1)
129 GO TO 211
130 CONTINUE
131 56 FORMAT (' FUNCTION = 'E1L,5, ' DERIVATIVE = 'E1L,5, ' THETA = 'E1L,5)
132 11
133 WRITE (1, THET1)
134 WRITE (1, THET1)
135 WRITE (1, THET1)
136 WRITE (1, THET1)
137 CONTINUE
138 221 CONTINUE
139 WRITE (1, THET1)
140 WRITE (1, THET1)
141 WRITE (1, THET1)
142 WRITE (1, THET1)
143 WRITE (1, THET1)
144 WRITE (1, THET1)
145 WRITE (1, THET1)
146 WRITE (1, THET1)
147 WRITE (1, THET1)
148 DO 190 I=1, 10
149 DO 190 J=1, 10
150 DO 190 K=1, 10
151 DO 190 L=1, 10
152 DO 190 M=1, 10
153 DO 190 N=1, 10
154 DO 190 P=1, 10
155 DO 190 Q=1, 10
156 DO 190 R=1, 10
157 DO 190 S=1, 10
158 DO 190 T=1, 10
159 DO 190 U=1, 10
160 DO 190 V=1, 10
161 DO 190 W=1, 10
162 DO 190 X=1, 10
163 DO 190 Y=1, 10
164 DO 190 Z=1, 10
165 WRITE (1, THET1)
166 WRITE (1, THET1)
167 WRITE (1, THET1)
168 WRITE (1, THET1)
169 WRITE (1, THET1)
170 WRITE (1, THET1)
171 WRITE (1, THET1)
172 WRITE (1, THET1)
173 WRITE (1, THET1)
174 WRITE (1, THET1)
175 WRITE (1, THET1)
176 WRITE (1, THET1)
177 WRITE (1, THET1)
178 WRITE (1, THET1)
179 WRITE (1, THET1)
180 WRITE (1, THET1)
181 45 FORMAT (' RESULT=1ST, ')
182 44 WRITE (1, 45)
183 43 WRITE (1, 44)
184 42 WRITE (1, 43)
185 41 WRITE (1, 42)
186 40 WRITE (1, 41)
187 39 WRITE (1, 40)
188 38 WRITE (1, 39)
189 37 WRITE (1, 38)
189 36 WRITE (1, 39)
188 35 WRITE (1, 35)
187 34 WRITE (1, 34)
186 33 WRITE (1, 33)
185 32 WRITE (1, 32)
184 31 WRITE (1, 31)
183 30 WRITE (1, 30)
182 29 WRITE (1, 29)
181 28 WRITE (1, 28)
180 27 WRITE (1, 27)
179 26 WRITE (1, 26)
178 25 WRITE (1, 25)
177 24 WRITE (1, 24)
176 23 WRITE (1, 23)
175 22 WRITE (1, 22)
174 21 WRITE (1, 21)
173 20 WRITE (1, 20)
172 19 WRITE (1, 19)
171 18 WRITE (1, 18)
170 17 WRITE (1, 17)
169 16 WRITE (1, 16)
168 15 WRITE (1, 15)
167 14 WRITE (1, 14)
166 13 WRITE (1, 13)
165 12 WRITE (1, 12)
164 11 WRITE (1, 11)
163 10 WRITE (1, 10)
162 9  WRITE (1, 9)
161 8  WRITE (1, 8)
160 7  WRITE (1, 7)
159 6  WRITE (1, 6)
158 5  WRITE (1, 5)
157 4  WRITE (1, 4)
156 3  WRITE (1, 3)
155 2  WRITE (1, 2)
154 1  WRITE (1, 1)
001 SUBROUTINE DESIGN, ENTRY LUMP
002 003 C DESIGN SYNTHESIZES COASTAL BAND-PASS FILTERS USING DISTRIBUTED
004 C METHOD. ENTRY LUMP USES THE INVERTER LUMPED METHOD.
005 006 C NOTATION USED FOLLOW COOLEY TECH., MERO, 1800, BUT IS EQUIVALENT
007 C TO NOTATION USED IN CHAPTER 2 MERO. NUMBERS IN THIS PROGRAM
008 C ARE FOR AN m LINE. FOR COMPLETE TREATMENT, SEE Chapters 1 AND 2.
009 C ONCE THEY ARE RELIABLE THEY CAN BE CHANGED.
010 011 C DUAL X/4M. DUAL=1.255
012 C DUAL DUAL=DUAL=1.255
013 C 014 C FOR IN GPS
015 C C TESTED USING MEANS GOOD DESIGN; TESTING MEANS DESIGN WAS NOT
016 C PROBABLE, FOR V4 WHICH MEANS THAT A IS PROBABLY LESS THAN 2DC
017 C IF TEST12 IS NOT IN THIS PROGRAM, THE INVERTER IS A J
018 C INVERTER AND THE J INVERTER IS A SPLIT CAPACITOR.
019 C IF TEST23, THE INVERTER IS A SPLIT INDUCTOR (DISPLACED DES.)
020 C W IS FUNCTIONAL HANDWEIGHT
021 C ...
022 C ...
023 C ...
024 ...
025 ...
026 ...
027 ...
028 ...
029 ...
030 ...
031 ...
032 ...
033 ...
034 ...
035 ...
036 ...
037 ...
038 ...
039 ...
040 ...
041 ...
042 ...
043 ...
044 ...
045 ...
046 ...
047 ...
048 ...
049 ...
050 ...
051 ...
052 ...
053 ...
054 ...
055 ...
056 ...
057 ...
058 ...
059 ...
060 ...
061 ...
062 ...
063 ...
064 ...
065 ...
066 ...
067 ...
068 ...
069 ...
070 ...
071 ...
072 ...
073 ...
074 ...
075 ...
076 ...
077 ...
078 ...
079 ...
080 ...
081 ...
082 ...
083 ...
084 ...
085 ...
086 ...
087 ...
088 ...
089 ...
090 ...
091 ...
092 ...
093 ...
094 ...
095 ...
096 ...
097 ...
098 ...
099 ...
100 ...
101 ...
102 ...
103 ...
104 ...
105 ...
106 ...
107 ...
108 ...
109 ...
110 ...
111 ...
001  SUMMARY TITLE PARTS
002  
003  C  PROTO FINDS S VALUES FOR THE LUMPED LOW-PASS PROTOTYPE CIRCUIT.
004  
005  C  THE NUMBERS HERE ARE FOR A 3 POLE CHEBYSHEV MATCHING CIRCUIT.
006  
007  C  WHERE THE VALUES ARE OBTAINED FROM INTERPOLATION OF GRAPHS
008  C  IN MATHEMATICS PROGRAMS, AND JONES P. 128.
009  
010  DIMENSION S (231, SG140).
011  
012  INTEGER N, S.
013  REAL X, S.
014  IF (N,N:E-3,XM,DELTA,E-13,05) GO TO 9
015  DEL1 = 05
016  DEL2 = 1
017  SG1 = 120.
018  SG2 = 110.
019  SG3 = 12.2
020  SG4 = 1,05
021  X = 0
022  IF (TGT,G.E,200*X) GO TO 91
023  GO TO 311
024  310 CONTINUE
025  I = 1
026  IF (DELTA,E,01,128) GO TO 320
027  DEL1 = 1
028  S = 0
029  311 DEL1 = DEL1 + 1.
030  SG1 = SG1 - 180.
031  SG2 = SG2 + 180.
032  I = I + 1
033  IF (I.GE,200*X) GO TO 91
034  ST = 53
035  320 CONTINUE
036  IF (DELTA,E,01,33) GO TO 330
037  DEL1 = 2
038  S = 0
039  321 SG1 = SG1 + 180.
040  SG2 = SG2 + 180.
041  SG3 = SG3 + 180.
042  SG4 = SG4 + 180.
043  I = I + 1
044  IF (I.GE,200*X) GO TO 91
045  ST = 130
046  IF (DELTA,E,01,55) GO TO 340
047  DEL1 = 3
048  S = 0
049  331 SG1 = SG1 + 180.
050  SG2 = SG2 + 180.
051  SG3 = SG3 + 180.
052  SG4 = SG4 + 180.
053  I = I + 1
054  IF (I.GE,200*X) GO TO 91
055  ST = 240
056  340 CONTINUE
057  GO TO 530
058  IF ( DELTA,E,01,55) GO TO 350
059  DEL1 = 4
060  S = 0
061  351 SG1 = SG1 + 180.
062  SG2 = SG2 + 180.
063  SG3 = SG3 + 180.
064  SG4 = SG4 + 180.
065  I = I + 1
066  IF (I.GE,200*X) GO TO 91
067  ST = 310
068  IF ( DELTA,E,01,55) GO TO 330
069  DEL1 = 1,00
070  SG1 = SG1 + 1,00
071  SG2 = SG2 + 1,00
072  SG3 = SG3 + 1,00
073  SG4 = SG4 + 1,00
074  I = I + 1
075  IF (I.GE,200*X) GO TO 91
076  ST = 350
077  CONTINUE
078  GO TO 310
079  301 CONTINUE
080  GO TO 310
081  DEL1 = 1,00
082  SG1 = SG1 + 1,00
083  SG2 = SG2 + 1,00
084  SG3 = SG3 + 1,00
085  SG4 = SG4 + 1,00
086  I = I + 1
087  IF (I.GE,200*X) GO TO 91
088  ST = 350
089  CONTINUE
090  GO TO 310
091  302 CONTINUE
092  GO TO 310
093  DEL1 = 1,50
094  SG1 = SG1 + 1,50
095  SG2 = SG2 + 1,50
096  SG3 = SG3 + 1,50
097  SG4 = SG4 + 1,50
098  I = I + 1
099  IF (I.GE,200*X) GO TO 91
100  ST = 310
101  315 CONTINUE
102  GO TO 310
103  DEL1 = 1,50
104  SG1 = SG1 + 1,50
105  SG2 = SG2 + 1,50
106  SG3 = SG3 + 1,50
107  SG4 = SG4 + 1,50
108  I = I + 1
109  IF (I.GE,200*X) GO TO 91
110  ST = 310
111  310 CONTINUE
112  GO TO 310
113  DEL1 = 1,50
114  SG1 = SG1 + 1,50
115  SG2 = SG2 + 1,50
116  SG3 = SG3 + 1,50
117  SG4 = SG4 + 1,50
118  I = I + 1
119  IF (I.GE,200*X) GO TO 91
120  LET SG1 = SG1 + 1,50
121  SG1 = SG1 + 1,50
122  RETURN
123  END
SUBROUTINE CMINS, ENTRY MPMD

002 C CMINS INVERTS COMPLEX MATRICES, AND ENTRY MPMD MULTIPLIES REAL

003 C MATRICES.

004 C

005 C CMINS CALLS MPMD AND INV, INV INVERTS REAL MATRICES AND IS

006 C AVAILABLE IN THE ILP OF M. LIRBAR.

007 C

008 SUBROUTINE CMINS(LEN,AA,IPER,CR,CI,HA,HE,DO,DT)

009 C A = B * INPUT MATRIX, CR + J * CI = OUTPUT INVERTED MATRIX

010 C

011 C IPERM IS INTEGER VECTOR OF LENGTH 2*LEN.

012 C LEN = LEN IS DIMENSION OF MATRICES.

013 C LL,MM,NN ARE SCRATCH MATRICES.

014 C References: CLACQ2S, ARP1EN Analysis, P. 189.

015 C A+ MEANS INVERSE OF A.

016 C IF C = A + B, AND D = A + B*C/A, THEN C - D = B*ABS(B).

017 C IMPLICIT REAL(A-H,O-Z), INTEGER(I-L).

018 C DIMENSION ALL(1) REAL(LEN), LLL(1), BIG, MT(1), IPERM(1).

019 C CALL MPMD(INVLEN,AA,IPER,CR,CI,HA,HE,DO,DT).

020 C IF LEN IS IS NOT A DIVISOR OF 1024, THEN THIS PROGRAM WILL NOT WORK.

021 C PURE IMAGINARY MATRICES.

022 IF (LENMOD(LEN-1,1024)) RETURN

023 LEN = LEN + LEN

024 DO 100 I=1,LEN

025 100 AA(I+I)

026 KEYP

027 GO TO 20

028 CONTINUE

029 DO 100 I=1,LEN,1

030 AA(I+I)

031 CONTINUE

032 BLK81(I+I)

033 CONTINUE

034 KEY2

035 GO TO 20

036 CONTINUE

037 DO 100 I=1,LEN,1

038 AA(I+I+I)

039 CONTINUE

040 CALL INV(INVLEN,AA,IPER,CR,CI)

041 IF (LENMOD(LEN-1,1024)) RETURN

042 DO 100 I=1,LEN,1

043 AA(I+I)

044 BLK81(I+I)

045 CONTINUE

046 KEY3

047 GO TO 20

048 CONTINUE

049 DO 100 I=1,LEN,1

050 CI(I+I+I)

051 CONTINUE

052 RETURN

053 ENTRY MPMD(INVLEN,AA,DO,NN,LEN)

054 C ZEROD

055 C SUBROUTINE BASED ON NORD ON PAGE 99 OF SAP.

056 KEY4

057 CONTINUE

058 LEN = LEN

059 DO 100 L=1,LEN,1

060 EXIT

061 10 CONTINUE

062 C THIS DOTS A PARTICULAR COLUMN.

063 DO 10 J=1,LEN

064 J=LEN

065 J=1

066 20 CONTINUE

067 DO 10 J=1,LEN,1

068 J=LEN

069 J=1

070 30 CONTINUE

071 DO 10 J=1,LEN,1

072 40 CONTINUE

073 RETURN

074 END
APPENDIX B

DETERMINATION OF PARAMETRIC CONVERTER CIRCUIT IMPEDANCES

B.1 Introduction

The optimum load and generator impedance levels for a lower sideband upconvert-
er were found in Chapter II. However, the actual impedances of the signal and lower side-
band circuits are far different, because the diode parasitic elements and the characteris-
tics of the out-of-band ports modify these impedances. First the impedance of the diode
parasitics plus circuit are found for signal and all sideband frequencies. Then the signal
and lower sideband port impedances are found which give the desired impedance level at
the diode chip.

The various impedances at terminal A-B are found in terms of the unknown \( Z_t \)
and \( Z_1 \), after which the \( Z_1 \) at \( \omega_{10} \) and \( Z_1 \) at \( \omega_{20} \) are found. In all cases the circuit
impedances \( Z_s, Z_p, \) and \( Z_{p-s} \) at out-of-band frequencies are assumed to be purely
reactive. In the computer calculations using this analysis, it was generally assumed that
these reactances were in the form of short circuited quarter wave transmission lines so
that, for example, \( X_s = X_s(\omega_k) = Z_0 \tan \left( \frac{\omega_k \pi}{\omega_{10}^2} \right) \) for \( k = 1, 2, 3, \ldots \) for out-of-band fre-
quencies. However, in this analysis these reactances are left in terms of \( X_s, X_p, \) and
\( X_{p-s} \) so that any reactance function desired may be used.

B.2 LSUC1

All three ports are in parallel in an ideal tee junction or wye junction if the diode
is mounted between the center and the outer conductors. The diode and circuit can be
modeled as shown in Fig. B.1.

The input impedance \( Z_{11} \) at terminal A-B at frequency \( \omega_1 \) is obtained in the following
manner.

\[
Z_{11} = R_s + j\omega_1 L - S_0/\omega_1 + \frac{1}{j\left( \frac{\omega_1^2}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right)} + \frac{1}{Z_t} \tag{B.1}
\]
Fig. B.1. Equivalent circuit when all ports are in parallel

If

\[
M_g \Delta \frac{R_t}{R_t^2 + X_t^2}
\]

(B.2)

and

\[
M_b \Delta \frac{\omega_1}{S_p} \frac{1}{X_p} - \frac{1}{X_{p-s}} - \frac{X_t}{R_t^2 + X_t^2}
\]

(B.3)

then

\[
Z_{11} = R_s + \frac{M_g}{M_g^2 + M_b^2} + j \left( \omega_1 L - S_0 / \omega_1 - \frac{M_b}{M_g^2 + M_b^2} \right)
\]

(B.4)

\(Z_{22}\) is obtained in the same way except that \(X_s\) replaces \(X_{p-s}\), \(Z_1\) replaces \(Z_t\) and \(\omega_2\) replaces \(\omega_1\). For higher order sidebands

\[
Z_{kk} = R_s + j \left[ \frac{\omega_k L - S_0 / \omega_k}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} - \frac{1}{X_s} \right]^{-1}
\]

(B.5)

The desired impedance at signal frequency is \(Z_{11} = R_g + R_s\). If this is substituted into (B.1), the desired value for \(Z_t\) can be found.

\[
R_g + R_s = R_s + j(\omega_{10} L - S_0 / \omega_{10}) + \left[ j \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right) + \frac{1}{Z_t} \right]^{-1}
\]

(B.6)

\[
\frac{1}{Z_t} = [R_g - j(\omega_{10} L - S_0 / \omega_{10})]^{-1} - j \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right)
\]

(B.7)
\[ Z_t = \frac{R_g - j(\omega_{10}L - S_0/\omega_{10})}{1 - (\omega_{10}L - S_0/\omega_{10}) \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right)} - j \frac{R_g \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right)}{1 - (\omega_{10}L - S_0/\omega_{10}) \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right)} \] (B.8)

If

\[ M_r \triangleq 1 - (\omega_{10}L - S_0/\omega_{10}) \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right) \] (B.9)

\[ M_x \triangleq - R_g \left( \frac{\omega_{10}}{S_p} - \frac{1}{X_p} - \frac{1}{X_{p-s}} \right) \] (B.10)

then

\[ Z_t = \frac{R_g}{M_r^2 + M_x^2} - j \frac{M_r R_s + M_x (\omega_{10}L - S_0/\omega_{10})}{M_r^2 + M_x^2} \] (B.11)

Similarly the lower sideband impedance \( Z_{11} \) can be found at \( \omega_{20} = \omega_p - \omega_{10} \) which gives the desired impedance \( Z_{22} = R_t + R_s \). The result is the same as (B.11) except \( R_t \) replaces \( R_g \), \( X_s \) replaces \( X_{p-s} \), and \( \omega_{20} \) replaces \( \omega_{10} \).

**B.3 LSUC2**

This circuit is obtained when the diode is mounted in a tee junction with one end in the signal port and the other between the pump and lower sideband ports. The input impedance \( Z_{11} \) of the circuit of Fig. B.2 at terminals A-B is found below.

![Equivalent circuit](image-url)
\[ Z_{11} = R_s + j\left( \frac{S_0}{\omega_1} \right) + \frac{\left[ jX_t + jX_p \parallel X_{p-s} \right] \left( \frac{-jS}{\omega_1} \right)}{R_t + j\left( X_t + X_p \parallel X_{p-s} - \frac{S}{\omega_1} \right)} \] (B.12)

\[ Z_{11} = R_s + \frac{R_t \left( \frac{S}{\omega_1} \right)^2}{R_t + \left( X_t + X_p \parallel X_{p-s} - \frac{S}{\omega_1} \right)^2} \]

\[ + j\left\{ \left( \frac{S_0}{\omega_1} \right) - \frac{S}{\omega_1} \left[ R_t^2 + X_t^2 + X_t\left( X_p \parallel X_{p-s} - \frac{S}{\omega_1} \right) \right] \right\} \]

\[ + X_p \parallel X_{p-s}\left( X_t + X_p \parallel X_{p-s} - \frac{S}{\omega_1} \right) \left[ R_t^2 + \left( X_t + X_p \parallel X_{p-s} - \frac{S}{\omega_1} \right)^2 \right] \] (B.13)

The impedance \( Z_{22} \) is found by setting \( Z_{p-s}(\omega_2) = R_1 + jX_1 \).

\[ Z_{22} = R_s + j\left( \frac{S_0}{\omega_2} \right) + \frac{\left[ jX_s + jX_p \parallel (R_1 + jX_1) \right] \left( \frac{-jS}{\omega_2} \right)}{jX_s + jX_p \parallel (jX_1 + R_1) - j\frac{S}{\omega_2}} \]

If

\[ \frac{R_a + jX_a}{R_1 + j(X_p + X_1)} = \frac{jX_p(R_1 + jX_1)}{R_1 + j(X_p + X_1)} \]

\[ R_a + jX_a = \frac{R_pX_1^2}{R_1^2 + (X_p + X_1)^2} + j\frac{X_pR_1^2 + X_1X_p(X_p + X_1)}{R_1^2 + (X_p + X_1)^2} \]

then

\[ Z_{22} = R_s + j\left( \frac{S_0}{\omega_2} \right) + \frac{\left[ R_a + j(X_s + X_a) \right] \left( \frac{-jS}{\omega_1} \right)}{R_a + j\left( X_s - \frac{S}{\omega_2} + X_a \right)} \]
\[ Z_{22} = R_s + \frac{\left(\frac{S_p}{\omega_2}\right)^2 R_a}{R_a + \left(\frac{S}{\omega_2} + X_a\right)^2} + j \left(\frac{\omega_2 L - S_0}{\omega_2}\right) \]

\[ = \frac{R_a \frac{S_p}{\omega_2} + \frac{S}{\omega_2} (X_s + X_a) \left(\frac{S}{\omega_2} + X_a\right)}{R_a + \left(\frac{S}{\omega_2} + X_a\right)^2} \]

and for \( k > 2 \)

\[ Z_{kk} = R_s + j \left(\frac{\omega_k L - S_0}{\omega_k} - \frac{X_s + X_p \parallel X_{p-s}}{X_s + X_p \parallel X_{p-s} - \frac{S}{\omega_k}}\right) \]

For the simpler diode model when \( C_p = 0 \), the above equations apply by simply taking the limit as \( S_p \to \infty \). The results of doing this are shown below.

\[ Z_{11} = R_s + R_t + j \left(\frac{S_0}{\omega_1} + \omega_1 L + X_p \parallel X_{p-s}\right) \]

\[ Z_{22} = R_s + \frac{R_t X_p^2}{R_1^2 + (X_s + X_1)^2} + j \left[\frac{X_s + \omega_2 L - \frac{S_0}{\omega_2} + \frac{R_t X_p X_{p-s}}{R_1^2 + (X_p + X_1)^2}}{R_1^2 + (X_p + X_1)^2}\right] \]

\[ Z_{kk} = R_s + j(\omega_k L - S_0/\omega_k + X_s + X_p \parallel X_{p-s}) \quad k > 2 \]

In all cases \( X_s, X_p, \) and \( X_{p-s} \) are evaluated at the frequency of interest. For example in the \( Z_{11} \) term, \( X_p = X_p(\omega_1) \) and \( X_{p-s} = X_{p-s}(\omega_1) \). The impedance, \( Z_t \), is found by setting \( Z_{11} = R_t + R_s \) and solving for \( Z_t \) (Fig. B.3) at \( \omega_10 \).
Fig. B.3. Circuit used for the determination of the signal impedance $Z_t$

$$Z_{11} = R_g + R_s = R_s + j\left(\frac{\omega_{10} L - S_0}{\omega_{10}}\right) + \frac{-jS_p}{\omega_{10}}$$

$$\frac{1}{R_g - j\left(\omega_{10} L - \frac{S_0}{\omega_{10}}\right)} = \frac{1}{Z_t + jX_p \parallel X_{p-s}} + j\frac{\omega_{10}}{S_p}$$

$$Z_t + jX_p \parallel X_{p-s} = \frac{1}{[R_g - j(\omega_{10} L - S_0/\omega_{10})]^{-1} - j\frac{\omega_{10}}{S_p}}$$

$$= \frac{S_p}{\omega_{10}} \left[\frac{R_g - j\left(\omega_{10} L - \frac{S_0}{\omega_{10}}\right)}{S_p + S_0/\omega_{10} - \omega_{10} L - jR_g}\right]$$

$$Z_t = \frac{R_g \left(\frac{S_p}{\omega_{10}}\right)^2}{R_g^2 + [\omega_{10} L - (S_0 + S_p)/\omega_{10}]^2} + j\frac{S_p}{\omega_{10}} \frac{R_g^2 + \left(\omega_{10} L - \frac{S_p}{\omega_{10}}\right)\left(\omega_{10} L - \frac{S_0 + S_p}{\omega_{10}}\right)}{R_g^2 + [\omega_{10} L - (S_0 + S_p)/\omega_{10}]^2 - jX_p \parallel X_{p-s}}$$  \hspace{1cm} (B.19)

Similarly $Z_i$ is found by setting $Z_{22} = R_i + R_s$ and solving for $Z_i$ (Fig. B.4) at $\omega_{20} = \omega_p - \omega_{10}$. 
Fig. B.4. Circuit used for the determination of the lower sideband impedance $Z_1$

$$Z_{22} = R_L + R_s = R_s + j\left(\omega_{20}L - \frac{S_0}{\omega_{20}}\right) - j\frac{S_p}{\omega_{20}} || (jX_s + jX_p || Z_1)$$

If

$$X_b = \omega_{20}L - \frac{S_0 + S_p}{\omega_{20}} \quad \text{and} \quad X_c = \omega_{20}L - \frac{S_0}{\omega_{20}} , \quad \text{then}$$

$$\frac{1}{R_L - jX_c} - j\frac{\omega_{20}}{S_p} = \frac{1}{jX_s + jX_p || Z_1}$$

$$jX_p || Z_1 = -jX_s + \frac{S_p}{\omega_{20}} \left( R_L - jX_c \right)$$

$$\frac{1}{Z_1} = \frac{1}{-jX_p} + \frac{R_L - jX_b}{jS_p \omega_{20} \left( R_L - jX_c \right) - jX_s \left( R_L - jX_b \right)}$$

$$\frac{1}{Z_1} = \frac{-jX_p \left( R_L - jX_b \right) + j\frac{S_p}{\omega_{20}} \left( R_L - jX_c \right) - jX_s \left( R_L - jX_b \right)}{S_p \omega_{20} \left( R_L - jX_c \right) - X_s X_p \left( R_L - jX_b \right)}$$

$$Z_1 = \frac{R_L X_s \left( \frac{S_p}{\omega_{20}} - X_s \right) + jX_p \left( X_s X_b - \frac{S_p}{\omega_{20}} X_c \right)}{S_p \omega_{20} - X_b (X_s + X_s) + jR_L \left( \frac{S_p}{\omega_{20}} - X_p - X_s \right)}$$

(B.20)
Now if \( M_d \) is defined as the magnitude squared of the denominator,

\[
M_d \triangleq \left( \frac{S}{p} \frac{X_c}{\omega_20} - X_b(X_p + X_s) \right)^2 + R_f^2 \left( \frac{S}{\omega_20} - X_p - X_s \right)^2
\]

(B.21)

then

\[
R_i = \left( \frac{S}{\omega_20} \right)^2 \frac{R_t X_p^2}{M_d}
\]

(B.22)

\[
X_i = \frac{X_p R_f^2 \left( \frac{S}{\omega_20} - X_s \right) \left( X_p + X_s - \frac{S}{\omega_20} \right) + X_p \left( X_s X_b - \frac{S}{\omega_20} X_c \right) \left( \frac{S}{\omega_20} X_c - X_b X_p - X_s X_b \right)}{M_d}
\]

(B.23)

Again for the diode model with \( C_p = 0 \), the impedances at the signal and lower sideband ports at their respective pass-band frequencies are obtained by letting \( S_p \to \infty \). The results are shown below.

\[
Z_t = R_g - j \left( \omega_10^L - \frac{S_0}{\omega_10} + X_p || X_{p-s} \right)
\]

(B.24)

\[
R_i = \frac{R_l X_p^2}{R_l^2 + \left( X_p + X_s + \omega_20 L - \frac{S_0}{\omega_20} \right)^2}
\]

(B.25)

\[
X_i = -X_p \frac{X_s + \omega_20 L - \frac{S_0}{\omega_20}}{R_l^2 + \left( X_p + X_s + \omega_20 L - \frac{S_0}{\omega_20} \right)^2}
\]

(B.26)

B.4 LSUC3

The equivalent circuit when the diode is mounted in the lower sideband port (Fig. B.5) is similar to the previous circuit (Fig. B.2) except that \( Z_s \) and \( Z_{p-s} \) are interchanged.
The difference in these two situations is not evident from a comparison of the two circuits in Figs. B.2 and B.5 since now the tee junction is assumed to be nonideal. In Fig. B.5 at all frequencies above the signal frequency \( Z_s \) is an open circuit.

Making use of the similarities of these two circuits \( Z_{11} \) is given by the \( Z_{22} \) term in (B.14) of the previous section except \( \omega_1 \) replaces \( \omega_2 \), \( X_{p-s} \) replaces \( X_s \), and \( Z_t \) replaces \( Z_1 \). Also, \( Z_{22} \) is given by the \( Z_{11} \) expression (B.13) of the previous section except \( \omega_2 \) replaces \( \omega_1 \), \( X_p \) replaces \( X_p \parallel X_{p-s} \) and \( Z_1 \) replaces \( Z_t \).

For higher order sidebands \((k > 2)\):

\[
Z_{kk} = R_s + j \left[ \left( \frac{\omega_k L - S_0/\omega_k}{\omega_k} \right) - \frac{S_p}{X_{p-s} + X_p - \frac{S_p}{\omega_k}} \right] \quad (B.27)
\]

The values for \( Z_t \) and \( Z_1 \) can also be found from the previous section by the appropriate substitutions. The impedance \( Z_t \) is given by (B.22) and (B.23) when \( \omega_{10} \) replaces \( \omega_{20} \), \( X_{p-s} \) replaces \( X_s \), and \( R_g \) replaces \( R_f \), while \( Z_1 \) is given by (B.19) when \( \omega_{20} \) replaces \( \omega_{10} \), \( X_p \) replaces \( X_p \parallel X_{p-s} \), and \( R_f \) replaces \( R_g \).
APPENDIX C

CALCULATION OF $K_{\nu}(z)$ BESSSEL FUNCTIONS WITH COMPLEX ARGUMENT

The general method for calculating the $K_{\nu}(z)$ Bessel function\(^1\) is first to find
$K_0(z)$ and $K_1(z)$ and use the recurrence formulas to find $K_{\nu}(z)$. Values for the Bessel
functions when $|z| \leq 1$ can be found by straightforward substitution into the power series
expansion. When $|z| > 1$, an expansion of the Bessel function in Chebyshev polynomials
is needed to insure reasonably fast convergence, although care must be taken when
$1 < |z| < 5$ and $170^\circ < \arg z < 190^\circ$ (i.e., near negative real axis for not large $z$)
since the Chebyshev approximation is poor in this region. Following is a detailed descrip-
tion of the method of economization of power series due to Lanczos (Refs. 44 and 87), and
its specific application to $K_{\nu}(z)$.

The Chebyshev polynomials are a special case of the ultraspherical polynomials
with the important property that an expansion of a function into Chebyshev polynomials has
the smallest error of any of the other ultraspherical polynomials. Expansion by Taylor
series yields the slowest convergence while expansion in the Chebyshev functions, $T_n(x)$,
yields the fastest convergence. The Chebyshev polynomial of the first kind is

$$T_n(x) = \cos(n \arccos x)$$

where $|T_n(x)| \leq 1$ for $x$ in the range $[-1, 1]$. However for many problems a more
appropriate range for the argument is $[0, 1]$. One example where this is useful occurs
when a function is evaluated for large values of $x$ by taking powers of the reciprocal of
$x$. This will be the case for the evaluation of $K_{\nu}(z)$ for large argument. The new shifted
Chebyshev polynomial is

$$T_n^*(x) = T_n(2x-1)$$

\(^1\)The normalization used by Macdonald is assumed here.
which will be used for the remainder of this discussion. In addition the range of \(x\) may be normalized to \(x/\psi\) to extend the polynomials over the range \([0,\psi]\).

The formal solution of a differential equation about an ordinary point of the equation is

\[
    u = \sum_{k=0}^{\infty} a_k x^k .
\]  

(C.1)

This formal solution is substituted into the given differential equation to give in general an \(m+1\) term recurrence relation:

\[
    A_1^1 a_k + A_2^2 a_{k+1} + \ldots + A_{m+1}^{m+1} a_{k+m} = 0 .
\]  

(C.2)

However, the final numerical solution of the equation will involve a finite number of terms, so a finite expansion, \(u_n(x)\), will be used which approximates \(u\).

\[
    u_n = \sum_{k=0}^{n} b_k x^k
\]  

(C.3)

If \(u_n\) is substituted back into the given differential equation, there will be \(m\) more equations than unknowns. A sacrifice in accuracy must be made somewhere, and this can be accomplished best by putting an appropriate error term on the right side of the differential equation. One procedure is to use some fraction of the next term in the power series

\[
    \epsilon_e(x) = \tau x^{n+1}
\]  

(C.4)

as the error term, which when \(m=1\), makes the power series in \(b_k\) uniquely determinate. However any polynomial of order \(n+1\) will also work as an error term, and using

\[
    \epsilon_e(x) = \tau T_n^{x+1} \left(\frac{x}{\psi}\right), \quad 0 \leq x \leq \psi
\]  

(C.5)

the error will be distributed more evenly throughout the interval.

If the coefficients of the shifted polynomials are \(T_n^{(k)}\), then

\[
    T_n^x = \sum_{k=0}^{n} T_n^{(k)} x^k.
\]  

(C.6)
Suppose the given differential equation is

$$\mathcal{L}u = \tau \frac{\tau^*}{n+1}(x)$$

(C.7)

where $\mathcal{L}$ is the differential operator, and the recurrence formula for the finite term solution is

$$A_{k}^{1}b_{k}^{1} + A_{k+1}^{2}b_{k+1}^{2} + \ldots + A_{k+m}^{m+1}b_{k+m}^{m+1} = \frac{\tau T_{n+1}^*(k+1)}{\psi_{k+1}}.$$  

(C.8)

If the degree of approximation $n$ is changed, the coefficients of $T_{n+1}^*(x)$ are also changed, and for successive recursions, an entirely new set of coefficients are needed for each $n$.

To avoid having to recalculate all the coefficients when $n$ is changed, a fixed set of canonical polynomials, $Q_j(x)$, are found based on the solution of

$$\mathcal{L}u = x^{j+1} \quad j = 0, 1, 2, \ldots n.$$  

(C.9)

These polynomials are generated by replacing the right side of (C.8) by $\delta_{kj}$, the Kronecker delta function.

$$\sum_{i=0}^{m} A_{k+i}^{i+1}b_{k+i}^{i+1} = \delta_{kj}$$

(C.10)

These equations are solved by successive recurrences starting with the last term

$$b_{j} = \frac{1}{A_{j}}$$

(since all $b$'s with higher subscript are zero) and working backward toward $b_0$. These $b_k$ coefficients define the canonical polynomial

$$Q_j(x) = b_0 + b_1 x + b_2 x^2 + \ldots + b_j x^j$$

which is the approximate solution of $\mathcal{L}u = x^{j+1}$. To obtain the solution to

$$\mathcal{L}u = \tau \sum_{j=0}^{n} \frac{\tau^*(j+1)}{n+1} \psi^{j+1} x^{j+1}$$

(C.11)
the linear superposition principle is used. The solution is
\[ u_n(x) = \tau \sum_{k=0}^{n} \frac{T_{n+1}(k+1)}{\psi^{k+1}} Q_k(x) \]  
(C.12)

Still needed are the m initial conditions to make the problem determinate. One \( \tau \) term is not enough, so an error term of the form
\[ \epsilon(x) = \tau_1 T_{n+1}(x/\psi) + \tau_2 T_{n+2}(x/\psi) + \ldots + \tau_m T_{n+m}(x/\psi) \]
is needed which gives the final solution
\[ u_{n+m-1}'(x) = y_{n}(x) + y_{n+1}(x) + \ldots + y_{n+m}(x). \]

The undetermined \( \tau \) factors are found by satisfying the m initial conditions. For many physical problems \( m = 1 \), as will be found for the case \( K_\nu(z) \), and a two term recurrence relation is obtained. In this special case
\[ Q_j(x) = \frac{U_j(x)}{\prod a_j} \]  
(C.13)

where \( U_j(x) \) is the partial sum
\[ U_j(x) = \sum_{k=0}^{j} a_k x^k. \]

The proof of this follows.

The infinite series solution gives the two term recurrence relation
\[ A_k^1 a_k + A_{k+1}^2 a_{k+1} = 0 \quad k = 0, 1, 2 \ldots \]  
(C.14)

If \( a_0 = 1 \), the \( a_k \)'s are
\[ a_1 = -\frac{A_0}{A_1} \]

\[ a_2 = \frac{A_0^2 A_1^2}{A_1^2 A_2^2} \]

\[ \vdots \]

\[ a_n = (-1)^n \frac{A_0^1 \cdots A_{n-1}^1}{A_1^2 \cdots A_n^2} \]

For the corresponding truncated solution, the recurrence relation

\[ A_k^1 b_k + A_{k+1}^2 b_{k+1} = \delta_{kn} \quad (C.15) \]

yields the following polynomial coefficients.

\[ b_n = \frac{1}{A_n} \]

\[ b_{n-1} = -\frac{A_n^2}{A_n^1 A_{n-1}^1} \]

\[ b_{n-2} = \frac{A_n^2 A_{n-1}^2}{A_n^1 A_{n-1}^1 A_{n-2}^1} \]

\[ \vdots \]

\[ b_0 = (-1)^n \frac{A_n^2 \cdots A_1^2}{A_1^1 \cdots A_0^1} \]

Using these factors, the expression \((C.13)\) is proved.

\[ A_n^1 a_n Q_n(x) = (-1)^n \frac{A_0^1 \cdots A_n^1}{A_1^2 \cdots A_n^2} (b_0 + b_1 x + b_2 x^2 + \ldots + b_n x^n) \]
\[ \begin{align*}
&= 1 - \frac{A_0}{A_1} x - \frac{A_0 A_1}{A_1 A_2} x^2 + \ldots + (-1)^n \frac{A_0 \ldots A_{n-1}}{A_1 \ldots A_n} x^n \\
&= 1 + a_1 x + a_2 x^2 + \ldots + a_n x^n \\
&= U_n(x) \\
\end{align*} \]

QED

If the weight factors are defined as

\[ w_k = \frac{A_{n+1} a_{n+1}}{A_{k+1} a_{k+1}} \]

\[ w_k = \frac{A_{n+1} a_{n+1}(k+1)}{A_{k+1} a_{k+1}} \]  \( k = 0, \ldots, n \)  \( \text{(C.16)} \)

the solution for the two term recurrence relation is obtained from (C.12), (C.13) and (C.16).

\[ u_n(x) = \tau \sum_{k=0}^{n} w_k U_k(x) \]

If the given differential equation is homogeneous, \( \tau \) can be found by using the boundary condition, \( u(0) = 1 \), which implies \( U_k(0) = 1 \).

\[ u_n(0) = 1 = \tau \sum_{k=0}^{n} w_k \]

For an inhomogeneous equation, where the right side is 1 and \( a_0 = 1 \),

\[ b_0 = 1 + \tau U_n(0) = 1 - \tau w_0 \]

\[ U_k(0) = a_0 = 1 \]

\[ u_n(0) = b_0 = \tau \sum_{k=0}^{n} w_k \]
\[ \tau = \frac{1}{w_0' + \sum_{k=0}^{n} w_k} . \]

Therefore the solution of the differential equation with the two term recurrence formula is

\[ u_n(x) = \frac{\sum_{k=0}^{n} w_k U_k(x)}{w_0' + \sum_{k=0}^{n} w_k} \quad (C.17) \]

where \( w_0' = 0 \) for the homogeneous case.

When the solution of an equation is complex, the above theory must be modified. The parameter \( \Psi \) in this case can be adjusted to make possible approximations to arbitrary complex values of \( z \). However, now instead of having a polynomial in \( x \), rational functions of \( z \) are obtained.

If the given differential equation is solved along the ray \([0, z']\), then \( \Psi \) can be set to \( z' \), and the Chebyshev polynomials of the form \( T_n^*(z) \) can be used. To avoid stretching the range of convergence further than necessary and thereby increasing the error, set \( z = \Psi \). Then \( z \) can assume any complex value in which \( u(z) \) is analytic along the ray that connects the origin to \( z \), and the range parameter \( \Psi \) is absorbed in \( z \). Thus the modified solution when \( m = 1 \) is

\[ u_n(z) = \frac{\sum_{k=0}^{n} w_k U_k(z) z^{-1-k}}{w_0' + \sum_{k=0}^{n} w_k z^{-k-1}} \quad (C.18) \]

where here \( w_k = T_n^*(k+1)/(A_k^1 A_k) \). Since most asymptotic series are expanded in descending powers, it is often more convenient to give the solution as

\[ u_n(\frac{1}{z}) = \frac{\sum_{k=0}^{n} w_k z^{k+1} U_k(\frac{1}{z})}{w_0' + \sum_{k=0}^{n} w_k z^{k+1}} \quad (C.19) \]

where as before \( w_0' = 0 \) for the homogeneous equation.
The evaluation of \( K_\nu(z) \) is now done by using the above theory. An asymptotic form of the Bessel function is

\[
K_\nu(z) = \frac{\pi}{2z} e^{-z} u(\frac{1}{z}) ,
\]

which when substituted into the modified Bessel equation gives

\[
z^2 \frac{d^2u}{dz^2} - 2z^2 \frac{du}{dz} - (\nu^2 + 1/4) u = 0 .
\]

If \( z_r = 1/z \), then this equation is transformed into

\[
z_r^2 \frac{d^2u}{dz_r^2} + 2(1 + z_r) \frac{du}{dz_r} - (\nu^2 - 1/4) u = 0 .
\]

The recurrence formula for this last equation is

\[
[(k+1)^2 - \nu^2] a_k + 2(k+1) a_{k+1} = 0 \quad (C.20)
\]

and the resulting solution for \( u(\frac{1}{z}) \) can be written as

\[
u(\frac{1}{z}) = \sum_{k=0}^{\infty} \frac{\Gamma(k+\nu+\frac{3}{2})}{\Gamma(\nu-k+\frac{3}{2}) 2^k k! z^k} \quad (|\text{arg } z| < \frac{3\pi}{2}) . \quad (C.21)
\]

The weight factor then becomes

\[
w_k = -\frac{T^{*(k+1)}}{n+1} \frac{(k+1)! 2^{k+1} \Gamma(\nu-k-1/2)}{\Gamma(3/2 + \nu + k)}
\]

\[
w_0 = 0
\]

and the solution for the nth approximation is found from (C.19). The numerator of (C.19), designated by \( M_a \), can be expressed as polynomial in \( z \).

\[
M_a = \sum_{k=1}^{n+1} c_k z^k = \sum_{k=0}^{n} w_k U_k(\frac{1}{z}) z^{k+1}
\]
\[ M_a = z w_0 a_0 + z^2 w_1 (a_0 + a_1 z^{-1}) + z^3 w_2 (a_0 + a_1 z^{-1} + a_2 z^{-2}) + \ldots \]
\[ + z^{n+1} w_n (a_0 + a_1 z^{-1} + \ldots + a_n z^{-n}) \]
\[ M_a = z (w_0 a_0 + w_1 a_1 + \ldots + w_n a_n) + z^2 (w_0 a_0 + w_1 a_1 + \ldots + w_n a_{n-1}) + \ldots + z^{n+1} w_n a_0 \]

The series in \( c_k \) is therefore

\[ c_1 = \sum_{k=0}^{n} a_k w_k \]
\[ c_2 = \sum_{k=0}^{n-1} a_k w_{k+1} \]
\[ \vdots \]
\[ c_{m+1} = \sum_{k=0}^{n-m} a_k w_{k+m} \quad 0 \leq m \leq n \]

or

\[ c_m = \sum_{k=0}^{n-m+1} a_k w_{k+m-1} \quad 1 \leq m \leq n+1 \quad (C.22) \]

The final solution for the \( K \) Bessel function is therefore given by

\[ K_\nu(z) = \sqrt{\frac{\pi}{2z}} e^{-z} \sum_{k=1}^{n+1} c_k z^k \]
\[ - \sum_{k=0}^{n} w_k z^{k+1} \quad (C.23) \]

This was evaluated for \( n=12, \ \nu=0,1 \) where values for \( T_{13}^{(k+1)} \) were obtained from Ref. 87. The coefficients of the two polynomials in \( (C.23) \) are listed below.
\( \nu = 0 \)  

<table>
<thead>
<tr>
<th>( k )</th>
<th>( c_k )</th>
<th>( w_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-2.7040000 000000 10^3</td>
</tr>
<tr>
<td>1</td>
<td>-9.3444970 446304 10^2</td>
<td>-1.3459911 111111 10^5</td>
</tr>
<tr>
<td>2</td>
<td>-7.4419709 831272 10^4</td>
<td>-1.8951554 844444 10^6</td>
</tr>
<tr>
<td>3</td>
<td>-1.3370803 316846 10^6</td>
<td>-1.0608450 525170 10^7</td>
</tr>
<tr>
<td>4</td>
<td>-8.5699270 111211 10^6</td>
<td>-2.8498751 040457 10^7</td>
</tr>
<tr>
<td>5</td>
<td>-2.4927644 878595 10^7</td>
<td>-4.1110144 250697 10^7</td>
</tr>
<tr>
<td>6</td>
<td>-3.7748664 595237 10^7</td>
<td>-3.4130588 581370 10^7</td>
</tr>
<tr>
<td>7</td>
<td>-3.2310444 731793 10^7</td>
<td>-1.6989448 538282 10^7</td>
</tr>
<tr>
<td>8</td>
<td>-1.6404092 135688 10^7</td>
<td>-5.1640361 931952 10^6</td>
</tr>
<tr>
<td>9</td>
<td>-5.0516267 780907 10^6</td>
<td>-9.5405549 847164 10^5</td>
</tr>
<tr>
<td>10</td>
<td>-9.4154163 240077 10^5</td>
<td>-1.0339323 951985 10^5</td>
</tr>
<tr>
<td>11</td>
<td>-1.0285536 957496 10^5</td>
<td>-5.9824805 311068 10^3</td>
</tr>
<tr>
<td>12</td>
<td>-5.9648092 039995 10^3</td>
<td>-1.4137061 685815 10^2</td>
</tr>
<tr>
<td>13</td>
<td>-1.4137061 685815 10^2</td>
<td>0</td>
</tr>
</tbody>
</table>

\( \nu = 1 \)  

<table>
<thead>
<tr>
<th>( k )</th>
<th>( c_k )</th>
<th>( w_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>+9.0133333 33333 10^2</td>
</tr>
<tr>
<td>1</td>
<td>+9.1918251 276379 10^3</td>
<td>+8.0759466 666667 10^4</td>
</tr>
<tr>
<td>2</td>
<td>+3.1557018 013485 10^5</td>
<td>+1.3536824 888888 10^6</td>
</tr>
<tr>
<td>3</td>
<td>+3.2568245 707891 10^6</td>
<td>+8.2510170 751323 10^6</td>
</tr>
<tr>
<td>4</td>
<td>+1.4642396 054591 10^7</td>
<td>+2.3317159 942192 10^7</td>
</tr>
<tr>
<td>5</td>
<td>+3.3952020 559774 10^7</td>
<td>+3.4785506 673666 10^7</td>
</tr>
<tr>
<td>6</td>
<td>+4.4493275 831754 10^7</td>
<td>+2.9579843 437188 10^7</td>
</tr>
<tr>
<td>7</td>
<td>+3.4736230 524404 10^7</td>
<td>+1.4990689 886720 10^7</td>
</tr>
<tr>
<td>8</td>
<td>+1.6631127 132600 10^7</td>
<td>+4.6204534 360167 10^6</td>
</tr>
<tr>
<td>9</td>
<td>+4.9336335 295110 10^6</td>
<td>+8.6319307 004577 10^5</td>
</tr>
<tr>
<td>10</td>
<td>+8.9796245 223542 10^5</td>
<td>+9.4402523 039865 10^4</td>
</tr>
<tr>
<td>11</td>
<td>+9.6451139 129428 10^4</td>
<td>+5.5038820 886182 10^3</td>
</tr>
<tr>
<td>12</td>
<td>+5.5529691 083607 10^3</td>
<td>+1.3098761 931311 10^2</td>
</tr>
<tr>
<td>13</td>
<td>+1.3089871 931311 10^2</td>
<td>0</td>
</tr>
</tbody>
</table>
APPENDIX D

LAPLACE ASYMPTOTIC METHOD OF INTEGRATION

Numerical integration of (5.20) and (5.21) by means of a Gaussian quadrature formula is described in Section 5.4.2. A much faster integration method, though less accurate, is the Laplace asymptotic method which is really a special case of the saddle-point method. This method is well suited for this kind of integral and has been found to be approximately 15 times faster than the Gaussian quadrature method. If the integral to be solved is

\[ F(t) = \int_{-\infty}^{\infty} u(x) e^{th(x)} \, dx \quad \text{large } t > 0 \quad (D.1) \]

the solution is approximately (Ref. 88, p. 65)

\[ F(t) \approx \sqrt{2\pi} \frac{u(x_{\text{max}})}{\sqrt{-th''(x_{\text{max}})}} e^{th(x_{\text{max}})} \quad (D.2) \]

where \( x_{\text{max}} \) is the value of \( x \) where \( h(x) \) is maximum, i.e., \( h'(x_{\text{max}}) = 0 \) and \( h''(x_{\text{max}}) < 0 \). This is valid when there is only one maximum of \( h(x) \), so to apply this technique to (5.20) and (5.24), the contributions from each maximum in the integration interval have to be added together. If \( \theta = \omega t \) are the values of \( \omega t \) where \( V(t) = h(\omega t) \) are maximum, then the solutions to (5.20) and (5.21) are

\[ J_{kc} = \frac{qDp_n(W)}{\pi W} \sqrt{2\pi} \]

\[ \sum_{0 < \theta < 2\pi} \max V(\theta) \exp \left[ \alpha \left[ \begin{array}{c} V_0 + V_1 \cos \left( \frac{\omega_0}{\omega_f} \right) + V_1 \cos \left( \frac{\omega_1}{\omega_f} + \psi_1 \right) + V_2 \cos \left( \frac{\omega_2}{\omega_f} + \psi_2 \right) \end{array} \right] \right] \]

\[ \sqrt{\frac{\omega_0}{\omega_f} \cos \left( \frac{\omega_0}{\omega_f} \right) + \frac{\omega_1}{\omega_f} \cos \left( \frac{\omega_1}{\omega_f} + \psi_1 \right) + \frac{\omega_2}{\omega_f} \cos \left( \frac{\omega_2}{\omega_f} + \psi_2 \right) \cdot \left[ \begin{array}{c} \alpha \cos(m_k \theta) + \beta \sin(m_k \theta) \end{array} \right] \]
and

\[ J_{ks} = \frac{qD_p n \langle W \rangle \sqrt{2\pi}}{\pi W} \cdot \sum_{0 < \theta < 2\pi} \frac{\exp \left[ \alpha \left[ V_b + V_0 \cos \left( \frac{\omega_0}{\omega_f} \right) + V_1 \cos \left( \frac{\omega_1}{\omega_f} + \psi_1 \right) + V_2 \cos \left( \frac{\omega_2}{\omega_f} + \psi_2 \right) \right] \right]}{\max V(\theta) \sqrt{\alpha \left[ V_0 \left( \frac{\omega_0}{\omega_f} \right)^2 \cos \left( \frac{\omega_0}{\omega_f} \right) + V_1 \left( \frac{\omega_1}{\omega_f} \right)^2 \cos \left( \frac{\omega_1}{\omega_f} + \psi_1 \right) + V_2 \left( \frac{\omega_2}{\omega_f} \right)^2 \cos \left( \frac{\omega_2}{\omega_f} + \psi_2 \right) \right]}} \cdot \left[ \alpha_{m_k} \sin(m_k \theta) - \beta_{m_k} \cos(m_k \theta) \right] \]  \hspace{1cm} (D.4)

The results of using the above formulas are shown in Table D.1 for both the abrupt and graded junctions for various voltage levels in the diode. The calculations show fairly close agreement with the Gaussian quadrature method summarized in Table 5.2 up to about \( J_6, 3f_p - f_s \), and at the highest frequency calculated, \( 4f_p + f_s \), this method gives currents less than twice the correct value. If \( V_1 = V_2 = 0 \), all currents for \( k \geq 1 \) should be zero, whereas the Laplace asymptotic method gives values of \( |J_k| \) as high as 42 A/cm².
<table>
<thead>
<tr>
<th>$V_1 = 0.01$</th>
<th>Abrupt Junction</th>
<th>Graded Junction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_2 = -0.1$</td>
<td>$k$</td>
<td>$J_{kc} A/cm^2$</td>
</tr>
<tr>
<td>0</td>
<td>680.32</td>
<td>-690.89</td>
</tr>
<tr>
<td>1</td>
<td>218.41</td>
<td>-15.87</td>
</tr>
<tr>
<td>2</td>
<td>43.22</td>
<td>-681.44</td>
</tr>
<tr>
<td>3</td>
<td>655.30</td>
<td>-55.20</td>
</tr>
<tr>
<td>4</td>
<td>56.72</td>
<td>-1053.20</td>
</tr>
<tr>
<td>5</td>
<td>829.30</td>
<td>-79.70</td>
</tr>
<tr>
<td>6</td>
<td>61.45</td>
<td>-1369.00</td>
</tr>
<tr>
<td>7</td>
<td>913.70</td>
<td>-99.79</td>
</tr>
<tr>
<td>8</td>
<td>60.13</td>
<td>-1658.60</td>
</tr>
<tr>
<td>9</td>
<td>941.96</td>
<td>-116.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$V_1 = 0.001$</th>
<th>Abrupt Junction</th>
<th>Graded Junction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_2 = -0.01$</td>
<td>$k$</td>
<td>$J_{kc} A/cm^2$</td>
</tr>
<tr>
<td>0</td>
<td>275.95</td>
<td>-275.96</td>
</tr>
<tr>
<td>1</td>
<td>12.96</td>
<td>-0.88</td>
</tr>
<tr>
<td>2</td>
<td>2.58</td>
<td>-40.50</td>
</tr>
<tr>
<td>3</td>
<td>88.98</td>
<td>-2.92</td>
</tr>
<tr>
<td>4</td>
<td>3.71</td>
<td>62.89</td>
</tr>
<tr>
<td>5</td>
<td>49.64</td>
<td>-4.06</td>
</tr>
<tr>
<td>6</td>
<td>4.55</td>
<td>-82.61</td>
</tr>
<tr>
<td>7</td>
<td>55.22</td>
<td>-4.97</td>
</tr>
<tr>
<td>8</td>
<td>5.23</td>
<td>-101.50</td>
</tr>
<tr>
<td>9</td>
<td>57.67</td>
<td>5.77</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$V_1 = 0.0001$</th>
<th>Abrupt Junction</th>
<th>Graded Junction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_2 = -0.001$</td>
<td>$k$</td>
<td>$J_{kc} A/cm^2$</td>
</tr>
<tr>
<td>0</td>
<td>272.88</td>
<td>-272.83</td>
</tr>
<tr>
<td>1</td>
<td>1.29</td>
<td>-0.09</td>
</tr>
<tr>
<td>2</td>
<td>0.26</td>
<td>-4.03</td>
</tr>
<tr>
<td>3</td>
<td>3.88</td>
<td>-0.29</td>
</tr>
<tr>
<td>4</td>
<td>0.37</td>
<td>-6.25</td>
</tr>
<tr>
<td>5</td>
<td>4.94</td>
<td>-0.41</td>
</tr>
<tr>
<td>6</td>
<td>0.46</td>
<td>-8.23</td>
</tr>
<tr>
<td>7</td>
<td>5.49</td>
<td>-0.50</td>
</tr>
<tr>
<td>8</td>
<td>0.52</td>
<td>-10.09</td>
</tr>
<tr>
<td>9</td>
<td>5.74</td>
<td>-0.57</td>
</tr>
</tbody>
</table>

Table D.1. Laplace asymptotic method for calculating the current densities
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DESIGN AND ANALYSIS OF A PARAMETRIC LOWER SIDEBAND UPConverter

Most analyses of lower sideband upconverters (LSUC) or other parametric devices consider the circuit to consist of ideal filters and impedance transformers. In the analysis of the varactor diode used in the LSUC, it is usually assumed to be a reverse biased graded or abrupt pn junction. However, in designing a LSUC, microwave circuit elements must be employed which are not ideal, and furthermore the varactor diode is often biased so that during part of the pump cycle it is in the forward conduction region. Here a noniterative design technique for a LSUC is formulated using readily analyzable microwave filters. In addition the analysis of the varactor in the LSUC is extended to include forward bias effects. The LSUC consists of a coaxial tee junction where each port separately carries the signal, pump, and lower sideband power. The impedance matching and filtering functions required in the amplifier are performed by coaxial band-pass impedance transformers. A new synthesis technique is developed for these filters and has been used to design filters with center frequencies from 1 to 20 GHz and bandwidths from 1 to 20 percent of the center frequency. These coaxial impedance transformers and the varactor diode are arranged in the coaxial tee junction so as to provide the appropriate impedance levels at the diode chip and frequency isolation in the three ports. Both the filter theory and LSUC design are verified experimentally.
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Most analyses of lower sideband upconverters (LSUC) or other parametric devices consider the circuit to consist of ideal filters and impedance transformers. In the analysis of the varactor diode used in the LSUC, it is usually assumed to be a reverse biased graded or abrupt pn junction. However, in designing a LSUC, microwave circuit elements must be employed which are not ideal, and furthermore the varactor diode is often biased so that during part of the pump cycle it is in the forward conduction region. Here a noniterative design technique for a LSUC is formulated using readily analyzable microwave filters. In addition the analysis of the varactor in the LSUC is extended to include forward bias effects. The LSUC consists of a coaxial tee junction where each port separately carries the signal, pump, and lower sideband power. The impedance matching and filtering functions required in the amplifier are performed by coaxial band-pass impedance transformers. A new synthesis technique is developed for these filters and has been used to design filters with center frequencies from 1 to 20 GHz and bandwidths from 1 to 20 percent of the center frequency. These coaxial impedance transformers and the varactor diode are arranged in the coaxial tee junction so as to provide the appropriate impedance levels at the diode chip and frequency isolation in the three ports. Both the filter theory and LSUC design are verified experimentally.