Existence Theorems for Abstract Multidimensional Control Problems
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Abstract. In the present paper, the author discusses an abstract formulation of control problems involving general operators \( \mathcal{L} : S \to V, \mathcal{M} : S \to Y \) from a Banach space \( S \) into space \( V \) and \( Y \) of vector functions in a fixed domain with components in \( L_p, p \geq 1 \). For this general formulation, the author states closure theorems, lower closure theorems, and existence theorems for an optimal solution. It is then shown that the problems of control involving Dieudonné–Rashevski partial differential equations previously considered by the author are particular cases of the present formulation. Finally, it is shown by examples that problems of control involving usual partial differential equations, linear or not, as well as other functional relations, can be framed in the present formulation. The present work concerns problems with distributed controls. Work concerning problems with distributed as well as boundary controls is forthcoming.

1. Introduction

We present here existence theorems for multidimensional optimal control problems in an abstract setting, which are extensions of theorems proved in a concrete form in previous papers (Refs. 1–4). The present formulation for general Lagrange problems includes also a number of results which have appeared before for free problems only (Refs. 5–11). The present formulation concerns only distributed control problems in the terminology of Lions (Ref. 12). Extensions including boundary control problems will be discussed elsewhere.
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We are interested in control problems where the state variable is an element of a Banach space $S$ with norm $\|x\|$, where $L: S \rightarrow V$ and $\mathcal{U}: S \rightarrow Y$ are two operators, $L$ possibly unbounded, $V$ and $Y$ functions spaces of elements $y(t) = (y_1, ..., y_s)$, $v(t) = (v_1, ..., v_r)$, $t \in G$, and where the controls are also vector functions $u(t) = (u_1, ..., u_m)$, $t \in G$, $G$ a bounded open subset of $E_v$, $v \geq 1$. Thus, we consider control problems monitored by a functional equation of the form

$$(Lx)(t) = f(t, (\mathcal{U}x)(t), u(t)) \quad \text{a.e. in } G,$$

with usual constraints

$$(t, (\mathcal{U}x)(t)) \in A, \quad u(t) \in U(t, (\mathcal{U}x)(t)) \quad \text{a.e. in } G,$$

and functional

$$I[x, u] = \int_G f(t, (\mathcal{U}x)(t), u(t)) \, dt.$$

Details and more general formulations will be indicated below. Whenever $S$ is a space of vector functions on $G$ and $L$ and $\mathcal{U}$ are differential operators, then (1) reduces to a usual differential system in $G$.

2. Abstract Functional Equation

Let $G$ be a given open bounded subset of the $t$-space $E_v$, $t = (t_1, ..., t_v)$, $v \geq 1$, let $Y$ be a space of s-vector functions $y(t) = (y_1, ..., y_s)$, $t \in G$, whose components $y^i$ are $L_{p_i}$-integrable in $G$, $p_i \geq 1$, $i = 1, ..., s$, and let $V$ be a space of $r$-vector functions $v(t) = (v_1, ..., v_r)$, $t \in G$, whose components $v^j$ are $L_{p_j}$-integrable in $G$, $p_j \geq 1$, $j = 1, ..., r$. Thus, $Y \subset L'$, $V \subset L''$, where $L' = \bigcap_{i=1}^s L_{p_i}(G)$, $L'' = \bigcap_{j=1}^r L_{p_j}(G)$. We shall take in $Y$ and $V$ the usual norms

$$\|y\| = \sqrt{\sum_{i=1}^s \|y^i\|^2_{L_{p_i}}}, \quad \|v\| = \sqrt{\sum_{j=1}^r \|v^j\|^2_{L_{p_j}}},$$

or equivalent ones, and we shall denote them also by $\|y\|_p$, or $\|y\|_{L_p}$.

Let $T$ be the space, or set, of all $m$-vector functions $u(t) = (u_1, ..., u_m)$, $t \in G$, whose components $u^i$ are measurable in $G$.

Let $S$ be a Banach space of elements $x$ and norm $\|x\|$, and let

$$\mathcal{U}: S \rightarrow Y, \quad L: S \rightarrow V.$$
be two given operators transforming every element $x \in S$ into elements $y = \mathcal{U}x \in Y$, $v = \mathcal{L}x \in V$, $y(t) = (y^1, \ldots, y^s)$, $v(t) = (v^1, \ldots, v^r)$, $t \in G$. Concerning $\mathcal{U}$ and $\mathcal{L}$, we shall assume that (H) if $x, x_k, k = 1, 2, \ldots$, are elements of $S$ and $x_k \rightarrow x$ weakly in $S$ and $y_k = \mathcal{U}x_k$, $v_k = \mathcal{L}x_k$, $y = \mathcal{U}x$, $v = \mathcal{L}x$, then $y_k \rightarrow y$ strongly in $Y$, and $v_k \rightarrow v$ weakly in $V$.

For every $t \in \text{cl } G = G \cup \partial G$, let $A(t)$ denote a nonempty subset of the $y$-space $E_s$, and let $A \subset E_{s+e}$ be the set of all $(t, y)$ with $t \in \text{cl } G$, $y \in A(t)$. For every $(t, y) \in A$, let $U(t, y)$ denote a nonempty subset of the $u$-space $E_m$, and let $M \subset E_{s+e+m}$ be the set of all $(t, y, u)$ with $(t, y) \in A$, $u \in U(t, y)$. Let $f(t, y, u) = (f_1, \ldots, f_r)$ be an $r$-vector function defined on $M$. We shall say that a pair $x, u$, $x \in S, u \in T$, is admissible provided the following conditions are satisfied:

(a) $x \in S$; (b) $u \in T$, that is, $u(t) = (u^1, \ldots, u^m)$, $t \in G$, with $u^j$ measurable in $G$, $j = 1, \ldots, m$; (c) $y = \mathcal{U}x \in Y$, that is, $y(t) = (y^1, \ldots, y^s)$, $t \in G$, with $y^i \in L_{p_i}(G)$, $i = 1, \ldots, s$; (d) $v = \mathcal{L}x \in V$, that is, $v(t) = (v^1, \ldots, v^r)$, $t \in G$, with $v^j \in L_{p_j}(G)$, $j = 1, \ldots, r$; (e) $(t, y(t)) \in A$ a.e. in $G$; (f) $u(t) \in U(t, y(t))$ a.e. in $G$; and (g) $v(t) = f(t, y(t), u(t))$ a.e. in $G$. Requirement (g) can be written in the form

$$\mathcal{L}(x)(t) = f(t, (\mathcal{U}x)(t), u(t)) \quad \text{a.e. in } G,$$

an abstract functional equation. Whenever $S$ is a space of vector functions $x(t)$ on $G$ and $\mathcal{U}$ and $\mathcal{L}$ are differential operators, then (2) is a differential equation or system in $G$.

**Remark 2.1.** It will be enough to require that hypothesis (H) is satisfied for sequences of elements $x$ which actually occur in the closed classes $\Omega$ of admissible pairs $x, u$ of the existence theorems in Sections 7 and 8.

### 3. Particular Case

In the following situation, which is often encountered, less than (H) is demanded. Let $X$ be a Banach space of elements $x$ and norm $\| x \|$, let $X_o$ be a linear subspace of $X$, let $\mathcal{U}: X_o \rightarrow Y$, $\mathcal{L}: X_o \rightarrow V$ be linear operators, and let $S$ be the completion of $X_o$ by means of the norm

$$\| x \| = \sqrt{(\| x \|^2 + \| \mathcal{U}x \|^2 + \| \mathcal{L}x \|^2)}.$$  (3)

Then $S$ is a Banach space with norm $\| x \|$. Now, to each element $x \in S$ there corresponds a unique element $x_o \in X$, which we may denote simply by $x$, a vector function $y(t) = (y_o^1, \ldots, y_o^s)$, $t \in G$, with $y^i \in L_{p_i}(G)$, a vector function $v_o(t) = (v_o^1, \ldots, v_o^r)$, $t \in G$, with $v^j \in L_{p_j}(G)$, and sequences $[x_k]$ of elements $x_k \in X_o, k = 1, 2, \ldots$, such that, if $y_k = (y_k^1, \ldots, y_k^s) = \mathcal{U}x_k$, $v_k =$
\[(v_k^1, \ldots, v_k^r) = \mathcal{L}x_k, \quad k = 1, 2, \ldots, \text{ then } \|x_k - x\| \to 0, \quad \|y_k^i - y_o^i\|_{p_i} \to 0, \quad i = 1, \ldots, s, \quad \|v_k^j - v_o^j\|_{\rho_j} \to 0, \quad j = 1, \ldots, r, \quad \text{as } k \to \infty. \]

We define \(\mathcal{U}: S \to Y, \quad \mathcal{L}: S \to V\) by taking \(\mathcal{U}x = y_o, \quad \mathcal{L}x = v_o\). It is known that \(\mathcal{U}\) and \(\mathcal{L}\) are uniquely defined and are linear operators from the Banach space \(S\) into \(Y\) and \(V\), respectively.

Let \(X^*\) be the topological dual of \(X\), and let \((x, x^*)\) denote the application of \(x^* \in X^*\) to \(x \in X\). A sequence \([x_k]\) of elements \(x_k \in S, \quad k = 1, 2, \ldots, \) converges weakly in \(S\) to an element \(x \in S\), or \(x_k \to x\) weakly in \(S\) as \(k \to \infty\), provided the following conditions are satisfied:

1. \(\langle x_k, x^* \rangle \to \langle x, x^* \rangle\) for every \(x^* \in X^*\);
2. \(\int_G y_k \varphi dt \to \int_G y \varphi dt\) for every \(\varphi \in L_{q_i}(G), \quad q_i^{-1} + p_i^{-1} = 1, \quad i = 1, \ldots, s;\) and
3. \(\int_G v_k \psi dt \to \int_G v \psi dt\) for every \(\psi \in L_{q_j}(G), \quad q_j^{-1} + p_j^{-1} = 1, \quad j = 1, \ldots, r.\)

Here, \(y_k = (y_k^1, \ldots, y_k^s) = \mathcal{U}x_k, \quad v_k = (v_k^1, \ldots, v_k^r) \in \mathcal{L}x_k, \quad y = (y^1, \ldots, y^s) = \mathcal{U}x, \quad v = (v^1, \ldots, v^r) = \mathcal{L}x.\)

In this situation, \(x_k \to x\) weakly in \(S\) certainly implies that \(y_k \to y\) weakly in \(Y\) and \(v_k \to v\) weakly in \(V\). The part of (H) concerning \(\mathcal{L}\) is thus trivial, and all we have to require is that (H) if \(x_k \to x\) weakly in \(S\) as \(k \to \infty\), then \(y_k \to y\) strongly in \(Y\) as \(k \to \infty\), where \(y_k = \mathcal{U}x_k, \quad y = \mathcal{U}x, \quad k = 1, 2, \ldots.\)

### 4. Orientor Fields and First Closure Theorem

The abstract functional equation (2) can be written in terms of an orientor field. Indeed, for every \((t, y) \in A\), let \(Q(t, y) \subseteq E_r\) denote the set

\[Q(t, y) = f(t, y, U(t, y)) = \{z \in E_r | z = f(t, y, u), \quad u \in U(t, y)\}.\]  

Then, if \(x, u\) is any admissible pair, then obviously \(\mathcal{U}(t) \in Q(t, y(t))\) a.e. in \(G\), where \(v = \mathcal{L}x, \quad y = \mathcal{U}x\), or

\[(\mathcal{L}x)(t) \in Q(t, (\mathcal{U}x)(t)) \quad \text{a.e. in } G.\]  

This is the present abstract form of an orientor field equation.

If \(G, A, S, Y, V, \mathcal{L}, \mathcal{U}\) are assigned as in Section 2, and we also assign for every \((t, y) \in A\) an arbitrary set \(Q(t, y) \subseteq E_r\), then we may consider the corresponding director field relation in the form (5). We shall say then that an element \(x \in S\) is admissible provided the following conditions are satisfied:

1. \((a')\) \(x \in S;\)
2. \((b')\) \(y = \mathcal{U}x \in Y, \quad y(t) = (y^1, \ldots, y^s), \quad t \in G, \quad y^i \in L_{p_i}(G), \quad i = 1, \ldots, s;\)
3. \((c')\) \(v = \mathcal{L}x \in V, \quad v(t) = (v^1, \ldots, v^r), \quad t \in G, \quad v^j \in L_{p_j}(G), \quad j = 1, \ldots, r;\)
4. \((d')\) \((t, y(t)) \in A\) a.e. in \(G;\) and
5. \((e')\) \(v(t) \in Q(t, y(t))\) a.e. in \(G,\) that is, relation (5) is satisfied.

If \(x, y\) is any admissible pair, that is, \(x, u\) satisfies \((a)-(g)\) of Section 2 and \(Q(t, y)\) is defined by (4), then certainly \(x \in S\) satisfies \((a')-(c'),\) \(x\) is admis-
sible and satisfies the director field relation (5). Conversely, if we know that
\( A \) and \( M \) are closed, that \( f \) is continuous on \( M \), and that \( Q(t, y) \) is defined by (4),
then for every element \( x \in S \) satisfying \((a')-(e')\) above, that is, for every
solution of the director field relation (5), we can associate an element \( u \in T \) such
that \( x, u \) is an admissible pair, that is, \( x, u \) satisfies \((a)-(g)\) of Section 2. The
proof is based on the implicit function theorem (see, for example, Ref. 13).

Finally, we shall need below the property \((Q)\) for closed convex sets
which we have used in Refs. 1–4 and 14–15. This concept is a variant for closed
convex sets of Kuratowski’s definition of upper semicontinuity of sets.
A great many criteria for property \((Q)\) of the sets we shall deal with are known,
and references will be given (Section 6).

For \((\tilde{t}, \tilde{y}) \in A\) and \( \delta > 0 \), let \( N_\delta(\tilde{t}, \tilde{y}) \) denote the \( \delta \)-neighborhood of
\((\tilde{t}, \tilde{y}) \) in \( A \), that is, the set of all \((t, y) \in A\) at a distance \( \leq \delta \) from \((\tilde{t}, \tilde{y}) \). For
\((\tilde{t}, \tilde{y}) \in A\) and \( \delta > 0 \), let \( Q(\tilde{t}, \tilde{y}; \delta) \) denote the union of all \( Q(t, y) \) with
\((t, y) \in N_\delta(\tilde{t}, \tilde{y}) \). We say that the sets \( Q(t, y) \) satisfy property \((Q)\) at the point
\((\tilde{t}, \tilde{y}) \) in \( A \) provided \( Q(\tilde{t}, \tilde{y}) = \bigcap_\delta \text{cl} \text{co} Q(\tilde{t}, \tilde{y}; \delta) \), or
\[ Q(\tilde{t}, \tilde{y}) = \bigcap_\delta \text{cl} \text{co} \bigcup_{(t, y) \in N_\delta(\tilde{t}, \tilde{y})} Q(t, y). \]

We say that the sets \( Q(t, y) \) satisfy property \((Q)\) in \( A \) provided these sets
satisfy the property above at every point \((t, y) \in A\). Sets \( Q(t, y) \) satisfying
property \((Q)\) are necessarily closed and convex.

**Theorem 4.1 (First Closure Theorem).** Let \( G \subset E_r \) be open and bounded,
and \( A \subset E_{\rho+8} \) closed, let \( S, Y, V, \mathcal{U}, \mathcal{L} \) as in Section 2; and, for every \((t, y) \in A\),
let \( Q(t, y) \) be a given subset of \( E_r \) which we assume to be convex, closed,
and to satisfy property \((Q)\) at every point of \( A \) (with exception perhaps of a
set of points whose \( t \)-coordinate lies in a set of measure zero on the \( t \)-space \( E_r \)).

Let \( x, x_k, k = 1, 2, ..., \) be elements of \( S \), such that, if \( y_k = \mathcal{U}x_k \), \( \nu_k = \mathcal{L}x_k \), \( y = \mathcal{U}x \), \( v = \mathcal{L}x \), then \( x_k \to x \) weakly in \( S \), \( y_k \to y \) strongly in \( Y \), \( \nu_k \to v \) weakly in \( V \) as \( k \to \infty \). If all elements \( x_k \) are admissible [that is, all \( x_k \) satisfy \((a')-(e')\)], then \( x \) also is admissible.

This statement is a particular case of the following closure theorem.

5. Second Closure Theorem

Let \( I_o \) be an interval of the \( t \)-space \( E_r \) containing \( \text{cl} G = G \cup \partial G \), where
\( G \) is a given bounded open subset of \( E_r \). It is not restrictive to assume
\( I_o = [0, b] \), or \([0,..., 0, b,..., b]\), for some \( b > 0 \). For every \( t \in I_o \), \( t = (t^1, ..., t^n) \), let
\([0, t]\) denote the interval \([0,..., 0, t^1,..., t^n]\), or \( 0 \leq t^i \leq t_i \), \( i = 1,..., n \). Let \( Z \) be
the space or set of all functions \( z(t) = (z^1, \ldots, z^s), \ t \in I, \) which can be written in the form \( z(t) = \int_0^t \psi(\tau) \, d\tau, \ t \in I_o, \) where \( d\tau = dt^1 \cdots dt^s, \psi(t) = (\psi^1, \ldots, \psi^s), \ t \in I_o, \) and each component \( \psi^i \) is \( L \)-integrable in \( I_o \) and zero in \( I_o - G. \) Note that the elements \( z(t) = (z^1, \ldots, z^s), \ t \in I_o, \) of \( Z \) certainly have the following properties: (1) each \( z^i(t), \ t \in I_o, \) is continuous on \( I_o \) with values \( z^i(t) = 0 \) whenever \( t = (t^1, \ldots, t^s) \in I_o, \ t^1 = \cdots = t^s = 0; \) and (2) \( z^i \) admits the generalized derivative \( D_{v^i} z^i \) of order \( \alpha = (1, 1, \ldots, 1), \ |\alpha| = v, \) and \( D_{v^i} z^i = \psi^i \) is \( L \)-integrable in \( I_o, \) and zero in \( I_o - G \) (a.e.).

Let \( G, A, U(t, y), M \) as in Section 2, let \( N = r + \sigma, \) and \( \bar{f}(t, y, u) = (f_1, f_0) = (f_1, f_r, f_{r+1}, \ldots, f_{r+\sigma}) \) be an \( N \)-vector function defined on \( M. \) Let \( \bar{Q}(t, y) \subseteq E_N \) be the set defined by

\[
\bar{Q}(t, y) = \bar{f}(t, y, U(t, y)) = \{ z \in E_N \mid z = \bar{f}(t, y, u), u \in U(t, y) \}.
\]

Let \( S, Y, V, T, \mathcal{U}, \mathcal{L} \) be defined as in Section 2. Instead of pairs \( x, u, \) we shall consider here systems \( x, z, u \) with \( x \in \bar{S}, \ z \in Z, \ u \in T. \) We shall say that a system \( x, z, u \) is admissible provided all requirements (a)–(g) of Section 2 are satisfied and, in addition also (h) \( z \in Z \) and (i) \( D_{v^i} z^i = f_0(t, y(t), u(t)) \) a.e. in \( G, \ \alpha_0 = (1, 1, \ldots, 1). \) Thus, (g) and (i) together represent the increased functional system

\[
(Lx)(t) = f(t, (Ux)(t), u(t)), \quad (D_{v^i} z^i)(t) = f_0(t, (Ux)(t), u(t)) \quad \text{a.e. in } G.
\]

As in Section 4, the system (7) can be written in the form of the orientor field relation

\[
((Lx)(t), (D_{v^i} z^i)(t)) \in \bar{Q}(t, (Ux)(t)) \quad \text{a.e. in } G,
\]

where the first member is an \( N \)-vector, the second member is a subset of \( E_N, \) and \( N = r + \sigma. \)

Given \( G \) and \( A \) and, for any \( (t, y) \in A, \) a set \( \bar{Q}(t, y) \subseteq E_N, \) we may consider the orientor field relation (8), with \( S, Y, V, \mathcal{L}, \mathcal{U} \) defined as in Section 2. Then, a solution \( x, z \) of this orientor field is now a pair \( x, z, \) satisfying (a′)–(d′) of Section 4 and, in addition, also (f′) \( z \in Z \) and (g′) \( (v(t), D_{v^i} z^i(t)) \in \bar{Q}(t, y(t)) \) a.e. in \( G, \) which is again relation (8).

We have just proved that, for any system \( x, z, u \) satisfying (a)–(i), the pair \( x, z \) satisfies (a′)–(d′), (f′), (g′), that is, the orientor field relation (8) with the sets \( \bar{Q}(t, y) \) defined by (6). Conversely, if \( A \) and \( M \) are closed, \( \bar{f} \) continuous on \( M, \) and the sets \( \bar{Q}(t, y) \) are defined by (6), then for any pair \( x, z \) satisfying (a′)–(d′), (f′), (g′), that is, for any solution of the orientor field equation (8), there is some element \( u \in T \) such that \( x, z, u \) satisfies all requirements (a)–(i), that is, \( x, z, u \) is a solution of the increased functional system (7).
We shall consider the countable set \( \{\rho\} \) of all rationals, the countable system \( \{t_\rho\} \) of all points \( t = (t^1, ..., t^v) \) with \( t^j = \rho_j, \rho_j \in \{\rho\}, j = 1, ..., v \), and the countable system \( \{I\} \) of all intervals \( I = [a_1, a_2] \subset \Gamma_o, a = (a_1^1, ..., a_1^v), a_2 = (a_2^1, ..., a_2^v), a_1^i < a_2^i, i = 1, ..., v \), with \( a_1, a_2 \in \{t_\rho\} \). For any given function \( z(t), t \in \Gamma_o \), we shall consider the usual differences \( \Delta z = \Delta z_i \) of order \( v \) relative to the \( 2^v \) vertices of \( I \).

Let \( G \) and \( A \) as usual, \( N = r + \sigma \); and, for every \( (t, y) \in A \), let us consider a set \( \tilde{O}(t, y) \subset E_N \) with the following properties: (1) there is a scalar \( L \)-integrable function \( \psi(t) \geq 0, t \in G \), such that, if \( z = (z^1, ..., z^r, z^{r+1}, ..., z^{r+\sigma}) \in \tilde{O}(t, y) \), then \( z^i \geq \psi(t), i = r + 1, ..., r + \sigma \); and (2) if \( z = \psi(t) \), then any other point \( z = (z^1, ..., z^r, z^{r+1}, ..., z^{r+\sigma}) \) with \( z^i > \psi(t) \), \( i = r + 1, ..., r + \sigma \), belongs to \( \tilde{O}(t, y) \).

**Theorem 5.1** (Second Closure Theorem). Let \( G \) be bounded and open, and \( A \subset E_{r+\sigma} \) closed as in Section 2, with \( G \subset \Gamma_o \subset \Gamma_r \), and let \( S, Y, V, Z, \mathcal{L}, \mathcal{U} \) as in Sections 2 and 5. Let \( N = r + \sigma \); and, for every \( (t, y) \in A \), let \( \tilde{O}(t, y) \) be a subset of \( E_N \) satisfying properties (1) and (2) above, and also convex, closed, and satisfying property (Q) at every point of \( A \) (with exception perhaps of a set of points whose \( t \)-coordinate lies in a set of measure zero on the \( t \)-space \( E_v \)). Let \( x_k, z_k, k = 1, 2, ..., x_k \in S, z_k \in Z \), be pairs satisfying properties \( (a')-(d'), (f'), (g') \), that is, admissible, and such that the following statements hold: \( x_k \to x \) as \( k \to \infty \) weakly toward an element \( x \in S \); \( z_k(t) \to z(t) \) pointwise for all \( t \in \{t_\rho\}, t \in \Gamma_o \); \( y_k \to y \) strongly in \( Y \); and \( v_k \to v \) weakly in \( V \), where \( y_k = \mathcal{U}x_k, v_k = \mathcal{L}x_k, y = \mathcal{U}x, v = \mathcal{L}x, \) and \( z(t) \) is defined only at the points \( t \in \{t_\rho\}, t \in \Gamma_o \). Assume that there is a decomposition \( z(t) = z_o(t) + s_o(t) \), \( z_o(t) = (z_o^1, ..., z_o^\sigma), s_o(t) = (s_o^1, ..., s_o^\sigma) \), where \( z_o \) is defined in the whole of \( \Gamma_o \), \( z_o \in Z \), and \( s_o \) is singular. Then, the pair \( x, z_o \) is admissible, that is, the pair \( s, z_o \) satisfies \( (a')-(d'), (f'), (g') \). The proof of this statement is essentially the same as the one in Ref. 2, Section 3.3.

6. Lower Closure Theorem

Here, \( G, A, U(t, y), M \) are as in Section 2, \( f(t, y, u) = (f^1, ..., f^r) \), \( f_o(t, y, u) \) are functions defined on \( M, f_o \) scalar, and \( S, Y, V, T, \mathcal{U}, \mathcal{L} \) are as in Section 2. We consider the class of all pairs \( x, u, x \in S, u \in T \), satisfying all requirements (a)-(g) of Section 2, and, in addition, the following further
requirement: (h) $f_o(t, (\mathcal{U}x)(t), u(t))$ is $L$-integrable in $G$. These pairs $x, u$ shall be denoted here as admissible pairs. Thus, for every admissible pair $x, u$, the functional

$$I[x, u] = \int_G f_o(t, (\mathcal{U}x)(t), u(t)) \, dt \quad (9)$$

is defined, and the constraints and the functional equation

$$t, (\mathcal{U}x)(t)) \in A \quad u(t) \in U(t, (\mathcal{U}x)(t)),$$

$$\mathcal{L}x(t) = f(t, (\mathcal{U}x)(t), u(t)) \quad \text{a.e. in } G, \quad (10)$$

are satisfied. We say that the functional (9) possesses the property of lower closure at an element $x \in S$ provided the following statement holds: if $x_k, u_k$, $k = 1, 2, ..., x_k \in S, u_k \in T$, are admissible pairs, that is, $x_k, u_k$ satisfy (a)-(h), and $x_k \rightarrow x$ as $k \rightarrow \infty$ weakly in $S$, and $\lim I[x_k, u_k] < +\infty$ as $k \rightarrow \infty$, then there is an element $u \in T$ such that the pair $x, u$ is admissible [that is, $x, u$ satisfies (a)-(h)], and

$$I[x, u] \leq \lim I[x_k, u_k]. \quad (12)$$

The usual concept of lower semicontinuity is a particular case of the concept of lower closure above. Indeed, assume that the data $G, A, U(t, y), M, f, f_o, S, Y, V, \mathcal{U}, \mathcal{L}$ are so arranged that $x$ determines $u$ uniquely. By this we mean, in symbols, that $(x, u_1), (x, u_2)$ admissible implies $u_1(t) = u_2(t)$ a.e in $G$, briefly $u_1 = u_2$. Then, we can as well say that $x$ is admissible, we can denote $I[x, u]$ simply by $I[x]$, and (12) reduces to $I[x] \leq \lim I[x_k]$, the usual lower semicontinuity requirement, relatively to weak convergence in $S$. The situation that we have now depicted is very common. It occurs, for instance, with free problem, that is, problems concerning with the minimum of functionals of the form $I[x] = \int_G f_o(t, x(t), (\nabla x)(t)) \, dt$, where $x$ is a vector function in $G$ and $\nabla x$ the system of all first-order partial derivatives. Then, the problem can be written in the form (9)-(11) with $\nabla x = u$, that is, $x$ determines $u$ uniquely. The same situation occurs with the problems considered by Fichera (Refs. 8-10) concerning the minimum of functionals of the form $I[x] = \int_G f_o(t, (\mathcal{U}x)(t), (\mathcal{L}x)(t)) \, dt$, where $x \in S, \mathcal{U}$ and $\mathcal{L}$ are as in Section 2. These problems can be written in the form (9)-(11) with $\mathcal{L}x = u$, that is, again, $x$ determines $u$ uniquely (see Sections 9.4 and 9.5 for details).

**Theorem 6.1 (Lower Closure Theorem).** Let $G, A, U(t, y), M$ as in Section 2, $G$ open and bounded, $G \subset I_o \subset E$, $A$ and $M$ closed, let $f(t, y, u) =$
(f_1, \ldots, f_r), f_0(t, y, u) be continuous on M, \( f_0 \) scalar, and let us assume that the sets \( \bar{Q}(t, y) = \{(z^0, z) \mid z^0 \geq f_0(t, y, u), z = f(t, y, u), u \in U(t, y)\} \subset E_{r+1} \) are convex, closed, and satisfy property \((Q)\) at every point of \( A \) (with exception perhaps of a set of points whose \( t \)-coordinate lies in a set of measure zero on the \( t \)-space \( E_t \)). Let us assume that \((\psi)\) for some scalar \( L \)-integrable function \( \psi(t), t \in G, \psi \geq 0 \), we have \( f_0(t, y, u) \geq -\psi(t) \) for all \((t, y, u) \in M\). Let \( S, Y, V, T, \mathcal{U}, \mathcal{L} \) be as in Section 2 with \( \mathcal{L}, \mathcal{U} \) satisfying property \((H)\). Then, the functional \((9)\) possesses the property of lower closure at every element \( x \in S \). In other words, whenever \( x \in S \) and there is a sequence of admissible pairs \( x_k, u_k, k = 1, 2, \ldots \), with \( x_k \to x \) as \( k \to \infty \) weakly in \( S \), and \( \lim I[x_k, u_k] < +\infty \), then there is some \( u \in T \) such that \( x, u \) is an admissible pair, and \( I[x, u] \leq \lim I[x_k, u_k] \).

This statement is a corollary of the second closure theorem. Its proof is similar to the one in Ref. 2, Section 5.4. Condition \((\psi)\) in Theorem 6.1 can be replaced by the following weaker assumption \((\psi^*)\): for every point \( \bar{t} \in \text{cl} G \), there are a neighborhood \( N_\delta(\bar{t}) \) of \( \bar{t} \) in \( \text{cl} G \), an \( L \)-integrable function \( \psi(t) \geq 0, t \in N_\delta(\bar{t}), \) and a real \( r \)-vector \( b = (b_1, \ldots, b_r) \) such that \( f_0 - b \cdot f \geq -\psi \) in \( N_\delta(\bar{t}) \), that is,

\[
f_0(t, y, u) - \sum_{j=1}^{r} b_j f_j(t, y, u) \geq -\psi(t) \quad \text{for all } (t, y, u) \in M \quad \text{with } t \in N_\delta(\bar{t}).
\]

A proof of this extension of Theorem 6.1 is given in Ref. 16 for \( \nu = 1 \).

By a well known remark by Goodman, the hypothesis in Theorem 6.1 that the functions \( f_0, f \) are continuous on \( M \) can be replaced by the weaker assumption that \( f_0, f \) are continuous in \( x, u \) for every \( t \) and measurable in \( t \) for every \( x, u \). The proofs are essentially the same. Also, the assumption concerning the sets \( \bar{Q}(t, y) \) satisfying property \((Q)\) in Theorem 6.1 (as well as in Theorems 4.1 and 5.1) can be replaced by the following weaker assumption: there is a countable decomposition of \( G \) into disjoint measurable sets \( H_\lambda, \lambda = 1, 2, \ldots \), such that, if \( A_\lambda \) denotes the set

\[
A_\lambda = \{(t, y) \mid (t, y) \in A, t \in H_\lambda \} \subset E_{r+1},
\]

then the sets \( \bar{Q}(t, y) \) satisfy property \((Q)\) in \( A_\lambda \) for almost every \( t, \lambda = 1, 2, \ldots \).

Whenever \( x \) determines \( u \) uniquely (see above), Theorem 6.1 (and its extensions) reduces to a sufficient condition for lower semicontinuity. As such, it contains as particular cases the lower semicontinuity theorems with respect to weak convergence due to Morrey for free problems (see Section 9.4 below) and Fichera for his class of problems (see Section 9.5 below). In both
Corollary 6.1. Under the hypotheses of Theorem 6.1, with \( r = m, \) \( f = u, \) hence \( \mathcal{L}x = u, \) and
\[
\mathcal{Q}(t, y) = \{(\mathcal{U}, u) \mid \mathcal{U} \geq f(t, y, u), u \in U(t, y) \} \subset E_{r+1},
\]
if \( x_k \rightharpoonup x \) weakly in \( S, \) and \( \lim I[x_k] < \infty, \) then \( I[x] \leq \lim I[x_k]. \)

Indeed, the weak convergence \( x_k \rightharpoonup x \) implies \( \mathcal{U}x_k \rightharpoonup \mathcal{U}x \) strongly, \( \mathcal{L}x_k \rightharpoonup \mathcal{L}x \) weakly. Hence, \( \mathcal{L}x_k = u_k, \) \( k = 1, 2, \ldots, \) implies \( u_k \rightharpoonup u_0 \) weakly for some element \( u_0, \) and \( u_0 = \mathcal{L}x. \) On the other hand, the element \( u \) guaranteed by Theorem 6.1 also satisfies \( u = \mathcal{L}x, \) and thus \( u = u_0, \) and \( I[x] \leq \lim I[x_k]. \)

For a further analysis of the concepts of lower closure and lower semi-continuity, see Ref. 16.

In Refs. 15 and 17, we have given criteria for property \((Q)\) of the sets \( \mathcal{Q}(t, y). \) We mention here that a function \( g(t, y, u) \) is said to be of slower growth than \( f_0 \) with respect to \( u \) in a set \( A_0 \subset A \) provided, given \( \epsilon > 0, \) there is some \( N \geq 0 \) (depending on \( g, f_0, A_0 \)) such that \( (t, y, u) \in M, \) \( |u| \geq N \) implies \( |g(t, y, u)| \leq \epsilon f_0(t, y, u). \) We proved in Ref. 15 that, if \( 1 \) and \( f \) are of slower growth than \( f_0 \) with respect to \( u \) in a neighborhood \( N_0(t, y) \) of \( (t, y) \in A, \) then the sets \( \mathcal{Q}(t, y), \) if convex, certainly are closed and satisfy property \((Q)\) at \((t, y)\). Other criteria for property \((Q)\) of the sets \( \mathcal{Q}(t, y) \) have been given in Refs. 16–17 in terms of the supporting planes of the convex sets \( \mathcal{Q}(t, y), \) and in this respect property \((Q)\) corresponds to the property of seminormality introduced by Tonelli and McShane for free problems (see Ref. 16–17 for details). Other criteria for property \((Q)\) have been given by Olech (Refs. 18–19). Nevertheless, Olech’s lower closure and existence theorems contain conditions which are rather demanding when compared with our condition \((\psi^*)\). For comparison and examples, see Ref. 16.

Note that, in Theorem 6.1 (as well as in the closure theorems of Sections 4 and 5), no topology has been chosen in \( T, \) the set of all measurable vector functions \( u(t) = (u^1, \ldots, u^m), t \in G. \) Hence, the question of what happens if the vector functions \( u_k \) are known to converge toward some function \( u_0 \) does not arise in this situation. Nevertheless, if we assume that the functions \( u_k \) are in \( (L_p(G))^m \) for some \( p \geq 1 \) and that the functions \( u_k \) converge weakly in \( (L_p(G))^m \) toward some element \( u_o = (u_o^1, \ldots, u_o^m) \) of this space (that is, \( u_k \rightharpoonup u_o \) weakly in \( L_p(G) \) as \( k \rightarrow \infty, \) \( i = 1, \ldots, m ), \) then we may ask whether the pair \( x, u_o \) is admissible and whether the relation \( I[x, u_o] \leq \lim I[x_k, u_k] \) holds. We have already seen that, for free problems, the answer is affirmative.
(Corollary 6.1). The following Corollary 6.2 shows that, even in the general case, the answer is affirmative under assumptions. We shall assume precisely that \( f \) is linear in \( u \), that is, \( f(t, y, u) = B(t, y)u + C(t, y) \), \( B, C \) matrices of the types \( r \times m \), \( r \times 1 \) respectively, with entries continuous in \( A \). This is certainly the case for free problems where \( r = m \) and \( f = u \). Instead of the sets \( \tilde{Q} \), we shall consider the sets

\[
\tilde{Q}^*(t, y) = \{ (z^0, u) \mid z^0 \geq f_0(t, y, u), u \in U(t, y) \}
\]

Corollary 6.2. Under the conditions of Theorem 6.1, with

\[
f = B(t, y) u + C(t, y)
\]

and the sets \( \tilde{Q}^* \) replacing the sets \( \tilde{Q} \), if the functions \( u_k \) are in \( (L_p(G))^m, p > 1 \), and \( u_k \to u_0 \) weakly in \( L_p \) as \( k \to \infty \), then the pair \( x, u_0 \) is admissible, and

\[
|\{x, u_0\}| < \lim |\{x_k, u_k\}|
\]

The same statement holds for \( p = 1 \) provided in addition we know that the functions \( u_k \) are equiabsolutely integrable in \( G \).

This corollary was proved in Ref. 16 for \( \nu = 1 \). The proof for any \( \nu \) is essentially the same.

Note that, in Corollary 6.2, for \( p = 1 \) the functions \( u_k \) are certainly equiabsolutely integrable in \( G \) under suitable growth conditions. For instance, a suitable growth condition is the following: \( (\epsilon_0) \) for each \( \epsilon > 0 \), there is some integrable function \( \psi_\epsilon(t) \geq 0, t \in G \), such that \( |u| \leq \psi_\epsilon(t) + \epsilon f_0(t, y, u) \) for all \( (t, y, u) \in M \). An analogous growth condition was used in Ref. 15 for a different purpose and will be mentioned in Section 9.4 below.

In Corollary 6.2, the specific hypotheses cannot be omitted in general, as examples show (see Ref. 16 for \( \nu = 1 \)).

7. Existence Theorems for Abstract Multidimensional Lagrange Problems

We shall use here the same notations as in Section 6, and assume that the general hypotheses of lower closure theorem 6.1 (or of one of its extensions) are satisfied. Thus, an admissible pair \( x, u \) is a pair of elements \( x \in S, u \in T \), satisfying (a)-(g) of Section 2 and (h) of Section 6. We shall consider classes \( \Omega \) of such admissible pairs, which are closed in the following sense: if \( x \in S \), if \( x_k, u_k, k = 1, 2, \ldots \), are admissible pairs and belong to \( \Omega \), if \( x_k \to x \) weakly
in $S$, and $\lim I[x_k, u_k] < +\infty$ as $k \to \infty$, then at least one of the elements $u \in T$ guaranteed by the lower closure theorem of Section 6 is such that $x, u$ belongs to $\Omega$ (besides $x, u$ being an admissible pair, and $I[x, u] \leq \lim I[x_k, u_k]$ as stated in lower closure theorem). Obviously, the class of all admissible pairs is certainly closed in this sense, under the same general assumptions of the lower closure theorem of Section 6 (or of one of its extensions).

Given a family $\Omega = \{(x, u)\}$ of admissible pairs $x, u, x \in S, u \in T$, we shall also consider the corresponding class $\{x\}_\Omega$ of the elements $x$ in $\Omega$; in symbols, $\{x\}_\Omega = \{x \in S \mid (x, u) \in \Omega \text{ for some } u \in T\}$. We shall consider closed classes $\Omega$ of admissible pairs $x, u$ such that the corresponding set $\{x\}_\Omega$ is weakly sequentially compact.

**Theorem 7.1** (Existence Theorem for Abstract Multidimensional Lagrange Problems). Let $G, A, U(t, y), M$ be as in Section 2 with $G$ bounded and open, $A, M$ closed, let $f(t, y, u) = (f_1, \ldots, f_r), f_0(t, y, u)$ be continuous on $M$, $f_o$ scalar, and let $S, Y, V, T, \Psi, \mathcal{L}$ as in Section 2, with $\Psi, \mathcal{L}$ satisfying property (H). Let us assume that the sets $O(t, y) = \{z \in (z_0, z) \mid z_0 > f_0(t, y, u), z = f(t, y, u), u \in U(t, y)\}$ are convex, closed, and satisfy property (Q) at every point of $\partial d$ (with exception perhaps of a set of points whose $t$-coordinate lies in a set of measure zero on the $t$-space $E_\infty$). Let us assume that $(\psi)$ for some scalar $L$-integrable function $\psi(t) \geq 0, t \in G$, we have $f_0(t, y, u) \geq -\psi(t)$ for all $(t, y, u) \in M$. Let $\Omega$ be a nonempty closed class of admissible pairs $x, u$ [that is, $x \in S, u \in T, x, u$ satisfying (a)–(g) of Section 2 and (h) of Section 6], in particular, satisfying the constraints (10) and the functional relation (11), and let assume that the corresponding set $\{x\}_\Omega$ is weakly sequentially compact in $S$. Then, the functional (9) possesses an absolute minimum in $\Omega$.

The proof is the same as in (Ref. 2, Section 5.4).

**Remark 7.1.** The same operator $\Psi$ appears in (9)–(11). The case in which different operators $\Psi_1, \Psi_2, \Psi_3$ appear in (9), (10), (11), respectively, is only a particular case of the one under consideration. Indeed, if $y_1 = \Psi_1 x, y_2 = \Psi_2 x, y_3 = \Psi_3 x$, we may denote by $\Psi$ the unique operator $\Psi x = (y_1, y_2, y_3)$, with the convention that $f_o$ depends only on $y_1$, $f$ depends only on $y_3$, and $A$ is a cylinder set $A = A_o \times E_\infty$, where $k$ is the dimension of the vector $(y_1, y_3)$. The existence theorem above holds without changes provided we assume that $\Psi_1, \Psi_2, \Psi_3$ satisfy axiom (H), that is, $\Psi$ satisfies (H).
Remark 7.2. Extensions of Theorem 7.1 hold which are analogous to those mentioned for Theorem 6.1. First, the hypothesis \( \psi \) can be replaced by the following weaker one: \( \psi(t) \geq 0 \), \( t \in N_b(t) \), and real numbers \( b = (b_1, \ldots, b_r) \) such that \( f_\circ - b \cdot f \geq -\psi \) for all \( (t, y, u) \in M \) with \( t \in N_b(t) \) (see Ref. 17). The hypothesis of continuity of \( f \) and \( f_\circ \) on \( M \) can be replaced by the weaker one that \( f \) and \( f_\circ \) are continuous in \( x, u \) for every \( t \) and measurable in \( t \) for every \( x, u \). Also, the assumption concerning the sets \( \bar{Q}(t, y) \) satisfying property \( (Q) \) in Theorem 7.1 can be replaced by the following weaker hypothesis: there is a countable decomposition of \( G \) into disjoint measurable sets \( H_\lambda, \lambda = 1, 2, \ldots \), such that, if \( A_\lambda \) denotes the set \( A_\lambda = \{ (t, y) \mid (t, y) \in A, t \in H_\lambda \} \), then the sets \( \bar{Q}(t, y) \) satisfy property \( (Q) \) in \( A_\lambda \) for almost every \( t, \lambda = 1, 2, \ldots \).

As usual, conditions of the form \( \|y^i\|_p_j \leq M_i \) for given constants \( M_i \) guarantee the weak sequential compactness of the functions \( y^i \) in \( G \) whenever \( p_i > 1 \). For \( p_i = 1 \), the same condition together with suitable growth conditions can be used. For instance, the following condition has been used: \( (e) \) given \( \varepsilon > 0 \) there is an integrable function \( \psi_\varepsilon(t) \geq 0 \), \( t \in G \), such that \( |f_\circ(t, y, u)| \leq \psi_\varepsilon(t) + \varepsilon f_\circ(t, y, u) \) (see Refs. 4 and 15).

Remark 7.3. The existence theorem above applies as well to generalized solutions (Gamkrelidze's chattering states). In the present context, we denote by generalized solution any system \( (x, p, w) \) such that the following statements hold: \( x \in S; p = p(t) = (p_1, \ldots, p_\mu), t \in G, p_j(t) \) measurable in \( G, p_j(t) \geq 0, j = 1, \ldots, \mu, \sum_j p_j(t) = 1; w = w(t) = (u(1), \ldots, u(\mu)), u(1) \in T, j = 1, \ldots, \mu; y = \mathcal{L}x \in Y; v = \mathcal{L}x \in V; (t, y(t)) \in A; \)

\[
v(t) = \sum_j p_j(t) f(t, y(t), u^{(j)}(t)) \quad \text{a.e. in } G;
\]

and \( \sum_j p_j(t) f_\circ(t, y(t), u^{(j)}(t)) \) \( L \)-integrable in \( G \) (see Sections 2 and 6). Thus, we are concerned with a system monitored by a functional equation of the form

\[
(Lx)(t) = \sum_{j=1}^\mu p_j(t) f(t, (\mathcal{L}x)(t), u^{(j)}(t)) \quad \text{a.e. in } G,
\]

with usual constraints

\[
(t, (\mathcal{L}x)(t)) \in A, \quad u^{(j)}(t) \in U(t, (\mathcal{L}x)(t)), \quad j = 1, \ldots, \mu, \quad \text{a.e. in } G,
\]

and functional

\[
J[x, p, w] = \int_G \sum_{j=1}^\mu p_j(t) f_\circ(t, (\mathcal{L}x)(t), u^{(j)}(t)) \, dt.
\]
For any integer \( \mu \geq r + 2 \), the corresponding sets \( \mathcal{Q}(t, y) \subseteq E_{r+1} \) are the sets \( \mathcal{R}(t, y) = \co \mathcal{Q}(t, y) \subseteq E_{r+1} \), which are necessarily convex. It is then assumed that \( \mu \) above is the minimum integer for which this occurs. The existence theorem above holds for generalized solutions with the convexity requirement necessarily satisfied.

8. Extensions

Let us assume that the \( m \) components \( u = (u^1, \ldots, u^m) \) of the variable \( u \) can be divided into two classes, say \( u' = (u^1, \ldots, u^\alpha) \) and \( u'' = (u^{\alpha+1}, \ldots, u^m) \), so that we can write \( u = (u', u'') \), and that \( U(t, y) = U'(t, y) \times U''(t, y) \) for all \( (t, y) \in A \) with \( U'(t, y) \in E_\alpha \), \( U''(t, y) \in E_{m-\alpha} \), \( 0 \leq \alpha \leq m \). Let us restrict the class \( T \) of Section 2 to a slightly smaller class \( T = T' \times T'' \), where \( T' \) is the set of all measurable vector functions \( u'(t) = (u^1, \ldots, u^\alpha) \), \( t \in G \), and \( T'' \) is a Banach space of vector function \( u''(t) = (u^{\alpha+1}, \ldots, u^m) \), \( t \in G \), with norm \( \| u'' \| \), say,

\[
T'' = \prod_{j=\alpha+1}^{m} L_{p_j}(G), \quad p_j \geq 1, \quad \| u'' \| = \sqrt{\left( \sum_{j=\alpha+1}^{m} \| u^j \|_{L_{p_j}}^2 \right)}.
\]

We shall denote by \( M', M'' \) the sets

\[
M' = \{(t, y, u') \mid (t, y) \in A, u' \in U'(t, y) \} \subseteq E_{\gamma_0+\alpha},
\]

\[
M'' = \{(t, y, u'') \mid (t, y) \in A, u'' \in U''(t, y) \} \subseteq E_{\gamma_0+m-\alpha},
\]

so that

\[
M = \{(t, y, u', u'') \mid (t, y) \in A, u' \in U'(t, y), u'' \in U''(t, y) \} \subseteq E_{\gamma_0+\alpha+m}.
\]

We shall assume that \( f_o \) and \( f \) are of the form

\[
f_o(t, y, u', u'') = f'_o(t, y, u') + f''_o(t, y, u''),
\]

\[
f(t, y, u', u'') = f'(t, y, u') + f''(t, y, u''),
\]

where \( f'_o, f' \) are defined on \( M' \), \( f''_o \) is defined on \( M'' \), and \( f'' \) is linear in \( u'' \), or \( f''(t, y, u'') = B(t, y) u'' + C(t, y) \), \( B, C \) matrices of the types \( r \times (m - \alpha) \), \( r \times 1 \) respectively, with entries defined on \( A \).

From Section 2, we know that \( V \subseteq L'' = \prod_{j=1}^{r} L_{p_j}(G) \). We shall need below the following growth condition. We say that \( f = (f_1, \ldots, f_r) \) and \( f_o \) satisfy a growth condition \( (\epsilon_p) \) provided: for every \( j = 1, \ldots, r \) with \( p_j > 1 \),
there are constants \(a > 0, b > 0\) and a function \(\psi \in L(G)\), \(\psi(t) \geq 0\), such that \(|f_j|_{p_j} \leq a\psi(t) + b\psi(t)\) everywhere in \(M\); for \(j = 1, \ldots, r\) with \(p_j = 1\), then for every \(\varepsilon > 0\) there is a function \(\psi_\varepsilon \in L(G)\), \(\psi_\varepsilon(t) \geq 0\), such that \(|f_j|_\varepsilon \leq \psi_\varepsilon(t) + \varepsilon f_\varepsilon\). Note that, under such condition \((\varepsilon_p)\), we have \(f_\varepsilon \geq -b^{-1}a\psi_\varepsilon\), or \(f_\varepsilon \geq -\psi_\varepsilon\), respectively, where \(\psi, \psi_1\) are fixed nonnegative \(L\)-integrable functions in \(G\). An analogous growth condition \((\varepsilon_p)\) could be required for the pair \(f', f'_\varepsilon\), or for the pair \(f'', f''_\varepsilon\).

We shall need the sets
\[
\bar{Q}'(t, y) = \{z = (z^0, z) \mid z^0 \geq f'_o(t, y, u'), u' \in U'(t, y)\} \subset E_{r+1},
\]
\[
\bar{Q}^*(t, y) = \{z = (z^0, u^o) \mid z^0 \geq f''_o(t, y, u'), u'' \in U''(t, y)\} \subset E_{m+2+1}.
\]

We shall assume that \(\mathcal{U} : S \times T' \to Y, \mathcal{L} : S \times T'' \to V\) are defined on \(S \times T''\), that is, \(y = \mathcal{U}(x, u') \in Y, v = \mathcal{L}(x, u') \in V\) for all \((x, u') \in S \times T''\). Also, we shall denote by \(V_o\) a space of real-valued functions \(v_o(t), t \in G\), which are \(L_{p_o}\)-integrable in \(G\) for some \(p_o \geq 1\), or \(V_o \subset L_{p_o}(G)\), and we shall take in \(V_o\) the norm \(\|v_o\|_p\). We shall then consider \(\mathcal{L}_o(x, u'')\), or \(\mathcal{L}_o : S \times T'' \to V_o\), mapping each pair \((x, u'') \in S \times T''\) into an element \(v_o = \mathcal{L}_o(x, u'') \in V_o\).

Instead of axiom (\(H\)), we shall now assume the following: (\(H^*\)) if \(x, x_k \in S, u''_k \in T''\), \(k = 1, 2, \ldots\), if \(x_k \to x\) weakly in \(S\) and \(u''_k \to u''\) weakly in \(T''\), then \(y_k \to y\) strongly in \(Y\), \(v_k \to v\) weakly in \(V\), \(v_{o_k} \to y\) weakly in \(V_o\), where \(y = \mathcal{U}(x, u''), v = \mathcal{L}(x, u''), v_o = \mathcal{L}_o(x, u''), y_k = \mathcal{U}(x_k, u''_k), v_k = \mathcal{L}(x_k, u''_k), v_{o_k} = \mathcal{L}_o(x_k, u''_k)\).

In the present situation, we say that a pair \(x, u(t), t \in G\), is admissible provided \(x \in S, u = (u', u''), u' \in T', u'' \in T''\), \(y = \mathcal{U}(x, u'') \in Y, v = \mathcal{L}(x, u'') \in V\), \((t, y(t)) \in A\) a.e. in \(G\), \(u'(t) \in U'(t, y(t)), u''(t) \in U''(t, y(t))\) a.e. in \(G\), \(v(t) = f'(t, y(t), u'(t)), u''(t) \in U''(t, y(t))\) a.e. in \(G\), and \(f'_o(t, y(t), u'(t)) + f''_o(t, y(t), u''(t))\) is \(L\)-integrable in \(G\), \(v_o = \mathcal{L}(x, u'') \in V_o\).

We deal here with the problem of the minimum of a functional
\[
I[x, u', u''] = \int_G [f'_o(t, (\mathcal{U}(x, u''))(t), u'(t)) + f''_o(t, (\mathcal{U}(x, u''))(t), u''(t)) + \mathcal{L}_o'(x, u''(t))] dt
\]
in a class \(\mathcal{Q}\) of admissible pairs \(x, u(t) = (u', u''), t \in G\). The constraints and functional relation are now of the forms
\[
(\mathcal{L}(x, u'')(t) = f'(t, (\mathcal{U}(x, u''))(t), u'(t)) + f''(t, (\mathcal{U}(x, u''))(t), u''(t)) \quad \text{a.e. in } G,
\]
\[
u'(t) \in U'(t, (\mathcal{U}(x, u''))(t)), \quad u''(t) \in U''(t, (\mathcal{U}(x, u''))(t)) \quad \text{a.e. in } G,
\]
\[
(t, (\mathcal{U}(x, u''))(t)) \in A.
\]
We are now in a position to state the following extension of Corollary 6.2.
**Corollary 8.1.** Assume that a decomposition (13), holds with \( f'' \) linear in \( u'' \). Assume that \( f'_o \geq -\psi', f_o'' \geq -\psi'' \) for some function \( \psi', \psi'' \in L(G) \), \( \psi' \geq 0, \psi'' \geq 0 \). Assume that either the pair \( f', f'_o \), or the pair \( f'', f_o'' \), or both, satisfy a growth condition \((e_p)\). If \( U(t, y) = U'(t, y) \times U''(t, y) \) as above, if the sets \( \mathcal{Q}(t, y) \) and \( \mathcal{Q}^*(t, y) \) are closed, convex, and satisfy property \((Q)\) in \( A \) (or in any of the modes mentioned in Section 6), if the operators \( \mathcal{L}, \mathcal{L}_o \) as above satisfy axiom \((H^*)\), if \( x_k, u_k, k = 1, 2, \ldots \), is a sequence of admissible pairs, with \( x_k \in S, u_k = (u'_k, u''_k), u'_k \in T', u''_k \in T'', \) and if \( x_k \to x \) weakly in \( S, u'_k \to u'_0 \) weakly in \( T' \), \( \lim \|x_k, u'_k, u''_k\| < \infty \), then the element \( u = (u', u'') \) of Theorem 6.1 can be so chosen that \( u'' = u'_0, x, u \) is admissible, and \( I[x, u', u''] \leq \lim I[x_k, u'_k, u''_k] \).

The proof is the same as for Corollary 6.2 (see Ref. 16, where proofs are given for \( v = 1 \)). Note that Corollary 6.2 can be obtained from Corollary 8.1 by taking \( \alpha = 0, u'' = u, f' = 0, f'_o = 0, f'' = f, f_o'' = f_o \), and by remarking that the pair \( f' = 0, f'_o = 0 \) satisfies trivially a growth condition \((e_p)\) and that the corresponding sets \( Q' \) trivially satisfy condition \((Q)\).

We shall say now that a class \( \Omega \) of admissible pairs \( x, u \) is closed provided the following statement holds: if \( x \in S, u'' \in T'' \), if \( x_k, u_k, k = 1, 2, \ldots \), are admissible pairs and belong to \( \Omega \), if \( x_k \to x \) weakly in \( S \) and \( u'_k \to u'' \) weakly in \( T'' \), and \( \lim \|x_k, u'_k, u''_k\| < \infty \) as \( k \to \infty \), then at least one of the elements \( u' \in T' \) guaranteed by the lower closure theorem is such that the pair \( x, u \) with \( u = (u', u'') \) belongs to \( \Omega \). Finally, given any class \( \Omega \) of admissible pairs \( x, u \) with \( u = (u', u'') \), we shall consider the set \( \{x\}_\Omega = \{x \mid x \in S, (x, u) \in \Omega \} \) for some \( u = (u', u'') \in T' \times T'' \) and the set \( \{u''\}_\Omega = \{u'' \mid u'' \in T'', (x, u', u'') \in \Omega \} \) for some \( x \in S, u' \in T' \).

The existence theorem of Section 7 holds now under axiom \((H^*)\), under the hypotheses that the sets \( \mathcal{Q}(t, y) \) and \( \mathcal{Q}^*(t, y) \) are closed, convex, and satisfy property \((Q)\) in \( A \), that the remaining hypotheses of Corollary 8.1 hold and that the sets \( \{x\}_\Omega \subset S \) and \( \{u''\}_\Omega \subset T'' \) are weakly sequentially compact. We do not exclude here that either \( U' = E_a \), or \( U'' = E_{m-a} \), or both.

**Remark 8.1.** The remarks at the end of the existence theorem of Section 7 hold also for the present extensions. In particular, the present existence theorem can be repeated for generalized solutions \((x, p, w, u'')\) analogous to those introduced in Section 7 with \( u' \) replaced by \( p, w, p = p(t) = (p_1, \ldots, p_m), w = w(t) = (u^{(1)}, \ldots, u^{(m)}), t \in G \). Then, for \( \mu \geq \max(r + 2, m - \alpha + 2) \), certainly the corresponding sets \( \mathcal{Q}'(t, y) \subset E_{r+1}, \mathcal{Q}^*(t, y) \subset E_{m-a+1} \) are replaced by the sets \( R'(t, y) = \co \mathcal{Q}'(t, y) \subset E_{r+1}, R^*(t, y) = \co \mathcal{Q}^*(t, y) \subset E_{m-a+1} \).
which are necessarily convex. The present existence theorem then holds with the convexity conditions necessarily satisfied.

9. Particular Cases

9.1. Let us assume that \( G \) has a smooth boundary \( \Gamma = \partial G \) in the sense of Sobolev (or in the sense of Morrey), and take \( S = \bigcap_{i=1}^{n} W^{1}_{p_{i}}(G) \), so that every element \( x \in S \) is an \( n \)-vector function \( x(t) = (x^{1}, ..., x^{n}) \), \( t \in G \), whose components \( x^{i} \in L_{p_{i}}(G) \), \( p_{i} \geq 1 \), possess first-order generalized partial derivatives \( \nabla x = \left[ \frac{\partial x^{i}}{\partial t^{j}}, i = 1, ..., n, j = 1, ..., v \right] \) a.e. in \( G \), and all \( \frac{\partial x^{i}}{\partial t^{j}} \in L_{p_{i}}(G) \), \( j = 1, ..., v \), \( i = 1, ..., n \). Let \( Y = \bigcap_{i=1}^{n} L_{p_{i}}(G) \), \( V = \bigcap_{i=1}^{n} (L_{p_{i}}(G))' \), let \( \mathcal{P} : S \rightarrow Y \) be the identity operator, mapping \( x \in S \) into \( y = x \) as an element of \( Y \), and let \( \mathcal{L} : S \rightarrow V \) be defined by \( \mathcal{L}x = \nabla x \), and thus \( s = n, r = nv \). Now, property (H) is trivial. We are now in a position to study the problem of the minimum of a multiple integral

\[
I[x, u] = \int_{G} f_{0}(t, x(t), u(t)) \, dt,
\]

with side conditions expressed by a total differential (or Dieudonné–Rashevsky) system

\[
\frac{\partial x^{i}}{\partial t^{j}} = f_{ij}(t, x(t), u(t)) \quad \text{a.e. in } G, \quad j = 1, ..., v, \quad i = 1, ..., n,
\]

and possible constraints of the form

\[
(t, x(t)) \in A, \quad u(t) \in U(t, x(t)), \quad t \in G.
\]

If \( f \) denotes the \( nv \)-vector function \( f = (f_{ij}) \), then the differential system can be written in the form

\[
dx/dt = f(t, x(t), u(t)).
\]

In this situation, closed classes \( \Omega \) such that \( \{x\}_{\Omega} \) is weakly sequentially compact can be obtained in a variety of ways, as we have pointed out in Refs. 1–4. For instance, for all \( p_{i} > 1 \), we may define \( \Omega \) by means of requirements of the following form: \( (\alpha) \|x^{i}\|_{p_{i}} \leq L_{i} \) for given constants \( L_{i} \); \( (\beta) \|\frac{\partial x^{i}}{\partial t^{j}}\|_{p_{j}} \leq L_{ij} \) for given constants \( L_{ij} \); \( (\gamma) I[x, u] \leq L_{o} \) for a given constant \( L_{o} \); and \( (\delta) \) boundary conditions concerning the values of the functions \( x^{i} \) on suitable parts \( \Gamma'_{s} \) of the boundary \( \Gamma = \partial G \) of \( G \). Besides, the sets \( U(t, y) \) may be compact and uniformly bounded.
For all \( p_1 = 1 \), classes \( \Omega \) may be defined by means of analogous requirements; but, if the sets \( \hat{U}(t, y) \) are only closed, then a growth condition may be needed. For instance, in Refs. 3-4 we proposed the following rather general growth condition: for any \( \epsilon > 0 \), there is an \( L \)-integrable function \( \psi_\epsilon(t) \geq 0 \), \( t \in G \), which may depend on \( \epsilon \), such that \( |f(t, y, u)| \leq \psi_\epsilon(t) + \epsilon f_0(t, y, u) \) for all \((t, y, u) \in \hat{M}\). Under this hypothesis, for the admissible pairs \( x, u \) satisfying a relation \((\gamma)\), the partial derivatives \( \frac{\partial x^i}{\partial t^j} \) are equiabsolutely integrable in \( G \). Then, conditions \((\beta)\) are necessarily satisfied with \( p_1 = 1 \), and any condition \((\alpha)\) makes the class \( \{x\}_\Omega \) weakly sequentially compact. Besides, under the same hypotheses, boundary conditions as \((\delta)\) are preserved by weak convergence, and the corresponding classes \( \Omega \) are closed.

The particular case considered above can be interpreted in the lines of Section 3, by taking \( X = \prod_{i=1}^n W_{p_i}^1(G) \), by taking for \( X_0 \) the linear subspace of all \( x(t) = (x^1, \ldots, x^n) \), \( t \in G \), where each \( x^i \) coincides in \( G \) with a function of class \( C^\infty \) in \( E \), and by considering the operators \( \mathcal{U} \) and \( \mathcal{L} \) defined by \( \mathcal{U}x = x \), \( \mathcal{L}x = \nabla x \). Let \( S \) be the completion of \( X_0 \) by means of the norm \( \| x \| = \sqrt{\| x \|^2 + \| \mathcal{U}x \|^2 + \| \mathcal{L}x \|^2} \), where \( \| x \|, \| \mathcal{U}x \|, \| \mathcal{L}x \| \) are the norms in \( X, Y, V \), respectively. It is easy to see that \( S \) coincides with \( X \), that \( \| x \| \) and \( \| x \| \) are equivalent norms, and that property \((H_o)\) holds.

9.2. Let us assume that \( G \) has a smooth boundary \( \Gamma = \partial G \) in the sense of Sobolev, or in the sense of Morrey, of some order \( l \geq 1 \); and this, as we know, does not exclude corner points for \( G \). Take \( S = \prod_{i=1}^n W_{p_i}^{l_i}(G) \), for some \( p_i \geq 1 \), and integer \( l_i, 1 \leq l_i \leq l, i = 1, \ldots, n \). Thus, \( x \in S \) is a function \( x(t) = (x^1, \ldots, x^n), t \in G \), with components \( x^i \in L_{p_i}^{l_i}(G) \), and each \( x^i \) has generalized partial derivatives \( D^a x^i \) of all orders \( \alpha \), \( 0 \leq |\alpha| \leq l_i - 1 \), \( \alpha = (\alpha_1, \ldots, \alpha_n) \), \( |\alpha| = \alpha_1 + \cdots + \alpha_n \), \( D^a x^i \in L_{p_i}^{l_i}(G) \). Let \( s_i \) denote the number of multiindices \( \alpha \) with \( 0 \leq |\alpha| \leq l_i - 1 \), let \( s = s_1 + \cdots + s_n \), and let \( \mathcal{U} \) denote the operator \( \mathcal{U}x = \nabla x = \{ D^a x^i \}, 0 \leq |\alpha| \leq l_i - 1 \), \( i = 1, \ldots, n \) for \( x \in S \), so that \( \mathcal{U} : S \rightarrow Y \), where \( Y = \prod_{i=1}^n [L_{p_i}^{l_i}(G)]^{s_i} \). For every \( i = 1, \ldots, n \), let \( \{\alpha\}_i \) denote a given collection of distinct multiindices \( \alpha \) with \( |\alpha| = l_i \), let \( r_i \geq 0 \) be the number of elements in the collection \( \{\alpha\}_i \), and let \( r = r_1 + \cdots + r_n \). We take for \( \mathcal{L} \) the operator \( \mathcal{L}x = \{ D^a x^i, \alpha \in \{\alpha\}_i, i = 1, \ldots, n \} \) for \( x \in S \), so that \( \mathcal{L} : S \rightarrow V \), where \( V = \prod_{i=1}^n [L_{p_i}^{l_i}(G)]^{s_i} \). Thus, \( \mathcal{U}x \) is an \( s \)-vector \( y(y(t) = (y^1, \ldots, y^s)), t \in G \), and \( \mathcal{L}x \) is an \( r \)-vector \( v(v(t) = (v^1, \ldots, v^r)), t \in G \). Again, as in Section 9.1, property \((H)\) is trivial. Let \( \nabla' x = \{D^a x^i, |\alpha| = l_i, i = 1, \ldots, n\} \). We are now in a position to study the problem of the minimum of a multiple integral

\[
I[x, u] = \int_G f_0(t, \nabla' x(t), u(t)) \, dt.
\]
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with side conditions expressed by the system of \( r \) partial differential equations

\[
D^x x^i = f_{i\alpha}(t, (\nabla' x)(t), u(t)) \, dt, \quad \alpha \in \{\alpha\}_i, \quad i = 1, \ldots, n,
\]

and possible constraints of the form

\[
(t, \nabla' x(t)) \in A, \quad u(t) \in U(t, (\nabla' x)(t)), \quad t \in G.
\]

If \( f \) denotes the \( r \)-vector function \( f = (f_{i\alpha}, \alpha \in \{\alpha\}_i, i = 1, \ldots, n) \), then the differential system can be written in the form

\[
Dx = f(t, (\nabla' x)(t), u(t)), \quad t \in G,
\]

where \( Dx = (D^x x^i, \alpha \in \{\alpha\}_i, i = 1, \ldots, n) \).

In this situation, closed classes \( \Omega \) such that \( \{x\}_\Omega \) is weakly sequentially compact can be obtained as in Section 9.1 and we have indicated in Refs. 1-3. For instance, for all \( p_i > 1 \), we may define \( \Omega \) by means of requirements of the form: (a) \( \|D^x x^i\|_{p_i} \leq L_i, \quad 0 \leq |\alpha| = l_i - 1 \), for given constants \( L_i \); (b) \( \|D^x x^i\|_p \leq L_{i\alpha}, \quad |\alpha| = l_i \), for given constants \( L_{i\alpha} \); (c) \( f[x, u] \leq L_0 \) for a given constant \( L_0 \); and (d) boundary conditions concerning the values of the functions \( x^i \) and of the derivatives \( D^x x^i, 0 \leq \alpha \leq l_i - 1 \), on suitable parts \( \Gamma_s \) of the boundary \( \Gamma = \partial G \) of \( G \).

For all \( p_i = 1 \), classes \( \Omega \) may be defined by means of analogous requirements, and, if the sets \( U(t, y) \) are only closed, in conjunction with a growth condition as (e) in Section 9.1. Under this hypothesis, for the admissible pairs \( x, u \) satisfying a relation (\( \gamma \)), the partial derivatives \( D^x x^i, \alpha \in \{\alpha\}_i, i = 1, \ldots, n \), are equiabsolutely integrable in \( G \), and hence corresponding relations (\( \beta \)), for \( \alpha \in \{\alpha\}_i \), are certainly satisfied for suitable constants \( L_{i\alpha} \). For details, see Refs. 1-3.

The present considerations hold even if the collections \( \{\alpha\}_i \) are made up of arbitrary multiindices \( \alpha \) with \( 0 \leq |\alpha| \leq l_i \).

The situation considered above can also be interpreted in the sense of Section 3, by taking \( X = \prod_{i=1}^n W^{l_i}_{p_i}(G) \), by taking for \( X_o \) the linear subspace of all \( x(t) = (x^1, \ldots, x^n), t \in G \), where each \( x^i \) coincides in \( G \) with a function of class \( C^\infty \) in \( E_o \), and by considering the operators \( \mathcal{U}, \mathcal{L} \) defined by \( \mathcal{U}x = \nabla' x \), and \( \mathcal{L} = \nabla'' \). Let \( S \) be the completion of \( X_o \) by means of the norm \( \|x\| = \sqrt{\|x\|^2 + \|\mathcal{U}x\|^2 + \|\mathcal{L}x\|^2} \), where \( \|x\|, \|\mathcal{U}x\|, \|\mathcal{L}x\| \) are the norms in \( X, Y, V \), respectively. As in Section 9.1, \( S \) coincides with \( X, \|x\| \) and \( \|x\| \) are equivalent norms, and property (\( H_o \)) holds.

9.3. Let \( G \) be as in Section 9.2, let \( X = \prod_{i=1}^n W^{l_i}_{p_i}(G) \) as in Section 9.2, let \( X_o \) be the linear subspace of all \( x(t) = (x^1, \ldots, x^n), t \in G \), where each \( x^i \) coincides
in $G$ with a function of class $C^\infty$ in $E$, and let $\mathcal{U}: X_o \to Y$ be the operator defined as in Section 9.2 by $\mathcal{U}x = \nabla'x = [D^s x^i, 0 \leq |x| \leq l_i - 1, i = 1,..., n]$; hence, $\mathcal{U}x$ is a function $y(t) = (y_1,..., y_s) \in Y$, $t \in G$, $Y = \prod_{i=1}^{n} [L_{p_i}(G)]^{s_i}$, $s = s_1 + \cdots + s_n$. Let $r_i \geq 0$, $i = 1,..., n$, be arbitrary integers, let $r = r_1 + \cdots + r_n$, let $V = \prod_{i=1}^{n} [L_{p_i}(G)]^{s_i}$, and let $\mathcal{L}: X_o \to \mathcal{L}$ be any linear differential operator with integrable bounded coefficients in $G$, say $(\mathcal{L}x)^i = \sum_{j=1}^{r_i} \sum_{s=1}^{s_i} A_{ijs}(t) D^s x^j$, of arbitrary orders $k_i$ which can be larger than $l_i$.

Let $S$ be the completion of $X_o$ by means of the norm

$$||x|| = \sqrt{||x||^2 + ||\mathcal{U}x||^2 + ||\mathcal{L}x||^2},$$

where $||x||$, $||\mathcal{U}x||$, $||\mathcal{L}x||$ are the norms in $X$, $Y$, $V$, respectively. If $k_i > l_i$ for at least one $i$, then certainly $S$ may be distinct from $X$; but, in any case, property $(H_o)$ obviously holds. We are now in a position to consider the problem of the minimum of the multiple integral

$$I[x, u] = \int_G f_0(t, (\nabla'x)(t), u(t)) \, dt,$$

with side conditions expressed by the differential system

$$(\mathcal{L}x)(t) = f(t, (\nabla'x)(t), u(t)), \quad t \in G, \quad \text{a.e.}$$

with $f = (f_1,..., f_n)$, and possible constraints of the form

$$(t, (\nabla'x)(t)) \in A, \quad u(t) \in U(t, \nabla'x)(t)), \quad t \in G, \quad \text{a.e.}$$

Classes $\Omega$ can be defined now as in Section 9.2.

For instance, if we take $\nu = 2$, $n = 1$, $l_i = 1$, $m = 1$, $\xi\eta$ coordinates in $E^2$, and we take for $\mathcal{L}$ the Laplacian, we may consider the problem of the minimum of the double integral

$$I[x, u] = \iint_G f_0(\xi, \eta, x(\xi, \eta), u(\xi, \eta)) \, d\xi \, d\eta,$$

with partial differential equation

$$x_{\xi\xi} + x_{\eta\eta} = f(\xi, \eta, x(\xi, \eta), u(\xi, \eta)), \quad (\xi, \eta) \in G,$$

and constraints of the forms

$$(\xi, \eta, x(\xi, \eta)) \in A, \quad u(\xi, \eta) \in U(\xi, \eta, x(\xi, \eta)).$$

Here, $X_o$ is the linear space of all functions $x(\xi, \eta)$, $(\xi, \eta) \in G$, which coincide...
with some function of class $C^\infty$ in $G$, and $S$ is the completion of $X_o$ with respect to the norm 
\[ \|x\| = \sqrt{(\|x\|_p^2 + \|x_\ell\|_p^2 + \|x_n\|_p^2 + \|x_{\ell_\ell} + x_{nn}\|_p^2)}. \]
The minimum above is sought in classes $\Omega$ of elements $x \in S$.

9.4. Let us take in the existence theorem $r = m$, $U(t, y) = E_r$, $A = \text{cl } G \times E_n$, $M = A \times E_r$, $f(t, y, u) = u$, that is, $f_i = u_i$, $i = 1, \ldots, r$. Then, the abstract Lagrange problem of the existence theorem reduces to the free problem of the minimum of the multiple integral 
\[ I[x] = \int_G f_0(t, (\nabla x)(t), (\mathcal{L}x)(t)) \, dt, \]
which was considered by Fichera (Refs. 8–10). Note that here $\mathcal{L}x = u$, that is, the element $u \in T$ is uniquely determined by the element $x \in S$ (in an admissible pair $x, u$). Here, the sets $\mathcal{Q}(t, y)$ are the sets 
\[ \mathcal{Q}(t, y) = \{(z^0, u) : z^0 \geq f_0(t, y, u), u \in E_r\} \subset E_{r+1}, \]
that is, the sets of all points on or above the figurative $f_0$. Thus, the sets $\mathcal{Q}(t, y)$ are convex if, and only if, $f_0(t, y, u)$ is convex in $u$ for every $(t, y) \in A$. The following growth condition has been consistently used by Tonelli, Morrey, Fichera, and Cesari: (\Phi) there is a continuous scalar function $\Phi(z)$, $0 \leq z < +\infty$, such that $\Phi(z)/z \to +\infty$ as $z \to +\infty$, and $f_0(t, y, u) \geq \Phi(|u|)$ for all $(t, y, u) \in M$. Under growth condition (\Phi), the set $\mathcal{Q}(t, y)$, if convex, certainly are closed and satisfy property (Q) in $A$ (see Refs. 14–15). Theorems 6.1 and 7.1 and Corollary 6.1 essentially contain the corresponding lower semicontinuity theorem and the existence theorem of Fichera (Refs. 8–10).

9.5. If we take $r = m = vn$, $s = n$, $U(t, y) = E_v$, $A = \text{cl } G \times E_n$, $M = A \times E_{vn}$, $f(t, y, u) = u$, $S = \bigcap_{i=1}^n W^1_{p_i}(G)$, $Y$, $V$ as in Section 9.1, $\mathcal{U}: X \to Y$, the identity, $\mathcal{L} = \nabla$ as in Section 9.1, then we have the free problem of the minimum of the multiple integral 
\[ I[x] = \int_G f_0(t, x(t), (\nabla x)(t)) \, dt, \]
considered by Morrey (Ref. 11). Again, as in Section 9.4, $\nabla x = u$, that is, the element $u \in T$ is uniquely determined by the element $x \in S$ (in an admissible pair $x, u$). As in Section 9.4, the sets $\mathcal{Q}(t, y)$ are the sets of all points on or above the figurative $f_0$, and hence they are convex if, and only if, the function $f_0(t, y, u)$ is convex in $u$ for every $(t, y) \in A$. Again, the growth condition (\Phi)
guarantees that the sets $\bar{Q}(t, y)$, if convex, are also closed and satisfy property (Q) in $A$. Here, as in Section 9.4, Theorems 6.1 and 8.1 and Corollary 6.1 essentially contain the corresponding lower semicontinuity theorem and existence theorem of Morrey (Ref. 11).

9.6. Let us assume that $G$ has a smooth boundary $\Gamma = \partial G$ (as in Section 9.1 above), take $S = [W^{1,p}_p(G)]^n$ for a given $p > 2$, so that every element $x \in S$ is an $n$-vector function $x(t) = (x_1, \ldots, x^n), \ t \in G \subset E_\mathbb{R}$, whose components $x_i \in L_p(G), \ p > 2$, possess first-order generalized partial derivatives $\nabla x = [\frac{\partial x_i}{\partial t^s}, i = 1, \ldots, n, j = 1, \ldots, v]$ a.e. in $G$, and all $x_i, \ \frac{\partial x_i}{\partial t^s} \in L_p(G)$. Let $Y = [L_p(G)]^n, \ V = L^{p/2}(G)$, let $s = n, \ r = 1$, let $\mathcal{U}: S \to Y$ be the identity operator mapping $x \in S$ into $y = x$ as an element of $Y$, and let $\mathcal{L}: S \to V$ be the nonlinear differential operator defined by $\mathcal{L}x = \sum_{i,j=1}^n \sum_{s=1}^v a_{ij,s}(t) x^i(\frac{\partial x^j}{\partial t^s})$ for $x \in S$, where $a_{ij,s}(t)$ are given measurable bounded functions on $G$. If $x \in S$, then each product $a_{ij,s}(t) x^i(\frac{\partial x^j}{\partial t^s})$ is in $L_{p/2}(G)$. Also, if $x, x_k \in S, k = 1, 2, \ldots$, and $x_k \to x$ weakly in $S$, then $x^i_k \to x^i$ strongly in $L_p(G), \ \frac{\partial x^i_k}{\partial t^s} \to \frac{\partial x^i}{\partial t^s}$ weakly in $L_p(G)$ as $k \to \infty, i = 1, \ldots, n, s = 1, \ldots, v,$ and $\mathcal{L}x_k \to x$ weakly in $L_{p/2}(G)$. Here, axiom (H) is trivially satisfied, and we take for $T$ the set of all $m$-vector functions $u(t) = (u_1, \ldots, u^m), \ t \in G$, measurable in $G$. Here, $f_0(t, y, u)$ and $f(t, y, u)$ are both scalar functions on $M$. We deal here with the minimum of a functional

$$I[x, u] = \int_G f_0(t, x(t), u(t)) \, dt,$$

with partial differential equation and constraints

$$\sum_{i,j=1}^n \sum_{s=1}^v a_{ij,s}(t) x^i(\frac{\partial x^j}{\partial t^s}) = f(t, x(t), u(t)),$$

$$(t, x(t)) \in A, \quad u(t) \in U(t, x(t)), \quad a.e. \ in \ G.$$

The sets $\bar{Q}$ are now subsets of $E_\mathbb{R}$

$$\bar{Q}(t, x) = [(x^o, z) | x^o \geq f_0(t, x, u), z = f(t, x, u), u \in U(t, x)],$$

and these sets shall be assumed to be closed, convex, and satisfying property (Q) in $A$.

In the present situation, closed classes $\Omega$ such that $\{x\}\Omega$ is weakly sequentially compact can be obtained by requirements of the form $(\alpha) \| x^i \|_p \leq L_i$ for given constants $L_i, \ (\beta) \| \frac{\partial x^i}{\partial t^s} \|_p \leq L_{ij}$ for given constants $L_{ij},$ and other requirements as $(\gamma)$ and $(\delta)$ in Section 9.1 above.
9.7. Let $p > 2$, $G$, $Y$, $V$ be as in Section 9.6 above, let $S = [W_p^2(G)]^n$, let $u = (u', u'')$ with $u' = (u_1', ..., u_v')$, $u'' = (u_{v+1}', ..., u_m')$, and $u \in T = T' \times T''$, where $T''$ is the set of all $\alpha$-vector functions $u'(t)$, $t \in G$, which are measurable in $G$, and $T'' = [L_p(G)]^{m-\alpha}$ with norm $\|u''\| = \sqrt{(\sum_{j=\alpha+1}^m \|u'_j\|_{L_p}^2)}$. Let $\mathcal{U}: S \to Y$ be the identity operator as in Section 9.6, and let $\mathcal{L}: S \times T'' \to V$ be the operator defined by

$$\mathcal{L}(x, u'') = \Delta x + \sum_{i=\alpha+1}^m \sum_{j=1}^n \sum_{s=1}^v a_{ij}(t) u'(t)(\partial x_j / \partial t^s),$$

where $x \in S$, $u'' \in T$, and all $a_{ij}(t)$ are bounded measurable functions on $G$, and where $\Delta x$ denotes the sum of the second-order partial derivatives $\partial^2 x_j / \partial t^s$, $i = 1, ..., n$, $s = 1, ..., v$. Then, as in Section 9.6, if $x \in S$, $u \in T''$, then $\mathcal{L}(x, u'') \in L_{p/2}(G)$; and, if $x_k \to x$ weakly in $S$ and $u_k'' \to u''$ weakly in $T$, then $\mathcal{L}(x_k, u_k'') \to \mathcal{L}(x, u'')$ weakly in $L_{p/2}(G)$. Axiom $(H^*)$ of Section 8 is trivially satisfied. We deal here with the minimum of a functional

$$I[x, u', u''] = \int_G f_0(t, x(t), u'(t)) \, dt,$$

with partial differential equation and constraints

$$\Delta x + \sum_{i=\alpha+1}^m \sum_{j=1}^n \sum_{s=1}^v a_{ij}(t) u'(t)(\partial x_j / \partial t^s) = f(t, x(t), u'(t)),

(t, x(t)) \in A, \quad u'(t) \in U'(t, x(t)), \quad u''(t) \in U''(t, x(t)),$$

a.e. in $G$, and, as mentioned, $x \in S$, $u' \in T'$, $u'' \in T''$. We shall now consider the sets $Q'(t, x) = [(x', z) \mid z' \geq f_0(t, x, u'), z = f(t, x, u'), u' \in U'(t, x)]$, and these sets as well as the sets $U''(t, x)$, shall be assumed to be closed, convex, and satisfying property $(Q)$ in $A$. We do not exclude here that either $U' = E_\alpha$, or $U'' = E_{m-\alpha}$, or both. Note that, in the notations of Section 8, we have here $f'' = 0, f'_0 = 0$.

In the present situation, closed classes $\Omega$ such that $\{x\}_\Omega$ and $\{u''\}_\Omega$ are weakly sequentially compact, as requested in Section 8, can be obtained by requirements of the forms $$(a) \|x^j\|_p \leq L_j, \quad (b) \|\partial x^j / \partial t^s\|_p \leq L_{js}, \quad (c) \|\partial^2 x^j / \partial t^s \partial t^t\|_p \leq L_{jst}, \quad (d) \|u^i\|_p \leq L_i, \quad i = \alpha + 1, ..., m,$$

for given constants $L_j, L_{js}, L_{i}$, and by requirements as $(y)$ and $(b)$ in Sections 9.1 and 9.6 above.

9.8. Let $\nu = 2, n = 1, m = 1, \alpha = 0, p = 2, G = [0 \leq \xi, \eta \leq 1], Y = L_2(G), V = L_1(G), V_0 = L_1(G), r = 1, s = 1, S = W_2^1(G), U = \ldots$
\[ U'' = E_1, \quad T = T'' = L_2(G). \]

We consider here the problem of the minimum of the double integral

\[ \mathcal{I}[x, u] = \int_G \left[ E(\xi, \eta) x_\xi^2 + F(\xi, \eta) u \right] d\xi \, d\eta, \]

in the class \( \Omega \) of all pairs \( x, u \), with \( x \in S \), \( u \in T \), satisfying the first-order partial differential equation

\[ A(\xi, \eta) x_\xi + B(\xi, \eta) x_\eta + C(\xi, \eta) xu + D(\xi, \eta) u = 0 \quad \text{a.e. in } G, \]

the boundary condition \( x(0, \eta) = 1 \), \( 0 \leq \eta \leq 1 \), and the constraints \( \| u \|_{L_2} \leq 1 \), \( \| x_\xi \|_{L_2} \leq 1 \), \( \| x_\eta \|_{L_2} \leq 1 \). The class \( \Omega \) is nonempty since \( x = 1 \), \( u = 0 \) is in \( \Omega \). Here, \( A, B, C, D, E, F \) denote given measurable essentially bounded real-valued functions in \( G \). Note that the sets \( \{x\}_\Omega, \{u\}_\Omega \) are weakly compact in the respective spaces \( S = W^{2,1}(G) \), \( T = T'' = L_2(G) \). Here, we take \( \mathcal{U} x = x \), \( \mathcal{L}(x, u) = Ax_\xi + Bx_\eta + Cxu + Du \), \( \mathcal{L}_o(x, u) = Ex_\xi^2 + Fu \); hence, \( \mathcal{U} : S \to Y \), \( \mathcal{L} : S \times T \to V \), \( \mathcal{L}_o : S \times T \to V_o \). If \( x_k \to x \) weakly in \( S = W^{2,1}_2 \) and \( u_k \to u \) weakly in \( T = T'' = L_2 \), then \( x_k \to x \) strongly in \( L_2 \), \( x_k u_k \to xu \) weakly in \( L_2 \), \( \mathcal{U} x_k \to \mathcal{U} x \) strongly in \( Y = L_2 \), \( \mathcal{L}(x_k, u_k) \to \mathcal{L}(x, u) \) weakly in \( V = L_1 \), and \( \mathcal{L}_o(x_k, u_k) \to \mathcal{L}_o(x, u) \) weakly in \( V_o = L_1 \). Here we take \( f_o = 0 \), the requirements concerning the sets \( \mathcal{Q} \) are vacuous, and we take \( U'' = E_1 \), a fixed convex, closed set. Also, we can take \( \psi = 0 \). In view of Section 8, the integral \( \mathcal{I} \) above has an absolute minimum in \( \Omega \).

9.9. Let \( v = 2, \quad n = 1, \quad m = 1, \quad \alpha = 0, \quad p = 2, \quad G = [0 \leq \xi, \eta \leq 1], \quad Y = L_2(G)^3, \quad V = L_2(G), \quad V_o = L_2(G), \quad r = 1, \quad s = 3, \quad S = W^{2,2}_2(G), \quad U = U'' = E_1, \quad T = T'' = L_2(G) \). We consider here the problem of the minimum of the double integral

\[ \mathcal{I}[x, u] = \int_G \left[ F(\xi, \eta) x_\xi^2 + G(\xi, \eta) x_\eta^2 + H(\xi, \eta) u \right] d\xi \, d\eta \]

in the class \( \Omega \) of all pairs \( x, u \), with \( x \in S \), \( u \in T \), satisfying the second-order partial differential equation

\[ A(\xi, \eta) x_{\xi\xi} + B(\xi, \eta) x_{\eta\eta} + [C(\xi, \eta) x_\xi + D(\xi, \eta) x_\eta + E(\xi, \eta)] u = 0 \]

a.e. in \( G \), boundary conditions \( x = 1 \) on the boundary \( \partial G \) of \( G \), and the constraints \( \| u \|_{L_2} \leq 1 \), \( \| x \|_{W^{2,2}_2} \leq 1 \). The class \( \Omega \) is nonempty since \( x = 1 \),
\( u = 0 \) is in \( \Omega \). Here \( A, B, C, D, E, F, G, H \) denote given measurable essentially bounded real-valued functions in \( G \). Note that the sets \( \{ x \} \), \( \{ u \} \) are weakly compact in the respective space \( S = W^{2,2}(G) \), \( T = T'' = L_2(G) \). Here we take \( \mathcal{U} x = [x, x_\xi, x_\eta] \), \( \mathcal{L}(x, u) = A x_\xi + B x_\eta + (C x_\xi + D x_\eta + E) u \), \( \mathcal{L}_o(x, u) = F x_\xi + G x_\eta + H u \); hence, \( \mathcal{U} : S \to Y \), \( \mathcal{L} : S \times T \to V \), \( \mathcal{L}_o : S \times T \to V_0 \). If \( x_k \to x \) weakly in \( S = W^{2,2} \) and \( u_k \to u \) weakly in \( T = T'' = L_2 \), then \( (x_k, x_\xi, x_\eta) \to (x, x_\xi, x_\eta) \) strongly in \( L_2 \), \( x_\xi, x_\eta \) strongly in \( L_1 \), \( x_\xi u_k \to x_\xi u \), \( x_\eta u_k \to x_\eta u \) weakly in \( L_1 \). Finally, \( \mathcal{U} x_k \to \mathcal{U} x \) strongly in \( Y \), \( \mathcal{L}(x_k, u_k) \to \mathcal{L}(x, u) \) weakly in \( V \), \( \mathcal{L}_o(x_k, u_k) \to \mathcal{L}_o(x, u) \) weakly in \( V_0 \). Here, we take \( f_o = 0 \), the requirement concerning the sets \( \Omega \) are vacuous, and we take \( U'' = E_1 \), a fixed convex closed set. Also, we take \( \psi = 0 \). In view of Section 8, the integral \( I \) above has an absolute minimum in \( \Omega \).

9.10. Let \( G \) be any bounded open subset of the \( t \)-space \( E_s, t = (t^1, \ldots, t^n) \), let \( S = [L^p(G)]^n \) for given \( p > 1 \) and \( n \geq 1 \), let \( K(t, s) \) be a given \( s \times n \) kernel matrix defined and continuous in \( \text{cl} G \times \text{cl} G \), and let \( \mathcal{U}, \mathcal{L} \) be defined by

\[
(\mathcal{U} x)(t) = \int_G K(t, s) x(s) \, ds, \quad \mathcal{L} x = x,
\]

hence \( \mathcal{U} : S \to Y = [L^p(G)]^n \), \( \mathcal{L} : S \to V = [L^p(G)]^n \). If \( x_k \to x \) weakly in \( S \), then \( \mathcal{U} x_k \to \mathcal{U} x \) strongly in \( L^p \), and \( \mathcal{L} x_k \to \mathcal{L} x \) weakly in \( V \). We consider here the problem of the minimum of the multiple integral

\[
I[x] = \int_G f_o(t, \mathcal{U} x)(t, x(t)) \, dt.
\]

We assume here that \( f_o(t, y, v) \), or \( f_o : \text{cl} G \times E_s \times E_n \to E_1 \), be a given continuous real-valued function, convex in \( v \), \( v = (v_1, \ldots, v_n) \), and satisfying a growth condition of the form \( f_o(t, y, v) \geq \Phi(|v|) \). Here, \( \Phi(\xi), 0 \leq \xi < \infty \), is a given real-valued continuous function with \( \Phi(\xi)/\xi \to +\infty \) as \( \xi \to +\infty \). Then, for some constant \( c \geq 0 \), we have \( \Phi \geq -c \) and, hence, \( f_o \geq -\psi(t) \) with \( \psi = c \), a constant function. In view of Section 7, the integral above has an absolute minimum in \( S \). This example was considered by Fichera in Ref. 9. In view of the same Section 7, the integral \( I[x] \) has an absolute minimum also in the class \( \Omega \) of all elements \( x \in S \) satisfying a relation

\[
\int_G K_1(t, s) x(s) \, ds = f_1(t) \quad \text{a.e. in } G,
\]

where \( f_1 \) is a given \( r \)-vector continuous function in \( \text{cl} G \) and \( K_1(t, s) \) is a given \( r \times n \) kernel matrix defined and continuous in \( \text{cl} G \times \text{cl} G \).
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