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ABSTRACT

An approach to edge detection using the direction information provided by
ioth the gradient masks and template masks operators is examined. The edge
lirection is used to trace an edge segment. Five edge operators developed using
his approach are discussed. An evaluation of their performances compared to
onventional operators like the Sobel operator, three-level template matching
perator and the Frei-Chen operator indicates they produce better connected
dge segments and thinner edges. Results of applying these edge detectors to
eal-world images are also presented.



1. Introduction

The fundamental step of image analysis is segmentation, which partitions
the image into individual objects. One method of segmentation is gray level
edge detection. The output of edge detectors are usually linked together to
form continuous boundaries for further processing, such as shape analysis.
Hence, besides the accuracy in edge location, desirable features of the output

 should also include thinness and continuity of edge segments.

One approach to the problem of edge detection is the parallel algorithms
which are discussed by Davis [1]. The parallel enhancement/thresholding algo-
rithms use spatial operators to enhance the original image to form an edge

enhancement strength map. The value of the edge strength map at each pixel
is a function of the two-dimensional spatial ‘convolution of the spatial operators
and the image subarea in the neighborhood of that pixel. Typically, these spatial
operators are 3 x 3 or 2 x 2 windows. The strength map contains values that
are high at areas with Ia/rge change in gray level and low at areas with almost
constant gray level. A thresholding decision can then be applied to the strength

map to determine the presence or absence of edge points.

The spatial operators can be differential operators (e.g. gradient-like
operators) or template matching operators: Both types of operators provide a
measure of the rate of increase/decrease of the gray level as well as the direc-
tion of the maximum increase/decrease. The direction information at any point
can be used to determine the edge direction. Robinson [2] showed that the edge
direction information can be used to improve the performance of the

enhancement/thresholding edge detectors.

This paper presents an edge detection algorithm that makes use of direc-
tion information for connectivity analysis. The basic scheme of the method is

shown in Figure 1. The decision strategy classifies a pixel as an edge point
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Figure 1. Overview of Proposed Edge Detection Algorithm

" according to its location, strength of the edge enhancement map, edge direc-
tion, and the gré}: level value at the pixel. The strength map is thresholded and
connectivity analysis is used to trace an edge segment. This segmentation-
following-enhancement approach can be implemented as a sequential edge

detector.

Based on different connectivity strategies and methods of thresholding the
strength values, five edge operators have been implemented. An empirical
evaluation of their performance under additive white Gaussian noise and salt-
and-pepper noise as well as the results of application of these edge operators to

real-world images are presented.

2. 3 x 3 Spatial Operators

In this section we introduce the types of edge operators used in our study
and how the direction or angle information of these operators is obtained. The
inner product of a 3 X 3 mask and 3 x 3 image subarea is defined as (the nota-

tion is due to Frei and Chen[3]):
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Two types of spatial operators have been considered: the differential opera-
tors and the template-matching operators. Differential operators implement a
discrete gradient-like function and are of the form shown in Figure 2. The gra-
dient of a function has a magnitude that measures the maximum rate of
increase of the function and a direction that points towards the maximum rate
of increase. Let X be the 3x3 subarea of the input gray-level image f centered

at (i,j). We define discrete differentiation at pixel (¢,7) in the y direction as:

(G,.X) = [cxf (i.j+1)+f (i+1.j+1)+f(i~1.j+1)J

- {cxf (L7-1)+f(i+1,j-1)+f (i-l.j—l)} (R)
-1 0 1 -1 -c -1
-c 0 ¢ 0 0 O
-1 0 1 1 ¢ 1
Gy Gz

Figure 2.  Differential Gradient Operators
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This is.the difference of two weighted averages of f centered at (i,j+1) and

(i,j—1). The weight is determined by the value of c¢. Similarly, discrete dif-

ferentiation inx direction is:- - - - - - -
(G .X) = {c XfA+1,7)+f(@+1,j+1)+f (i-l-l,j—l)}

- {cxf(i—l,j)+f(i—1.j+l)+j (i—l,j—l)} - (3)

This is the difference of two weightéd averages of f centered at (i+1,j) and

(i—1,7). The weight is determined by the value of c.

The strength of the enhancement map at pixel (i,j) is the magnitude of the

gradient at (i,7) and is defined as:

m(ij) = V(G.X)* + (G .X)* (4)
and direction (or angle) of the gradient at pixel (i,7) is defined as:

8(i,j) = tan“%—gi-% (5)

The isotropic gradient masks that we have used have ¢ = V2.

The template matching operators do not produce a gradient-like magni-
tude. Instead, they produce a discrete differentiation in each of eight specific
directions using a set of eight templates (Figure 3 shows one such set). The
strength of the enhancement map at (,j) is the maximum output value from

these eight templates.
k

where W.'s are the template masks.

The direction value ¥(i,j) corresponds to the direction associated with the larg-

est output. The set that we have used is the 3-level template masks [2] as shown



in Figure 3.

3. Edge Detection by Contour Tracing
In this section we discuss a new class of contour tracing edge detectors. We

present first an overview of the algorithm and describe various properties and

threshold selections.

3.1. Algorithm

We shall assume that the edge direction at any point is perpendicular to the

gradient direction. We define the edge direction at spatial coordinate (%,j)

d(i,j) to be
. .o T
(i) =9(ij) - 5. (7)
where 9(i,5) = direction value found by the spatial operator.
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Figure 3. 3-level template masks.




Depending on the connectivity scheme, d(,j) can be quantized to one of 8

values using chain codes.

In general terms, to be classified as an edge point, a pixel must be at the
appropriate spatial location relative to a previously found edge point, have an
edge direction that provides good continuation with previously found edge
points, and have m(i,j) (i. e., edge strength) above a certain threshold. The
gray level of the point and its neighbors can be used to vary this threshold from

pixel to pixel. This is useful when correcting for illumination variance effects.

This approach is similar to Davis’ sequential edge detection procedure [1]
and Rosenfeld and Kak's omnidirectional tracking algorithm [4]. Davis pointed
out that the critical components in detecting edges sequentially are the choice
of a good starting point, the dependence structure, and the terminating cri-
terion. Rosenfeld and Kak’'s omnidirectional tracking algorithm for curve follow-
ing scans the picture systematically and looks for points that meet a detection
criterion. When such a point is found, a tracking criterion is applied to the
neighborhood of that point to determine a next point. If no such point can be
found, tracking of that branch terminates.‘ The algorithm ends when the sys-

tematic scan is completed.

In our decision strategy, the picture is scanned row by row. Our criterion
for a good starting point is for the edge strength value to be above a preset
threshold. Two criteria that use both the strength value and the edge direction

for determining the next edge point have been considered.

We have implemented the decision strategy using a tracing algorithm that
is similar to the one described by Graham [5]. The algorithm has two modes: a
search mode that searches for a contour start point and a trace mode that
traces an edge segment. The algorithm starts in the search mode. Starting at

the upper left corner, it searches for a pixel with m.(i,j) above a preset contour



start threshold and which is not already an edge point. This contour start point

is classified as an edge point, and the algorithm enters the trace mode and

begins to tracean edge segment. -

Consider a 3 x 3 window centered on an edge point that has just been found.
If the edge direction at the center pixel points in the direction
d ( de¢{01,..,7} ) then only the 3 neighbors corresponding to (d — 1), d, and
(d + 1) (mod B) are considered as candidates for the next point on the edge.
Two criteria for determining the next point have been considered: one
emphasizing the edge strength value and the other emphasizing the edge direc-

tion value. Both of them will be discussed in detail below.

After determining the next edge point, the window is moved to that pixel
and another edge point is searched for. If no next point can be found, the edge
segment is terminated. The newly found contour is merged with any previously
found contours if they are connected to each other. If the contour length is
below a minimum value, the contour is rejected. The algorithm then returns to
the search mode at the neighbor of the original contour start point to search for
the next start point. The algorithm terminates when the lower right corner is

reached.

3.1.1. Strength Based Next Point Criterion

The strength based criterion checks a connectivity condition first. The con-

nectivity condition is satisfied if

d-1<dy<d+1 (mod 8) (8)
where d;, = edge direction of the neighbor under consideration

d = edge direction of center pixel
In this case, the edge direction values would have already been quantized to be

one of eight values as discussed above. Among those pixels that meet this



connectivity condition, the next point is chosen to be candidate i if

my >my; for all j#i
and m: > ed_ge poi.nt threshold. ﬂ (9)

where m;, m; are strength values of candidates 4 and j.

3.1.2. Direction Based Next Point Criterion

The direction based criterion first rejects those candidates with strength
below an edge point threshold. The connectivity condition for this criterion is

based on previous work by Kitchen and Rosenfeld [6].

Let a(a,p) = ‘1 - lg—;:—d’ (10)

where a,8 are angles with values between 0 and 2w

then 7, = a(d,dk)xa(g.k,d) (11)

where d;

edge direction of mneighbor k

d edge direction of the center pizel.

In this case, the edge direction values range from 0 to 2w. 7, is computed for
the three neighbors lying to the left of the gradient. The next point is chosen to

be candidate i if

r>7; for all j#i

and 7; > continuity threshold. (12)

3.2. Threshold Selection

Three different methods for thresholding the strength values discussed

in Sections 3.1.1 and 3.1.2 have been considered.



(1)

3.3.

The strength value found by the spatial operators can be thresholded by a
constant. This is computationally efficient. However, when the illumination
isnot even throughout-the picture, edges in areaswith poor lighting tend to

be missed.
In the case of template matching operators, a locally adaptive threshold
(2] is defined for every point (i,5) as:

maz |(#,.%)|

IAT(ij) = =2 T (13)

where W;'s are the template masks.

and Mg is the lowpass mask:

L

Mo = 15

1
2
1

(A" B S AV )

1
2 (14)
1

This LAT value can be used as the strength value.

In the case of gradient operators, the strength value can be modified as

_ (G X6, X)?

X (15)

m(i.5)

This is the Frei-Chen classification rule discussed in [3].

Edge Detectors Implemented

From the above discussion, different edge detectors can be developed dsing

various combinations of spatial operators, next-point criteria, and threshold

selection methods. The spatial operators, which can be gradient masks or tem-

plate masks, are used to generate an edge strength map and an edge direction

map. The edge strength map is then scanned row-by-row from the top left

corner for a contour start point that has strength value above a contour start

threshold and is not already an edge point. This start point is then classified as
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an edge point. Once we are on an edge segment, either of the the two next point
criteria that use both strength and direction information can be used to search
for the next point on the contour. If no next point-can be found; the contour is
terminated and it is merged with any previously found contours that are con-
nected to it. If a contour is toé short, it is rejected. After tracing a contour, the
edge detector returns to look for another contour start point until it reaches

the lower right corner of the image.
Five edge detectors have been implemented:

(1) isotropic gradient masks, the strength based next-point criterion, and fixed

threshold.

() isotropic gradient masks, the strength based next-point criterion, and

Frei-Chen classification rule.

(3) 3-level template masks, the strength based next-point criterion, and fixed

threshold.
(4) 3-level template masks, the strength based next-point criterion, and locally

adaptive thresholds.

(5) isotropic gradient masks, the direction based next-point criterion, and

fixed threshold.

4, Performance

The desirable features of the output of an edge detector include accuracy
of edge location, good continuation and thinness of edge segments. The new
edge detectors that were presented above were evaluated using Pratt’s Figure of
Merit [7] and Kitchen and Rosenfeld's Measure [6] (see below). Also included in

the tests for comparison are:

(1) Sobel operator
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(2) Isotropic gradient operator

(3) Frei-Chen operator

(4) 3-level template matching operator

(5) B3-level template matching operator with Locally-Adaptive Thresholds

The above operators do not use direction information. Robinson [2] pro-
posed an edge detection algorithm that uses spatial operators to enhance a
picture to form a magnitude map aqd an edge direction map. Both magni-
tude and direction value are then used to decide if an pixel is an edge point.
The following operators are implemented with the Robinson's connectivity

test and are included in our tests:
(8) Sobel operator with Robinson's connectivity test
(7) Isotropic gradient operator with Robinson's connectivity test
(B) Frei-Chen operator with Robinson's connectivity test
(9) 3-level template matching operator with Robinson's connectivity test

(10) 3-level template matching operator with Locally-Adaptive Thresholds and

Robinson's connectivity test

Independent Gaussian noise was added to test images (discussed below) at
signal to noise ratios of 100, 50, 20, 10, 5 and 2. Following Pratt’s notation [7],

the signal to noise ratio SNR is defined as:

2
h

SNR = (18)

where h is the edge height and ¢ is the standard deviation of the noise.

Salt-and-pepper noise was added to test images at bit error probabilities of
1075, 1074, 1072 and 1072 The bit error probability is the probability that a par-

ticular bit of the image is toggled.
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4.1. Pratt's Figure of Merit

Pratt's Figure of Merit assesses edge location accuracy by the displacement

of detected edge points from an ideal edge. The Figure of Merit is defined by:

I
1.4
R=1TL

1+otd2 (17)

where I, = max(/;,]4)

Ir = number of ideal edge points
Iy = number of actual edge points
d = displacement of actual edge points from ideal edge

a = scaling constant.

For our tests, we choose a = -é— .

The test image used was 12B X 128 pixels and consisted of a left panel with
gray level 115, a right panel with gray level 140, and a single central column of
_gray level 127. Figure 4a contains plots of the measure vs. SNR énd Figure 4b
contains plots of the measure vs. Bit Error Probability. In both of these plots,
the thresholds for all operators were kept constant for all noise levels. The
thresholds for the operators (1) to (10) of Section 4 were chosen so that the Fig-
ure of Merit is maximized at the lowest noise level. This is more realistic
because in real life we rarely have control over the degradation of the picture

that we are processing.

4.2. Kitchen and Rosenfeld's Measure

This measure is based on the continuation and thinness of the edges. The

measure £ is defined by

E=9C+(1=-9T (18)
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where C is the continuation measure,
T is the thinness measure and

7 is the scaling constant.
We have chosen ¥ to be 0.8 in our tests. T is the fraction of the remaining
six pixels of the neighborhood that are not edge points. The continuation meas-
ure C is the average of the best continuation at the left and at the right. The

best continuation at the left is the maximum value of the function:

a(d,dk)xa(%]g,d + -121) if meighbor k is an edge point

(19)
L{k) = 0 otherwise.
where d, and d are directions returned from the spatial operators for the 3

neighbors to the left of the center pixel relative to the directions returned from

the spatial operators, and a(a,f) is as defined in Equation 8.

Similarly, the best continuation at the right is the maximum value of

a(d,dy)X a (%’E,d - -’21) if meighbor k is an edge point

RE) = . (R0)

otherwise.

where d, and d are directions returned from the spatial operators for the 3
neighbors to the right of the center pixel relative to the directions returned

from the spatial operators.

The test image used was a "rings” image similar to the one used by Kitehen
and Rosenfeld [68]. This image consisted of concentric rings with alternate pixel
values of 115 and 140. The image was generated as a 512 x 512 image and then
reduced to 128 x 128 pixels by replacing 4 X 4 blocks with the average pixel
Value. of the block. This test image provides edges at all possible orientations.
Figure 5a contains plots of the measure vs. SNR and Figure 5b contains plots of

the measure vs. Bit Error Probability. In all of these plots, the thresholds for all
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operators were kept constant for all noise levels, and thresholds were chosen as

in Section 4.1.

5. Discussion

The edge detectors implemented have been applied to real-world images.
The results are shown in Figure 6 and compared to the Sobel operator and the
Frei-Chen operator. While all operators can detect most of the edge points, the

new edge detectors produce thin and connected edges.

The results of the tests in Section 4 provides a quantitative measurement
of the capabilities of various operators to pfoduce well-formed edges. The plots
in Figure 4 show the difference in performance between the operators with and
those without edge direction information can be quite distinct for all noise lev-
els. Peli and Malah [8] have pointed out that Pratt's Figure of Merit does not
always give sufficient information about the resulting edge pictures, especially
when the edges are broken. While the Kitchen-Rosenfeld Measure supplements
this by measuring the continuation and thinness of the resulting edges, other
problems can arise. When more edge points than ideal edge points were
detected, Pratt's Figure of Merit (Equation (17)5 can be viewed as the average of
the weighted deviation values of the actual edge points. Since false edge points
closer to the ideal edge have higher weights than those farther away, eliminating
those false edge points with higher weights can result in a decrease of Pratt's
Figure of Merit. This is especially significant when the false edge points are not

evenly distributed across the image, such as in the form of artifact segments.

A similar phenomenon occurs when fewer edge points than ideal edge points
were detected. The normalization factor in Equation (17) would then be the
number of ideal edge points to penalize the missed edge points. In this case,
eliminating any false edge points located anywhere in the image will lower

Pratt's Figure of Merit, since less terms are included in the summation in
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Equation (17), while the normalization factor is kept constant.

It should also be noted that the weighted deviation approach is effective
and, indeed, important for penalizing smeared and offset edges. However, when
a 3x3 edge operator is applied to a ramp edge (Figure 7), any edge points
detected outside a 3-pixel wide strip centered at the ideal edge point are caused
by noise. Hence, it is not always desirable to weighﬁ false edge points when

evaluating 3x3 operator-based detectors.

Kitchen and Rosenfeld's Measure provides information about the thinness
and good continuation of edge segments. The plots in Figure 5 show that the
new operators perform better at all noise levels. However, the separation
between the performance of operators that use contour tracing and that of
operators that do not is not so marked for the Kitchen and Rosenfeld's Measure
in the presence of salt-and-pepper noise. This is because, as pointed out by
Kitchen and Rosenfeld[6], isolated noise points tend to produce locally well
formed edge segments which receive favorable scores with the Kitchen-
Rosenfeld Measure. Moreover, notice that this measure does not have a wide

range over different noise levels. This is partly due to the fact that while the

4&
Ideal Edge Point

Figure 7. Ideal Ramp Edge.
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accordingly to minimize unwanted background noise and to produce well-formed
edges.
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Figure 6(a). Examples of applying various edge operators.

Upper Left: Original image.

Upper Right: Output from Edge detector (1) in Section 3.3.
Lower Left: Output from Frei-Chen operator.

Lower Right: Output from Sobel operator.



Figure 6(a). Examples of applying various edge operators.
Upper Left: Output from Edge detector (2) in Section 3.3.
Upper Right: Output from Edge detector (4) in Section 3.3.
Lower Left: Output from Edge detector (5) in Section 3.3.
Lower Right: Output from Edge detector (3) in Section 3.3.



Figure 8(b). Examples of applying various edge operators.
Upper Left: Original image.

Upper Right: Output from Edge detector (1) in Section 3.3.
Lower Left: Output from Frei-Chen operator.

Lower Right: Output from Sobel operator.



Figure 8(b). Examples of applying various edge operators.

Upper Left: Original image.

Upper Right: Output from Edge detector (1) in Section 3.3.
Lower Left; Output from Edge detector (5) in Section 3.3.
Lower Right: Output from Edge detector (3) in Section 3.3.
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