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This presentation deals with the evaluation and transformation 
of linear forms. Especial emphasis is given to implicit methods in 
which it is not necessary to find the explicit values, x i . The relation 
of the Aitken triple product matrix CA-1B to the result of a linear 
transformation of linear forms is noted, and the numerical computa- 
tion of this triple product matrix is indicated with the use of the 
simple Abbreviated Doolittle solution. Application is also made to 
the evaluation of A -1 and of A-IC. 

1. Introduct ion.  
I t  is f requent ly  desired to find the value of a l inear  fo rm when 

the values of the  variables  are  given implicit ly by a set of l inear equa- 
tions. Thus we may wish to find the value of the l inear  fo rm 

eh~ xl + a~ x~ + a3~ x3, (1) 

i > 3, when the values of x~, x.,, x3 are  implicit ly defined by the equa- 
tions, A ~ 0 ,  

(~I1 Xl "~ a~l x2 -~- a31 X3 = a41 

al~ x~ + a~2 x~ + a~ x~ =a4~_ (2) 

ala xl -~ a~a x~ • a~a x.~ = a4~ . 

I t  is the purpose of  this paper  to show how the methods and notat ion 
of ear l ier  papers  (1) (2) can be used in evaluat ing the general  l inear  
form.  Special emphasis  is given to implicit  solutions which give the 
value of the fo rm wi thout  finding the explicit  values of the variables 
in the  form.  

In  many  problems i t  is desired to evaluate simultaneous l inear  
forms.  F o r  example, we may  wish to evaluate  (1) f o r  a series of 
values, i ,  when in each case, the  values of  x~, x~, and xs are  implicit ly 
defined by the equations (2) .  Application is made in this  paper  to a 
number  of  such si tuat ions and i l lustrat ions a re  given. In many  of  
these cases it  is desirable to t rans la te  the par t icu la r  problem and the  
indicated solution to ma t r ix  notation.  
2. The Basic Theory.  

The basic problem is indicated by the three-var iable  i l lustrat ion 
above. We can solve fo r  x~, x~,, and x~ in equation (2) by improved 
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methods (1) and then substi tute in equation (1) but it  is usually pref- 
erable to find the value 

a~ x~ + a~ x~ + a~ x~ - -  a,~ (3)  

wi thout  finding the values of x~, x~, and x~. This means tha t  the 
three  equations of (2) wi th  A :~ 0 and the additional equation (3) 
mus t  be satisfied simultaneously. The condition for  this is tha t  

a l l  a~l t~31 --a41 

~12 0*22 a ~  - a,~ 

¢~, a~, a:~, - - a ~  

: 0 .  (4) 

I t  follows that  A --  la~kl : 0 wi th  the minor of a,~ :/= 0. I f  we use the 
method of single--divisio-fi-for evaluating determinants  (or any of its 
variat ions)  (2), we get 

A - -  a11 a22.1 a~a.~2 a4~.l~3with a~ a~2.~ a~ .~  #: 0 .  

I t  follows tha t  

a4 i .12~  - - -  0 : a ~ i  . . . . .  
('~11 ff '22'I  {*~33,12 :~ 

and hence the value of the linear form is 

a4~ ~-~ a~i b41 + a2i.~ b,2.~ + a~i.~2 b43.~-_. (5) 

An al ternat ive fmTn is 

a.4~ - -  a4~ b~i + a~2.1 b2;.~ + a~.~ b3~.~2. (6) 

In many practical problems the matr ix  of the coefficients of (2) 
is symmetric.  In such a case A is "almost  symmetr ic"  (2, p. 200) and 
abbreviated methods are applicable. In part icular  the Abbreviated 
Doolittle method is applicable. We add an additional Column, a~ ~ a ~ ,  
a~2 ~ a.:~, a,a ~ a~ and the value of a,; can be wr i t ten  

a~ : ai~ b~ + ai~.~ b~.~ + a~:~.~ b43.~.~. (7) 

The method is i l lustrated in Table 1 where the theoretical presenta- 
tion is given in the left  and the actual three-place solution of 

.400x~ + .600x_~ + .800x~ ~- "; with 

.800xl + .480x2 + .360x:~ : 1.000 
(S) 

.480x~ + .800x~ + .360x:~ : .000 

.360x~ + .362x~ + .860x~ : .000 
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given on the right.  

TABLE 1 
Impl ic i t  E v a l u a t i o n  of L i n e a r  F o r m - - A b b r e v i a t e d  Dooli t t le  Method  

.360 

.703 

.519 

.789 

- .144 

Application of (7) gives (see the underscored terms of Table 1) 
a~i = (.400) (1.250) + (.360) ( -1 .172 )  + (.519) ( - . 4 2 7 )  : - . 1 4 4 .  

Application of the al ternat ive formula (6) yields 
a,~ = (1.000)( .500)  + ( - . 6 0 0 ) ( . 7 0 3 )  + ( - 2 8 1 ) ( . 7 8 9 ) = - . 1 4 4 .  

It  is possible to use the methods of multiplication and subtract ion 
similarly. Thus 

A4i'123 
I = = 0 s o  t h a t  A4~.123 --:- 0 ,  

0 : { (CGi  0,11 - -  a,4,  a l ~ ) A , a . : . l  - A~._,., A.,_~.,} A:~.~ ,.. - A ,.:.,. A . ,  ~.,, and 

a,41 a.i~ + A~2.~ Ai.2.1 A43 I2 ~4i3.t2 
a, ,  i ~ + 

The Compact  solution of the problem above is presented in Table 2. 
The basic theory has been worked out and il lustrated in some detail 
for  the ease of 3 variables. The general development for  the ease of 
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a l a r g e r  n u m b e r  of  va r i ab le s  is v e r y  s imi la r  to  t h a t  out l ined above.  
3. The  Squa re  of  the  Mul t ip le  Cor re l a t ion  Coefficient. 

One of  the  mos t  i m p o r t a n t  ampl ica t ions  of  the  above  t h e o r y  is to 
the  p rob lem of  d e t e r m i n i n g  the  mul t ip le  co r r e l a t ion  coefficient wi th-  
ou t  f inding the  fl's. The  square  of  the  mul t ip le  co r re l a t ion  coefficient 
is a l inear  f o r m  in the/~ 's .  

r 2 o . 1 ~ . . . , - -  % 1  f l ~ . 2  ..... + r~.,.flo~.13 ..... + . . .  + r,,,, /3,,,.12 ...... 1 , 

w h e r e  the  fl's a re  impl ic i t ly  g iven  by  the  n o r m a l  equa t ions  which  have  
the  co r re l a t ions  as  coefficients. T h e  squa re  o f  the  mul t ip le  c o r r e l a t i o n  
is r ead i ly  ob ta ined  f r o m  the  f o r w a r d  solut ion of  the  no rma l  equa t ions  
w i t h o u t  go ing  t h r o u g h  the  back  solut ion.  In  fac t ,  i t  is possible to  ob- 
t a in  a l a rge  n u m b e r  o f  r e l a t ed  mul t ip le  co r r e l a t i on  coefficients r~.~:, 
r.~,.~23 ~:~.~3~,  r~ .~2 ,  % . ~ 2 3 ,  etc. f r o m  the  same f o r w a r d  solut ion.  
4. Th e  A l t e r n a t i v e  to  the  Back  Solut ion.  

I t  is c u s t o m a r y  to find the  values  of  x~, x : ,  and  x3 in such equa-  

TABLE 3 
Value of xi--Abbreviated Doolittle Method 

1.o 1:: :: 

. . . . . . . . . .  t . . . . . . . . . .  

1.0000 I •4000 I 

1.0000 ' 

....... . 5 0 0 0 -  { 

.5000 

.1000 

.1190 

.7381 

1.0000 

p , I 
• 'i 

.6 

.4 

.2 

.0 

.6000 

.6000 

.1600 

.1905 

-.1190 

.1612 

.5903 

.0000 

.2 

.4 

.6 

.8 

.2000 

:2000 

.8200 

.3810 

.4619 

.6258 

.6935 
r 

L 1.1748 

1•0 0 

0 1.0 

0 0 

1.0000 .0000 1 
. . . . . . . . . .  I 

1.0000 .0000 

-.4000 1•0000 

-.4762 1.1905 

-.4524 -.1190 

-.6129 -.1612 

-.5966 -.2097 

-1.0107 -.3552 

-.9364 .0602 

t ~2 

0 0 

0 0 

1.0 0 

T 10. 
/ 

.0000 .0000 

.0000 .0000 

.0000 .0000 

.0000 .0000 

~•0o0o •oooo 

1.3548 .0000 

.1612 1.0000 

.2731 1.6941 

.8152 1.1748 

x a x~  
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tions as (2) by use of the "back solution." However xl is a special 
case of the l inear form with a~ = 1 ,  a~ = 0 ,  a~_~= 0 .  Similarly x~ 
is a special case with a~ - -  0 ,  ~ - - 1 ,  ~ _ ~  0 .  I t  is a t  once possible 
to find x l ,  x.~, or x~ by the methods outlined above. In the first 6 col- 
umns of Table 3 there is presented the Abbreviated Doolittle Solution 
for  x, in the case of the four-variable problem 

with 

x~ + .4x: + .5x~ + .6x~ = .2 

.4x~+ x. ,+ .3x~+.4x4---- .4  

. 5 x ~ + . 3 x 2 +  x~+.2x,---- .6 

.6x, + .4x., + .2x~ + x~---.8 

X,---~ ? 

(9) 

xl--:- (1.0000) (.2000) + ( - .4000)  (.3810) 

+ ( - .4524)( .6258)  + ( - . 5 9 6 6 ) ( 1 . 1 7 4 8 ) = - . 9 3 6 4 .  

The last three columns of Table 3 give the values of x~, x~, and 
x4 similarly. The simultaneous calculation of these four  forms pro- 
vides information equivalent to tha t  of the conventional back solu- 
tion. 

The Compact method can be used also. 
5. The Implicit Transformat ion  of Linear  Forms. 

I f  a~ = a~, and la~i[ =~ 0 for i ,  ] _< 3 and if a t ransformat ion  is 

expressed implicitly by the equations, 

all xl + ~ ,  x2 + a:~l x3 ---- a41 x4 + a~  x5 + a~  x~ 

~.j. x~ + a.~ x2 + a:~2 x~=a.12 x4 + a~., x5 + a6~ x~ (10) 

a~:~. xj + a~a x2 + a~a xa ---= a~3 x~ + a~3 x~ + a6~ x6, 

then it is possible to evaluate al~X~ + a ~ x :  + a3~x3 in terms of x~, x5, 
and x~ without  finding the explicit values for  x~, x~, and x3 in terms 
of x~, x.~ and x~ by the methods of the last section. The details are 
shown in first seven columns of Table 4. The six columns of (10) 
above are followed by the column ai~ where GiI ~--- a i t .  The Abbrevi- 
ated Doolittle method is applied and the values found from the for- 
mulas 

a~ = a~, bs, + ai~.l b,~., + ai3.~2 b~3.,2 (11) 

a~ --  a~, b~, + a~2., b6~.~ + a~.,2 b~3.,:. 
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The values of other forms such as a,~ x~ + a ~  x., ~ a:~i x~ , a ~  x ,  + 

o~ x~ + ~ xa,  etc., can be transformed at the same time. The work is 
shown in Table 4. 

TABLE 4 
Transformation--Abbreviated Doolittle Method 

___ ¢1'11 ' 

a l .  : 

(/~ .3 i 

(~1l ! 

~2L (~'3l 

¢~'22 a32 

(|2.3 f['3,~ 

b2~ bs~ 

(&22.1 a32.~ 

a33.12 

1 

i 

I 

a4!  I a5~ ' (l(;I 

~42 a52 (~2 

(/43 (I,. 3 ] (t,( 

a41 ] ~51 (161 

a42.1 ~ a52.l ~62.1 

b42.1 b~e.1 b~z.~ 

aa3.12 ff'53.12 (l(;z.12 

a 

aaJ asj a'G i 

a4k a5k ] (b6k 

all  aJl (~kl 

bL2.t b;_-.~ b ~ . t  

a;:~.12 (~j3.12 ak3.j2 

It seems to be wise to state the problem of the transformation of 
linear forms in matrix notatiom The implicit transformation (10) 
can be written A X  ~ B Y  where A and B are known and A is a singu- 
lar symmetric matrix. We wish to find D so that the matrix equation 
C X  ~ -  D Y ,  with C known, is also satisfied. Then X - ~  A - 1 B Y  and 
D Y  == C X  - -  C A - ~ B Y ,  so D ---- C A - ~ B .  In Table 4 the solution D is 
given in the last three rows while the values A ,  B ,  C are the succes- 
sive matrices of the first three rows. In order to evaluate a triple 
product matrix of the form C A - ~ E .  with A non-singular and sym- 
metric, it is necessary only to carry the Abbreviated Doolittle method 
throua-h A and make repeated use of formula (11).  

The evaluation of a triple product matrix of this type has been 
shown previously by Aitken who used the "method of pivotal con- 
densation" (3) (4).  Aitken used a bordering technique which neces- 
sitates considerable space. He also worked out his technique without 
assuming a s~mmetric A .  Now the abbreviation of the method of 
pivotal condensation is essentially the same as the Abbreviated Doo- 
little method (1) so, in case syrnmetry is present, it abbreviates to the 
method outlined above. Similarly the essentials of  the bordered re- 
suits of the Aitken method are given in the method above. It follows 
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that the methods of this paper may be viewed as abbreviation of the 
Aitken method of evaluating the triple product matrix when A is sym- 
metric. These abbreviations tend to simplify the presentation by 
eliminating unnecessary recording, by making the solution more com- 
pact, and by making the "ritual" easier and simpler if, as is usual in 
statistical work, the matrix A is symmetric. 

Important special cases are discussed and illustrated in the sec- 
tions following. 
6. The Inverse of a Matrix. 

The inverse of a matrix can be obtained by solving the matrix 
equation A X  ~ I .  This can be accomplished by the usual forward and 
back solutions. Another method of finding the inverse of a matrix, 
whose origins go back to work by Horst and Waugh (5) (6) and Cure- 
ton (7), has been presented in a previous paper (1). A third method 
is obtained as a special case of the technique of the last section. If  
B --  I and C ----- I ,  then D ---- A-1. It follows that it is necessary only to 
place the matrices in the order A ,  I ,  I ,  and to complete the Abbre- 
viated Doolittle solution. However, it is not necessary to record the 
columns under the second matrix I ,  since they are exact duplicates of 
the columns under the first matrix I and these first columns can be 
used in making the calculations. This elimination necessitates a slight 
adjustment in technique in calculating the final values, but this tech- 
nique is easily learned. The scheme is perhaps most quickly under- 
stood from an illustration. The problem used is that  given by Tucker 
(8) to illustrate the use of Aitken's method in getting the inverse of 
a matrix. Tucker used a variation of the method of single division 

TABLE 5 
The Inverse of a Matr ix  

(Tucker I l lustrat ion with Abbreviated Doolittle Method) 

.800 

.800 
1.000 

.480 .360 ] 

.360 ] 
J 600 .450 ] 

"512  .1-~1 
1.000 .281 

.658 
1.000 

f 

i 
I 
t 

1.000 
.000 
.000 

1.000 
1.250 

-.600 
-1.172 

-.281 
-.427 

2.073 

.000 
1.000 
.000 

.000 

.000 

1 . 0 0 0  
1.953 

-.281 
-.427 

-1.052 
2.073 

.000 

.000 
1.000 

.000 

.000 

.000 

.000 

1.000 
. 1.520 

-.427 
-.427 
1.520 
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and the bordered matr ix  of Aitken while the presentat ion here utilizes 
the more sat isfactory Abbreviated Doolittle method and the equations 
(11).  

The matr ix  A is followed by I .  The Abbrevia ted  Doolittle method 
is carr ied out. The values of the elements of  A -~ are  obtained f rom 
the entries of the three double rows above. Thus, 

2 . 0 7 3 =  (1.000)(1.250) + ( - . 6 0 0 ) ( - 1 . 1 7 2 )  + ( - . 2 8 1 ) ( - - . 4 2 7 )  
- -1 .052- -  (1.000) (.000) + ( - . 6 0 0 )  (1.953) + (--.281) (--.427) 

etc.  
Since A is symmetric,  A-' is symmetr ic  and the symmetr ic  values 
need not be duplicated. 

The reader  may wish to examine a recent  article by Hoel in which 
certain inverse mat r ix  methods are  compared. (9) 
7. The Solution of the Matr ix Equat ion A X  = B .  

The method can also be used in obtaining the values of X - -  A-1B 

since A - ' B  is a special case of CA-liB with C - -  I .  
As an illustration we use a problem of Ledermann (10, page 115) 

who used Aitken's method.  The Abbrevia ted  Doolittle solution is 
shown in Table 6. In this case we present  the mat r ix  I before  the 
mat r ix  B (though it can be inserted a f te r  B) .  The Abbrevia ted  Doo- 
little solution is carr ied out  and the value of  A - I B  computed. In the 
i l lustration the value of  A-' is also indicated, though it is not neces- 
sa ry  to obtain A -~ in order  to secure A - ' B .  

The compact method can be used also. 
8. Conclusion. 

I t  has been shown how to evaluate and to t rans form linear forms 
implicitly with the use of the Abbrevia ted Doolittle and Compact 
methods.  This technique leads to an abbreviated solution of Aitken 's  
triple product  matrix.  The chief purpose of the paper  is to demon- 
s t ra te  the relative ease and practicabil i ty of the Abbreviated Doolittle 
method in solving the problems discussed. The reader  will unders tand 
this point  bet ter  if he actually compares the solutions given here with 
the solutions indicated previously by such authors  as Thompson (3) ,  
Aitken (4) ,  Tucker  (8),  and Ledermann (10).  
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