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Abstract Prediction of machine tool failure has been very
important in modern metal cutting operations in order to
meet the growing demand for product quality and cost
reduction. This paper presents the study of building a
neural network model for predicting the behavior of a
boring process during its full life cycle. This prediction is
achieved by the fusion of the predictions of three principal
components extracted as features from the joint time–fre-
quency distributions of energy of the spindle loads ob-
served during the boring process. Furthermore, prediction
uncertainty is assessed using nonlinear regression in order
to quantify the errors associated with the prediction. The
results show that the implemented Elman recurrent neural
network is a viable method for the prediction of the feature
behavior of the boring process, and that the constructed
confidence bounds provide information crucial for subse-
quent maintenance decision making based on the predicted
cutting tool degradation.

Keywords Prediction . Neural networks . Prediction
confidence bounds . Boring process . Degradation

1 Introduction

In metal cutting operations, the condition of the cutting tool
plays a significant role in achieving consistent quality and
controlling the overall cost of the manufacturing process.
Considering the damage that tool failure can cause to a
machine tool and its peripheral components, it becomes
increasingly important in contemporary manufacturing to
predict and prevent machine failures, instead of allowing
the machine to fail and then react to the failure [1]. The
need to achieve near-zero-downtime performance has been
driving the shift from the traditional “fail and fix” (FAF)
practice to the “predict and prevent” (PAP) paradigm [2].

Since the paradigm of machine degradation assessment
was first introduced by Lee [3, 4] based on a quantitative
confidence value (CV) index of machine degradation,
research focus has been placed on the ability to predict the
future condition of a system by observing available
performance-related features extracted from various sen-
sors on the machine. This advanced capability of observing
past outcomes of a phenomenon in order to anticipate its
future behavior enables a more proactive approach to
condition-based maintenance (CBM).

The feature domain prediction approach used in this
paper is adopted from Engel et al. [5], where an implicit
assumption is made that signatures indicative of process
performance are available. Figure 1 illustrates this ap-
proach based on capturing the internal dynamics of
performance-related signatures F(t) using the past and
present realizations of feature vectors F(0), F(1),..., F(N) in
order to predict its future realizations FN(1) (one step ahead
of realization), FN(2) (two steps ahead of realization), etc.

In addition, each prediction is associated with an
inherent uncertainty of prediction, which is crucial for
proper interpretation of feature predictions and the use of
those predictions for intelligent and more proactive main-
tenance decision making [6]. If a region (or probability
distribution) of features describing normal process behav-
ior is known, then an overlap between the predicted
feature’s distribution and the normal behavior region
indicates the predicted probability that the underlying
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process will behave normally (denoted as the “predicted
confidence value” in Fig. 1). Furthermore, if a region (or
probability distribution) of features corresponding to a
particular failure mode is known, then a measure of the
overlap between that feature region with the predicted
distribution of process-related features would signify the
predicted probability of occurrence of that particular fault.

Traditionally, the prediction of the future condition of a
system is based on statistical methods such as autoregres-
sive moving average (ARMA) models [7]. More recently,
neural networks have been applied and found more effec-
tive than statistical methods [8, 9] for prediction in the
cases of nonstationary problems because of neural net-
works’ freedom from restrictive assumptions, such as
linearity, which are often needed to make the traditional
mathematical models analytically tractable.

However, in developing neural network techniques for
real-world applications such as providing the functional-
ities for key embedded components in mission-critical
systems [10], it is noted that it is also necessary to assess
the uncertainties inherent in the predictions [11]. Therefore,
it is desirable to construct prediction intervals over point
predictions generated by the neural network predictor.
Methods of computing prediction intervals based on boot-
strapping have been developed by Efron and Tibshirani
[12], but suffer from a high computational burden. On the
other hand, Huang and Ding [13] proved that asymptoti-
cally valid prediction intervals for neural networks can be
constructed using nonlinear regression.

The objective of this paper is to propose an Elman
recurrent neural network for predicting feature signatures
describing a manufacturing process, to investigate the fore-
casting performance of the proposed neural network model
on real data from a boring process, and to examine the
construction of prediction confidence intervals caused by
prediction uncertainty using nonlinear regression.

2 Neural networks for prediction

Since Lapedes and Farber [14] first applied multi-layer
feedforward neural networks for forecasting purpose, ex-
tensive research work has been devoted to using neural
networks for prediction in a variety of application areas.
Most studies have been based on the straightforward multi-
layer feedforward neural networks. However, recurrent
neural networks have been found to be very powerful in
forecasting because they are capable of storing the previous
states of the system through the recurrent connections [15–
18]. Consequently, several researchers have confirmed the
superiority of recurrent neural networks over the feedfor-
ward neural networks for nonlinear time series prediction
[19–23]. The Elman recurrent neural network, which is one
type of recurrent neural network, has shown promising
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potential for the prediction of polymer product quality [24],
dissolution profiles in pharmaceutical product develop-
ment [25], and chaotic time series [26, 27]. In this paper, an
Elman recurrent neural network is implemented for the
feature signature prediction of a boring process.

2.1 Elman recurrent neural network (ERNN)

An ERNN, proposed by Elman, is one kind of globally
feedforward locally recurrent neural network model. The
structure of an ERNN is illustrated in Fig. 2. It consists of
four layers: input layer, hidden layer, context layer, and
output layer. An ERNN has certain unique dynamic char-
acteristics not displayed by static neural networks, such as
back propagation and radial basis function neural net-
works, because of a set of context nodes storing the pre-
vious realization of the internal network states.

For example, an ERNN has a sigmoid activation func-
tion in its hidden layer and a linear activation function in its
output layer. Then, the internal network states At at time t
are:

At ¼ tan sig LW1;1At�1 þ IW1;1P þ b1ð Þ (1)

where At−1 is the internal network state at time t−1, P is the
time series data from Xt−1 to Xt−d, LW1, 1 and IW1, 1 are
network weights, and b1 is the network bias, tan sig is a
sigmoid activation function.

Then, the network prediction output Xt at time t is:

Xt ¼ purelin LW2;1At þ b2ð Þ (2)

where LW2, 1 is a network weight, b2 is the network bias,
and purelin is a linear activation function.

These distinct recurrent connections of At−1 through
context nodes allow the ERNN to both detect and gener-
ate time-varying patterns, which is essentially useful in
prediction.

3 Quantifying prediction uncertainties by prediction
intervals

As an empirical modeling tool of a physical system, neural
networks have been used widely in control and optimiza-
tion applications. However, a model of a physical system
has error associated with its predictions due to the depen-
dence of the physical system’s output on unobservable
quantities. Therefore, a method to quantify the accuracy of
the predictions from neural network models is desired. A
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neural network model can be simply viewed as a nonlinear
regression model:

yi ¼ f xi; �
�ð Þ þ "i i ¼ 1; . . . : nð Þ (3)

where xi are the inputs, yi are the outputs, θ* are the true
values of the set of parameters θ, and the errors ɛi are
assumed to be independently and identically distributed
following a Gaussian distribution N(0, σ2) with mean zero
and variance σ2.

Therefore, standard asymptotic theory from nonlinear
regression can be applied to derive prediction intervals for
neural network models [13]. Let b� be the least squares
estimate of θ*, obtained by minimizing the error function:

S �ð Þ ¼
Xn

i¼1

yi � f xi; �ð Þð Þ2 (4)

for a training set (yi, xi), i=1,..., n. The predicted output of

the neural network, for the input x0, is by0 ¼ f x0; b�
� �

:

Then, asymptotic linearization by applying the well known
Taylor series expansion to the first order can now be used

to approximate f x0; b�
� �

in terms of f (x0; θ*):

f x0; b�
� �

� f x0; �
�ð Þ þ f

0
0
b� � ��
� �

(5)

where:
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(6)

Then, an approximate 100*(1−α) percent prediction
interval for by0 can be described by Seber and Wild [28] as:

by0 � t�=2;n�ps 1þ f
0
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where tα/2,n−p is the t distribution with n−p degrees of
freedom, and:
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Table 1 Summary of the ERNN models applied for the three
features

Feature Number
of
inputs

Number of
hidden neurons

Training
algorithm

Number of
training epochs

1 13 7 Traincgb 21
2 11 6 Traincgb 17
3 17 9 Traincgb 36



F is the Jacobian matrix of neural network outputs with
respect to its parameters. The matrix F has dimensions n×p,
where n is the number of samples used to obtain b�; and p is
the number of parameters θj which composes b�: The un-
biased estimator of σ2 is:

s2 ¼
Pn
i¼1

yi � f xi; b�
� �� �2

n� p
(9)

4 Building a neural network model for the feature
behavior prediction of the boring process

4.1 Feature extraction of spindle load signal
of the boring process

Due to the non-linearity of the boring process, the spindle
load signal during the operation is highly non-stationary.
Therefore, non-stationary signal analysis tools are needed
for the prediction of signatures extracted from sensor
readings obtained during the boring process. In this paper,
joint time–frequency signal analysis is used to simulta-
neously decompose signal energy in the time and frequen-
cy directions [29]. Following Djurdjanovic et al. [1], the
principal components of moments of the joint time–fre-
quency signal energy distribution are used as features de-
scribing the spindle load readings. Signatures from 351
boring process cycles are obtained from the load signal
time–frequency distribution, and their behavior is predicted
using an ERNN prediction tool, as shown in Fig. 3.

4.2 Neural network model construction

Despite many sfatisfactory characteristics of neural net-
works, building a neural network model for a forecasting
problem is not a trivial task. Modeling issues that affect the

performance of a neural network must be considered
carefully. One critical decision is to determine the neural
network type and appropriate architecture, such as the
number of input nodes (the number of past observations)
and the number of hidden neurons. Other network design
decisions include the selection of the training algorithm and
the training data. Figure 4 shows a flowchart of the im-
plementation for building a neural network model for fore-
casting. The process starts with the extraction of features
associated with system performance. Subsequently, one
needs to select data for network training and validation, as
well as network parameters. The selection of network pa-
rameters is achieved by repeating the training of the neural
network with different sets of parameters and keeping the
neural network architecture with minimum validation er-
rors. Then, it is possible to accomplish a prediction based on
the constructed neural network model, and to construct
prediction intervals to address prediction uncertainties.

Fig. 7 Forecasting the behavior of feature 2 with 95% prediction
intervals

Fig. 8 Forecasting the behavior of feature 3 with 95% prediction
intervals

Fig. 9 Prediction based on the fusion of three features starting from
cycle 260



In this research, samples of the first 200 cycles from each
of three features of the boring process are used to construct
a separate ERNNmodel for each feature. An early stopping
approach for network training is employed in order to
prevent network overfitting. By using 180 samples for
training and 20 samples for validation, a series of ERNNs

for each feature are trained using different training algo-
rithms with a different number of network inputs (the
number of past observations) ranging from 1 to 20 and a
different number of hidden neurons. Each network con-
figuration is trained 100 times by considering different
random initializations of the network. The number of net-
work inputs, the number of hidden neurons, and the type of

Table 3 Prediction results (2)

Cycle number Actual
DI

Predicted
DI

95% confidence bounds

Upper limit Lower limit

307 46.4574 51.4029 64.8624 37.9434
308 48.0932 53.0564 66.5296 39.5832
309 48.3422 51.1145 62.4584 39.7706
310 50.998 48.0484 59.3465 36.7503
311 56.5719 48.5814 61.9908 35.1721
312 57.5732 52.5484 63.8721 41.2248
313 51.2115 55.771 69.1947 42.3473
314 45.15 53.2618 64.551 41.9725
315 41.9297 47.8806 59.2059 36.5552
316 41.2642 45.0188 57.5422 32.4953
317 37.6464 45.7067 59.1134 32.3001
318 43.6825 47.349 60.5932 34.1049
319 53.5345 49.8498 61.0934 38.6061
320 58.8295 53.2709 65.7642 40.7777
321 54.0596 54.4583 65.7093 43.2072
322 48.8836 51.7598 62.9993 40.5203
323 50.1117 48.1718 59.7312 36.6124
324 59.1134 47.6017 58.893 36.3103
325 65.248 53.4181 64.633 42.2032
326 71.9634 58.5659 69.8538 47.278
327 69.2204 61.6574 73.9806 49.3341
328 66.545 60.0542 72.6015 47.5069
329 57.2256 57.5272 68.7996 46.2549
330 53.0145 52.5902 65.135 40.0454
331 47.3412 50.075 61.3216 38.8284
332 47.7338 48.9754 60.4085 37.5422
333 44.263 54.0793 65.3307 42.8279
334 49.5054 57.1261 68.4632 45.7889
335 57.6773 59.5197 70.7716 48.2678
336 62.1344 58.0196 69.2695 46.7696
337 57.8437 57.8975 70.2175 45.5774
338 59.0143 56.9231 68.134 45.7122
339 63.2263 59.783 71.0408 48.5251
340 73.2911 60.6197 71.8235 49.4159
341 75.6948 62.964 74.1598 51.7683
342 72.676 63.3706 74.5837 52.1575
343 67.7013 64.3349 75.7608 52.9089
344 64.5438 63.6456 75.9467 51.3446
345 55.971 62.0984 73.2698 50.9269
346 44.9633 57.0759 68.236 45.9158
347 37.2216 52.4884 63.7023 41.2744
348 39.6497 50.462 62.7712 38.1528
349 47.9792 53.4242 64.649 42.1994
350 54.5708 58.0131 71.4747 44.5514
351 58.7098 61.4125 72.7827 50.0423

Table 2 Prediction results (1)

Cycle number Actual DI Predicted DI 95% confidence bounds

Upper limit Lower limit

261 42.0863 41.7309 53.7539 29.7079
262 31.5007 39.2274 51.1566 27.2982
263 34.4041 32.6044 44.8402 20.3687
264 40.187 34.3846 46.3908 22.3785
265 40.9384 37.1955 51.0299 23.3611
266 37.4946 45.2371 58.9773 31.4969
267 33.8383 43.2372 55.9561 30.5183
268 34.8946 42.0145 53.94 30.0889
269 37.1822 37.6474 52.3599 22.9348
270 37.1155 36.6612 51.7681 21.5544
271 39.163 36.3179 50.0977 22.538
272 38.6096 40.1328 52.7276 27.5379
273 42.7581 44.2991 58.0634 30.5348
274 45.6621 46.673 58.6073 34.7388
275 44.3999 43.3444 55.0592 31.6296
276 41.1114 40.0143 54.1323 25.8963
277 38.1466 36.6573 51.7743 21.5404
278 38.0088 37.9792 49.7141 26.2442
279 40.0028 40.0885 52.4745 27.7024
280 38.5904 42.166 55.8885 28.4434
281 43.3461 41.633 61.6194 21.6466
282 50.332 42.0928 53.8846 30.3011
283 53.507 44.5142 56.1063 32.9221
284 46.4232 46.1164 59.4981 32.7346
285 39.2422 43.7818 55.3942 32.1695
286 33.3432 41.3186 52.948 29.6891
287 44.8267 39.0504 50.6571 27.4436
288 49.0183 43.5738 55.174 31.9737
289 57.4023 47.0696 58.696 35.4433
290 53.0911 51.5201 63.0503 39.99
291 60.1373 49.2564 62.975 35.5377
292 59.3805 51.0205 62.6327 39.4083
293 61.4471 46.8477 60.4759 33.2194
294 56.3283 47.177 58.6684 35.6855
295 52.6013 44.0912 55.7346 32.4477
296 46.9969 49.1898 62.736 35.6436
297 47.3913 51.6608 63.1736 40.148
298 49.725 54.3799 65.8452 42.9147
299 54.9923 51.7577 63.2754 40.24
300 47.8511 51.5355 65.0593 38.0117
301 49.6557 49.3972 60.8065 37.9878
302 46.2872 50.0967 61.6948 38.4986
303 50.4502 48.2663 60.4295 36.1032
304 47.0045 49.0157 60.4972 37.5342
305 44.494 48.5252 60.1295 36.9209
306 44.0939 50.188 61.6195 38.7564



training algorithm for all the three features are selected
based on the mean network validation error, as shown in
Fig. 5.

Table 1 shows a summary of the network models found
for the three features extracted from the time–frequency
distribution of the spindle load signal observed during the
boring process.

5 Results and discussion

For feature 1, we have constructed an ERNN model with
13 input neurons and 7 hidden neurons. The inputs are 13
past observations Xt−1, Xt−2,..., Xt−13 of feature 1. The ob-
jective is to predict the next realization Xt of feature 1.
Figure 6 shows the predicted feature realizations from
cycle 260 to cycle 351, based on the constructed neural
network model, along with the 95% prediction intervals.

Similar analysis was carried out for features 2 and 3.
Figures 7 and 8 show the predicted feature realizations,
actual feature realizations, and the 95% prediction intervals
for features 2 and 3, respectively.

After the behavior of each of the three features has been
predicted separately, they are combined to predict the
degradation behavior of the boring process, which is
represented by the degradation index (DI), as shown in
Fig. 9. The sum of squares of the predicted features are
used to depict the degradation level because the three
principal components of the time–frequency moments are
asymptotically Gaussian, meaning that the sum of squares
of those components will asymptotically follow a Chi-
square distribution with 3 degrees of freedom and that the
statistical significance of the drift of the DI could easily be
assessed. Figure 9 shows the predictions of DI based on the
fusion of the three features. The sum of squares of the
actual realization of each feature is the solid line, the sum of
squares of the predictions from each feature is shown as
diamonds, and the corresponding prediction intervals are
represented as dashed lines.

Figure 9 also shows that the boring process crosses the
threshold of unacceptable behavior after 288 cycles. This
threshold is set in the fused principal component’s domain
based on the consultations with the automotive manufac-
turer who uses this boring process in their powertrain
manufacturing. The degradation behavior of the boring pro-
cess near the limit of unacceptable behavior is modeled and
predicted using the ERNN in order to initiate appropriate
actions to prevent boring tool failure. In addition, the quan-
tification of the variability associated with predictions by
prediction intervals has provided additional information on
the confidence in making the decisions for remedial actions.

Tables 2 and 3 summarize the numerical prediction
results and the 95% confidence bounds.

6 Conclusions

In this paper, we present a study of using an Elman re-
current neural network (ERNN) in modeling and predicting

the behavior of a boring process for better maintenance
decision making. The results of this study show that an
ERNN is a viable alternative for feature signature predic-
tion. The use of prediction intervals are demonstrated by
constructing the intervals via nonlinear regression tech-
niques. This forecasting capability provides additional
predictive information crucial for subsequent intelligent
maintenance decision making so that the early detection of
process degradation is made possible and timely preventive
maintenance actions can be initiated.
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