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1. Introduction

This paper continues our study of the representation of solutions of the Euler-Poisson-Darboux equation [4]. This linear partial differential equation, of the hyperbolic type in two independent variables, has the form

\[ \frac{\partial^2 \phi}{\partial t^2} = \frac{\partial^2 \phi}{\partial r^2} + \frac{2\alpha}{r} \frac{\partial \phi}{\partial r} \]

where we have assumed \( \alpha \) to be a real parameter such that \( 0 < \alpha < 1 \). For a discussion of other real values of \( \alpha \) we refer to [4] and [9]. This equation has been the object of much study, in part due to its interest in many specific problems in classical physics [3] and in part due to its intrinsic mathematical interest [9]. On the latter points, it is perhaps the most simple linear partial differential equation with a singular line \( (r = 0) \). As we have remarked in [4], the presence of this line poses certain questions which are beyond the scope of the standard theory.

There are three different representations known for equation (1.1), the first one having been given by Poisson [6] in 1823. It has the form

\[ \phi(t, r) = \int_0^\infty \left[ f(t + r \cos \psi) \sin^{2\alpha - 1} \psi \, d\psi + r^{1 - 2\alpha} \int_0^\infty g(t + r \cos \psi) \sin^{1 - 2\alpha} \psi \, d\psi \right] \]

for \( 0 < \alpha < 1 \), \( \alpha \neq 1/2 \). For \( 0 < \alpha < 1/2 \), the first integral dominates in the limit \( r \to 0^+ \), while for \( 1/2 < \alpha < 1 \), the second one does. Given that \( f(\tau) \) and \( g(\tau) \in C^2 \) in the interval \( t - r \leq \tau \leq t + r \), we can show that (1.2) satisfies (1.1) and that

\[ \lim_{r \to 0^+} \phi(t, r) = \frac{\Gamma(1/2) \Gamma(\alpha)}{2 \Gamma(\alpha + 1/2)} f(t) \]

and

\[ \lim_{r \to 0^+} r^{2\alpha} \frac{\partial \phi}{\partial r} = \frac{\Gamma(1/2) \Gamma(1 - \alpha)}{\Gamma(1/2 - \alpha)} g(t) \]

provided that \( 0 < \alpha < 1/2 \). If \( 1/2 < \alpha < 1 \), these limits can be read as finite parts in the sense of Hadamard. The two integrals in (1.2) are clearly linearly independent save for the case \( \alpha = 1/2 \).
For the exceptional case \( \alpha = 1/2 \) we write (1.2) in the form (following Darboux [2])

\[
\phi(t, r) = \int_0^\pi \left[ \frac{f(t + r \cos \psi)}{2} - \frac{g(t + r \cos \psi)}{1 - 2\alpha} \right] \sin^{2\alpha - 1} \psi \, d\psi
\]

(1.2a)

\[
+ r^{1 - 2\alpha} \int_0^\pi \left[ \frac{f(t + r \cos \psi)}{2} + \frac{g(t + r \cos \psi)}{1 - 2\alpha} \right] \sin^{1 - 2\alpha} \psi \, d\psi.
\]

In the limit \( \alpha \to 1/2 \), (1.2a) becomes

\[
\phi(t, r) = \int_0^\pi f(t + r \cos \psi) \, d\psi + \int_0^\pi g(t + r \cos \psi) \ln(r \sin^2 \psi) \, d\psi
\]

so that in this case we have

\[
\lim_{r \to 0^+} \phi(t, r) = \pi f(t) \quad \text{and} \quad \lim_{r \to 0^+} \frac{\partial \phi}{\partial r} = \pi g(t).
\]

A second representation is to be found for the special case \( \alpha = 1/2 \) in Volterra's work [8] of 1892. For \( 0 < \alpha < 1 \), equation (1.1) is satisfied by either of the following representations:

(1.3)

\[
\int_0^\infty \left[ f_1(t + r \cosh \psi) + f_2(t - r \cosh \psi) \right] \sinh^{2\alpha - 1} \psi \, d\psi
\]

or

(1.3a)

\[
r^{1 - 2\alpha} \int_0^\infty \left[ f_3(t + r \cosh \psi) + f_4(t - r \cosh \psi) \right] \sinh^{1 - 2\alpha} \psi \, d\psi.
\]

In order that (1.3) and (1.3a) be solutions of equation (1.1) we require order conditions on \( f_1(\tau), f_3(\tau), f_2(-\tau) \) and \( f_4(-\tau) \) as \( \tau \to \infty \) as well as some smoothness conditions on these functions, and we shall discuss them in Section 3. Observe that (1.3) and (1.3a) employ data which are outside of the interval \( (t-r, t+r) \).

We have already discussed in [4], Section 8, the interpretation of \( f_3(t) + f_4(-t) \). Incidentally, Lamb [5] felt that for the special case \( \alpha = 1/2 \), (1.3) was preferable to (1.2) since (1.3) embraced both converging and diverging waves while (1.2) did not discriminate them. We shall see that this point is illusory.

The third representation was given by Riemann in 1860 in terms of what is now called a Riemann function [7]. In fact this one may be used to obtain \( \phi(t, r) \) for \( 0 < t < r \) when the data \( \phi(t, r) \) and \( \frac{\partial \phi}{\partial t} \) are assigned at \( t = 0 \). If, however, such data are given when \( 0 < t < r \), then there are some modifications in the results of Riemann, as Copson [1] had pointed out in 1958. Copson had made extensive use of certain integral transforms to find these modifications. The results of Poisson, Volterra and Copson are all equivalent in the restricted interval of \( \alpha \) which we employ. It is, of course, possible to extend this interval by methods which are standard for equation (1.1) [9], but we shall not pursue this point here. It is to be noted that we do not require data beyond the point \( r + t \) on the \( t \) axis.

If \( 0 < r < t \), assumptions regarding the behavior of \( \phi \) and \( \frac{\partial \phi}{\partial t} \) at \( t = 0 \) in the neighborhood of \( r = 0^+ \) will be needed.
In order to demonstrate the equivalence of (1.2) and (1.3) we ask if it is possible to express them in terms of Cauchy data on the regular line \( t=0, r>0 \). Upon doing so, we encounter some simple Abel integral equations. These equations may be solved and upon simplification we are led directly to the Riemann representation for both of the cases \( 0<t<r \) and \( 0<r<t \). In the process we find Copson’s extension of Riemann’s result. We shall see that the Poisson representation is the easiest one to handle.

2. The Cauchy Problem for (1.2)

Since the two integrals in (1.2) are linearly independent when \( 0<\alpha<1, \alpha \neq 1/2 \), we shall consider two separate Cauchy problems when \( \alpha \neq 1/2 \). The exceptional case \( \alpha = 1/2 \) will be discussed separately. We first examine the Cauchy problem on the line \( t=0 \) for the regular representation

\[
\phi_1(t, r) = \int_0^\pi f(t + r \cos \psi) \sin^{2\alpha - 1} \psi \, d\psi.
\]

That is, we shall show that we can rewrite (2.1) in terms of \( \phi_1(r, t) = a_1(r) \) and \( \frac{\partial \phi_1}{\partial t} = b_1(r) \), when \( r \geq 0 \) and \( t=0 \), for \( 0<\alpha<1, \alpha \neq 1/2 \). Then we shall show that the same may be done for the singular part

\[
\phi_2(t, r) = r^{1-2\alpha} \int_0^\pi g(t + r \cos \psi) \sin^{1-2\alpha} \psi \, d\psi
\]

in terms of \( \phi_2(t, r) = a_2(r) \) and \( \frac{\partial \phi_2}{\partial t} = b_2(r) \), when \( r \geq 0 \) and \( t=0 \), again for \( 0<\alpha<1, \alpha \neq 1/2 \). The details of these problems are essentially the same and we shall only examine the particulars of the first one. In order to simplify the subsequent discussion, we shall decompose \( \phi_1(t, r) \) and \( \phi_2(t, r) \) into two parts, one of which vanishes while the other of which has a vanishing \( t \) derivative at \( t=0 \). That is, we shall investigate the forms of the functions \( \phi_1(t, r) \) and \( \phi_2(t, r) \) which are respectively odd and even about the line \( t = 0 \). We shall only discuss the cases which deal with the vanishing of \( \phi_1 \) and \( \phi_2 \) since the other two cases are essentially the same. Now (2.1) may be rewritten with the substitution \( \tau = r \cos \psi \) as

\[
\phi_1(t, r) = \int_0^\pi \sin^{2\alpha - 2} \psi \left[ f(t+\tau) + f(t-\tau) \right] d\tau = \int_0^\pi \frac{\left[ f(t+\tau) + f(t-\tau) \right] d\tau}{r^{2\alpha-1} \left[ r^2 - \tau^2 \right]^{1-\alpha}}.
\]

From the condition \( \phi_1(0, r) = 0 \), we conclude that \( f(\tau) + f(-\tau) = 0 \). When the derivative condition is employed we obtain

\[
b_1(r) = \int_0^\pi \frac{\left[ f'(\tau) - f'(-\tau) \right] d\tau}{r^{2\alpha-1} \left[ r^2 - \tau^2 \right]^{1-\alpha}}.
\]

where the prime indicates differentiation with respect to \( \tau \). This integral may be inverted to give

\[
[f(\lambda) - f(-\lambda)] = 2 \frac{\sin \pi \alpha}{\pi} \int_0^\lambda \frac{b_1(\tau) \tau^{2\alpha} d\tau}{(\lambda^2 - \tau^2)^{1-\alpha}}, \quad 0<\alpha<1, \quad \alpha \neq 1/2,
\]
since \( b_1(\tau) \) is bounded and continuous when \( t-r<\tau<t+r \). Since \( f \) is odd, we find that

\[
(2.5) \quad f(\lambda) = -f(-\lambda) = \frac{\sin \pi \alpha}{\pi} \int_0^r b_1(\tau) \frac{\tau^{2z}}{(\lambda^2 - \tau^2)^z} d\tau, \quad \lambda > 0.
\]

Now we have two cases to consider, depending on whether \( r \geq t \). Let us suppose that \( r < t \). Then

\[
(2.6) \quad \phi_1(t, r) = \frac{\sin \pi \alpha}{\pi r^{2z-1}} \left\{ \int_0^r (r^2 - \tau^2)^{z-1} d\tau \int_0^{t+r} \frac{\lambda^2 b_1(\lambda)}{[(t+\tau)^2 - \lambda^2]^{z-1}} d\lambda 
+ \int_0^r (r^2 - \tau^2)^{z-1} d\tau \int_0^{t-r} \frac{\lambda^2 b_1(\lambda)}{[(t-\tau)^2 - \lambda^2]^{z-1}} d\lambda \right\}.
\]

These integrals may be written in a more usable form by interchanging the order of integration and performing some rearrangements. We have then

\[
\phi_1(t, r) = \frac{\sin \pi \alpha}{\pi r^{2z-1}} \left\{ \int_0^r \lambda^{2z} b_1(\lambda) d\lambda \left[ \int_0^{t+r} (r^2 - \tau^2)^{z-1} [(t+\tau)^2 - \lambda^2]^{-z} d\tau 
+ \int_0^{t-r} (r^2 - \tau^2)^{z-1} [(t-\tau)^2 - \lambda^2]^{-z} d\tau \right] 
+ \int_{t-r}^{t+r} \lambda^{2z} b_1(\lambda) d\lambda \int_0^r (r^2 - \tau^2)^{z-1} [(t+\tau)^2 - \lambda^2]^{-z} d\tau \right\}.
\]

If we now replace \( \tau \) by \(-\tau\) in the third and fourth integrals, \( \phi_1(t, r) \) will simplify to

\[
(2.7) \quad \phi_1(t, r) = \frac{\sin \pi \alpha}{\pi r^{2z-1}} \left\{ \int_{-r}^{r} \lambda^{2z} b_1(\lambda) d\lambda \left[ \int_{-r}^{t+r} (r^2 - \tau^2)^{z-1} [(t+\tau)^2 - \lambda^2]^{-z} d\tau 
+ \int_{-r}^{t-r} (r^2 - \tau^2)^{z-1} [(t-\tau)^2 - \lambda^2]^{-z} d\tau \right] 
+ \int_{t-r}^{t+r} \lambda^{2z} b_1(\lambda) d\lambda \int_{-r}^{r} (r^2 - \tau^2)^{z-1} [(t+\tau)^2 - \lambda^2]^{-z} d\tau \right\}.
\]

Several remarks should be made about equation (2.7). The first is that the inner integral in each term is an Eulerian integral which can be reduced to a more familiar form. In order to effect this, we apply a bilinear transformation to the \( \tau \) integral with limits which run from \(-r\) to \(r\) such that the points \( \tau(-\lambda-t, \lambda-t, -r, r) \) go into \( \sigma(Z, \infty, 0, 1) \) where

\[
Z = \frac{t^2 - (r-\lambda)^2}{4r\lambda}.
\]

Then

\[
\int_{-r}^{r} (r^2 - \tau^2)^{z-1} [(t+\tau)^2 - \lambda^2]^{-z} d\tau = \frac{Z^{-z} \lambda^{-z} r^{2z-1} I^{2z}(\alpha)}{2 \Gamma(2z)} F(\alpha, \alpha, 2\alpha, 1/Z)
\]

where \( F(\alpha, \alpha, 2\alpha, 1/Z) \) is the hypergeometric function. Similarly if we apply a bilinear transformation to the \( \tau \) integral which runs from \( \lambda-t \) to \( r \) such that...
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(\tau - r, -\lambda - t, r, \lambda - t) goes into \sigma (\infty, Z, 1, 0) we get

\int_{\lambda - t}^{\tau} \frac{(r^2 - \tau^2)^{s-1} \left[(t + \tau)^2 - \lambda^2\right]^{-s} d\tau = \frac{\lambda^{-s}}{2r^{1-s}} \sin \pi \frac{r - \tau}{r}.}

Hence we may rewrite equation (2.7) as

\phi_1(t, r) = \frac{\sin \pi \alpha}{2\pi} \int_{0}^{t-r} \left(\frac{\lambda}{rZ}\right)^{\alpha} \frac{F^2(\alpha)}{F(2\alpha)} F(\alpha, \alpha, 2\alpha, 1/Z) b_1(\lambda) d\lambda \tag{2.7a}

\phi_1(t, r) = \frac{1}{2} \int_{r-t}^{t-r} \left(\frac{\lambda}{r}\right)^{\alpha} F(\alpha, 1-\alpha, 1, Z) b_1(\lambda) d\lambda

which is valid for \( r < t, 0 < \alpha < 1. \)

The second remark deals with the observation that there are two different integrals required on the \( \lambda \) axis for the case \( r < t. \) We therefore have a very specific continuation of \( F(\alpha, 1-\alpha, 1, Z) \), \( t-r < \lambda < t+r \) into the interval \( 0 < \lambda < t-r. \) Indeed, if one draws characteristics from the point \( (t, r) \) to the \( t \) axis, there are intersections at the points \( (t-r, 0) \) and \( (t+r, 0) \). One of these characteristics will also intersect the \( r \) axis at \( (0, t+r) \) while the other characteristic drawn from \( (t-r, 0) \) will intersect the \( r \) axis at \( (0, t-r) \). Accordingly, this second characteristic is the reflection of the one drawn through the point \( (t, r) \) from the line \( r=0 \) and it is this one which brings about the two integrals in equation (2.7). The second integral is the conventional Riemann representation while the first one is a modification noted by COPSON [1] in 1958. The conventional Cauchy existence theorem does not apply here since one of the characteristics through the point \( (t, r) \) intersects the singular line \( r=0 \) as well as the line \( t=0. \) Finally, since \( f(\lambda) \in C^2, t-r \leq \lambda \leq t+r, \) the Poisson representation for the regular case (2.1) implies that \( \phi_1 = \psi_0(t) \) at \( r=0 \) and \( \phi_{tr} = 0, r \to 0^+. \) From the first conclusion we have that \( b_1(0^+) = \psi_0(0) \) and from the second one we have that \( db_1/dr = 0, r \to 0^+. \) Since \( \phi_{tr} \) exists at \( t=0, \) it clearly satisfies a Lipschitz condition in \( r. \)

We now turn to the case \( r > t. \) Here we have

\phi_1(t, r) = \frac{\sin \pi \alpha}{\pi r^{2s-1}} \left\{ \int_{0}^{t} \lambda^2 b_1(\lambda) d\lambda + \int_{t-r}^{t} \int_{0}^{t} \lambda^2 b_1(\lambda) d\lambda \right\} \left(\frac{r^2 - \tau^2}{T^2}\right)^{s-1} \left[(t + \tau)^2 - \lambda^2\right]^{-s} d\tau

(2.8)

\phi_1(t, r) = \frac{\sin \pi \alpha}{\pi r^{2s-1}} \left\{ \int_{0}^{t} \lambda^2 b_1(\lambda) d\lambda \int_{0}^{t} (r^2 - \tau^2)^{s-1} \left[(t + \tau)^2 - \lambda^2\right]^{-s} d\tau

The form of the last integral arises from the requirement that it is necessary to employ (2.5) when the argument of \( f \) is negative. Upon replacing \( \tau \) by \( -\tau \) in the third integral and noting that

\int_{\lambda - t}^{\lambda} (r^2 - \tau^2)^{s-1} \left[(t + \tau)^2 - \lambda^2\right]^{-s} d\tau = \int_{\lambda + t}^{\lambda} (r^2 - \tau^2)^{s-1} \left[(t - \tau)^2 - \lambda^2\right]^{-s} d\tau

(2.9)
we get

\begin{align}
(2.8a) \quad & \phi_1(t, r) = \frac{\sin \pi \alpha}{\pi r^2 (2 \pi - 1)} \int_{-t}^{r} \lambda^2 b_1(\lambda) d\lambda \int_{-\tau}^{r} (r^2 - \tau^2)^{\alpha - 1} [(t + \tau)^2 - \lambda^2]^{-\alpha} d\tau.
\end{align}

The relation (2.9) may be derived by applying the bilinear transformation

\[ \tau = \frac{2 t r^2 + (t^2 - \lambda^2 + r^2) \lambda}{t^2 - \lambda^2 + r^2 + 2 t \lambda} \]

to the integral on the right side of the equality. Upon employing the same bilinear transformation which we did in (2.7), we may reduce (2.8a) to

\begin{align}
(2.8b) \quad & \phi_1(t, r) = \frac{1}{2} \int_{-t}^{r} \left( \frac{\lambda}{r} \right)^\alpha F(\alpha, 1 - \alpha, 1, Z) b_1(\lambda) d\lambda, \quad r > t, \quad 0 < \alpha < 1.
\end{align}

The Cauchy problem for \( \phi_2(t, r) \) on the line \( t = 0 \) (when \( \phi_2(0, r) = 0 \)) follows without any major changes in method. Indeed for \( r < t \)

\[ \phi_2(t, r) = \frac{\sin \pi \alpha}{2 \pi} \int_{0}^{t-r} \lambda b_2(\lambda) d\lambda \int_{-r}^{r} (r^2 - \tau^2)^{-\alpha} [(t + \tau)^2 - \lambda^2]^{\alpha-1} d\tau + \frac{1}{2} \int_{t-r}^{t-r} \left( \frac{\lambda}{r} \right)^\alpha b_2(\lambda) F(1 - \alpha, 1 - \alpha, 2 - 2 \alpha, 1/2) d\lambda.
\]

For \( r > t \), we get

\begin{align}
(2.10a) \quad & \phi_2(t, r) = \frac{\sin \pi \alpha}{2 \pi} \int_{-t}^{r} \lambda b_2(\lambda) d\lambda \int_{-t}^{r} (r^2 - \tau^2)^{-\alpha} [(t + \tau)^2 - \lambda^2]^{\alpha-1} d\tau
\end{align}

\[ = \frac{1}{2} \int_{r-t}^{r-t} \left( \frac{\lambda}{r} \right)^\alpha b_2(\lambda) F(1 - \alpha, 1 - \alpha, 1, Z) d\lambda.
\]

Both (2.10) and (2.10a) are valid for \( 0 < \alpha < 1 \). The kernels in (2.8b) and (2.10a) are the same due to the fact that \( F(\alpha, 1 - \alpha, 1, Z) = F(1 - \alpha, \alpha, 1, Z) \), but there are some distinct differences in the kernels of (2.7a) and (2.10). Note that since \( g(\lambda) \in C^2 \) in an interval which includes the origin, we have \( \frac{\partial}{\partial r} (r^2 \lambda - 1) b_2(r) = 0, r \to 0^+ \) and \( r^{2 \alpha} \frac{\partial \phi_2}{\partial r} = \left\{ \sqrt{\pi} \frac{I(1 - \alpha)}{I'(1 - \alpha)} g(t), r \to 0^+ \right\} \) when \( 0 < \alpha < 1, \alpha + 1/2. \)

There is no difficulty in treating the exceptional case \( \alpha = 1/2. \) If we use (1.2a) to determine \( \phi_1(t, r) \) and \( \phi_2(t, r) \), we shall acquire the situation which we discussed in Section 1 of [4] in terms of \( b_1(r) \) and \( b_2(r) \).

### 3. The Volterra Representation for (1.1)

We have seen in Section 2 that the POISSON representation for equation (1.1) could be converted into a Riemann representation for \( 0 < r < t \) or \( 0 < t < r \), when \( 0 < \alpha < 1 \). This representation makes use of data between \( t - r \) and \( t + r \) on the
As such it uses data on the singular line $r=0$ which has been cut out by the characteristics of (1.1) drawn from the point $(t, r)$. In 1892, Volterra gave another set of representations for equation (1.1) in the special case $\alpha=1/2$. The data they require are now to be found in the complement of the interval of length $2r$ which is symmetric about a point on the $r$-axis. For $0<\alpha<1$, his representations assume the forms

\begin{align*}
(3.1a) & \int_0^\infty f_1(t + r \cosh \psi) \sinh^{2\alpha-1} \psi \, d\psi, \\
(3.1b) & \int_0^\infty f_2(t - r \cosh \psi) \sinh^{2\alpha-1} \psi \, d\psi, \\
(3.2a) & r^{1-2\alpha} \int_0^\infty f_3(t + r \cosh \psi) \sinh^{1-2\alpha} \psi \, d\psi, \\
\text{and} \\
(3.2b) & r^{1-2\alpha} \int_0^\infty f_3(t - r \cosh \psi) \sinh^{1-2\alpha} \psi \, d\psi.
\end{align*}

We can show subject to appropriate behavior of $f_1(\lambda)$, $i=1, 3$ and $f_1(-\lambda)$, $i=2, 4$ when $\lambda \to \infty$, as well as some differentiability properties of $f_1(\pm \lambda)$, that (3.1) and (3.2) satisfy (1.1) [4], Section 8).

There are, however, truncated versions of (3.1) and (3.2) which are more useful for our purposes. If for example, $f_1(\lambda)=f_2(-\lambda)=0$, for $\lambda>L>0$, we can write

\begin{align*}
(3.1c) & \Phi_1(t, r) = \int_0^\psi f_1(t + r \cosh \psi) \sinh^{2\alpha-1} \psi \, d\psi \\
(3.1d) & \Phi_2(t, r) = \int_0^\psi f_2(t - r \cosh \psi) \sinh^{2\alpha-1} \psi \, d\psi
\end{align*}

where

\begin{align*}
\psi_0(t, r, L) = & \ln \frac{L-t+\sqrt{(L-t)^2-r^2}}{r} \\
\psi_1(t, r, L) = & \ln \frac{L+t+\sqrt{(L+t)^2-r^2}}{r}
\end{align*}

and $-L<t<L$. Under the hypotheses that $f_1(\lambda)$ and $f_2(-\lambda)\in C^2$, $|\lambda|<L$ and $0<\alpha<1$, a direct calculation will show that $\Phi_1(t, r)$ and $\Phi_2(t, r)$ are solutions of (1.1). This being the case, if we now form a linear combination of $\Phi_1(t, r)$ and $\Phi_2(t, r)$ and ask whether this combination implies a regular Cauchy problem on the line $t=0, r>0$, we shall see that the results of Section 2 are rederived.

We therefore investigate the same Cauchy problem which we did in Section 2 using $\Phi_1(t, r)$ and $\Phi_2(t, r)$ as a solution of equation (1.1) and the initial conditions $\Phi_1(0, r) + \Phi_2(0, r) = 0$ and $\partial [\Phi_1(t, r) + \Phi_2(t, r)]/\partial t = b_1(r)$, $r>0, t=0$. From the first initial condition we get immediately

\begin{equation}
(3.3) \quad f_1(\tau) + f_2(-\tau) = 0 \quad r<\tau<L.
\end{equation}
From the second one, we get an Abel-type integral equation, that is,

\[ b_1(r) = \frac{f_2(-L) - f_1(L)}{(L^2 - r^2)^{1-a}} + \int_0^L \left[ \frac{\partial f_1}{\partial \tau} - \frac{\partial f_2}{\partial \tau} \right] d\tau \]

where now the functions \( f_1 \) and \( f_2 \) under the integral sign depend only on \( \tau \). This integral equation may be solved, and we get

\[ (3.4) \quad f_1(r) - f_2(-r) = -\frac{2 \sin \pi \alpha}{\pi} \int_0^L \frac{\tau^2 \lambda b_1(\tau) d\tau}{(\tau^2 - r^2)^{1-a}}. \]

From (3.3) and (3.4) we may therefore conclude that

\[ f_1(r) = -f_2(-r) = -\frac{2 \sin \pi \alpha}{\pi} \int_0^L \frac{\tau^2 \lambda b_1(\tau) d\tau}{(\tau^2 - r^2)^{1-a}}, \quad r > 0. \]

Let us observe that we need a condition such as \( b_1(\tau) \in C', \quad 0 \leq \tau \leq L \) in order to write (3.4).

In order to show that \( \Phi_1(t, r) + \Phi_2(t, r) \) can be written as a representation of the Riemann type, we start with the aid of (3.1 c) and (3.1 d) and put

\[ (3.5) \quad \Phi_1(t, r) + \Phi_2(t, r) = \int_0^{L-t} f_1(t+\tau) d\tau \int_0^{L+t} f_2(t-\tau) d\tau + \int_0^{L+t} f_2(t-\tau) d\tau \]

At this point it becomes clear that we should distinguish the cases \( r > t \) and \( r < t \). For \( r > t \), \( f_2(t-\tau) = -f_1(t-\tau) \) and therefore (3.5) becomes

\[ \Phi_1(t, r) + \Phi_2(t, r) = -\frac{\sin \pi \alpha}{\pi} \left\{ \int_0^{L-t} \frac{\tau^2 \lambda b_1(\tau) d\lambda}{(\tau^2 - r^2)^{1-a}} \int_0^{L+t} \frac{\lambda^2 \lambda b_1(\lambda) d\lambda}{(\lambda^2 - (t+\tau)^2)^{1-a}} \right\}. \]

We can now show that for \( L > t \), (3.6) is independent of \( L \). This is accomplished by calculating the partial derivative of the right hand side of (3.6) with respect to \( L \) and showing that it is identically zero. Indeed, this partial derivative is

\[ -\frac{\sin \pi \alpha}{\pi} \left\{ \int_0^{L-t} \frac{L^2 \lambda b_1(L) d\tau}{(\tau^2 - r^2)^{1-a}[L^2 - (t+\tau)^2]^a} - \int_0^{L+t} \frac{L^2 \lambda b_1(L) d\tau}{(\tau^2 - r^2)^{1-a}[L^2 - (t-\tau)^2]^a} \right\}. \]

On the other hand

\[ \int_0^{L-t} \frac{d\tau}{(\tau^2 - r^2)^{1-a}[L^2 - (t+\tau)^2]^a} = \int_0^{L-t} \frac{d\tau}{(\tau^2 - r^2)^{1-a}[L^2 - (t-\tau)^2]^a} \]

which we can show as we did in Section 2. Since (3.6) is independent of \( L \), it leads directly to a Volterra type of representation (the case \( L \to \infty \)) or we may put \( L = t + r \) in which case we get

\[ (3.7) \quad \Phi_1(t, r) + \Phi_2(t, r) = \frac{\sin \pi \alpha}{\pi} \int_0^{r+2t} \frac{d\tau}{(\tau^2 - r^2)^{1-a}} \int_0^{t+r} \frac{\lambda^2 \lambda b_1(\lambda) d\lambda}{(\lambda^2 - (t-\tau)^2)^{1-a}}. \]
Upon interchanging the order of integration (3.7) becomes

\[(3.8) \quad \Phi_1(t, r) + \Phi_2(t, r) = \frac{\sin \pi \alpha}{\pi} \int_{r-t}^{r+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau-t)^2} \right]^{1-\alpha}.\]

However, with the aid of an appropriate bilinear transformation we may write

\[\int_{r-t}^{r+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 - (\tau-t)^2}{\lambda^2 - (\tau-t)^2} \right]^{1-\alpha} = \int_{-r}^{r} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{(\tau+t)^2 - \lambda^2}{(\tau+t)^2 - \lambda^2} \right]^{1-\alpha},\]

and upon replacing \(\tau\) by \(-\tau\) in the last integral this becomes

\[\int_{-r}^{r} \frac{d\tau}{\lambda^2 - (\tau-t)^2} \left[ \frac{(\tau+t)^2 - \lambda^2}{(\tau+t)^2 - \lambda^2} \right]^{1-\alpha}.

Hence (3.8) is precisely (2.8a).

Now we turn to the case \(0 < r < t\). Here we have from (3.5) that

\[(3.9) \quad \Phi_1(t, r) + \Phi_2(t, r)
= \frac{\sin \pi \alpha}{\pi} \int_{L-t}^{L+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau-t)^2} \right]^{1-\alpha} + \int_{L-t}^{L+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau+t)^2} \right]^{1-\alpha}.

But (3.9) is independent of \(L\) so that if we put \(L = t + r\), we get for the case \(0 < r < t\)

\[(3.9) \quad \Phi_1(t, r) + \Phi_2(t, r) = \frac{\sin \pi \alpha}{\pi} \int_{r-t}^{r+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau-t)^2} \right]^{1-\alpha} + \int_{r-t}^{r+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau+t)^2} \right]^{1-\alpha}.

If we now interchange the order of integration in these integrals and simplify the result of this, we get

\[(3.9) \quad \Phi_1(t, r) + \Phi_2(t, r) = \frac{\sin \pi \alpha}{\pi} \left\{ \int_{r-t}^{r+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau-t)^2} \right]^{1-\alpha} \int_{r-t}^{r+t} \frac{d\tau}{\tau^2 - r^2} \left[ \frac{\lambda^2 b_1(\lambda)}{\lambda^2 - (\tau+t)^2} \right]^{1-\alpha} \right\}.

This final result can be cast into the form (2.7a) from which we observe that the POISSON representation accomplishes everything which VOLterra's does. Thus
implicit in the work of POISSON for equation (1.1) is the work of RIEMANN [7], DARBOUX [2], and VOLterra [8]. On the latter score, we note that we have given a verification which is different from DARBOUX's. There are also similar results which are associated with (3.2a) and (3.2b) (see Section 2).

4. The Source-Like Character of the Volterra Representations

We now examine an interpretation of the functions \(f_1(\lambda), i=1,3\) and \(f_1(-\lambda), i=2,4\). We shall see that they are related to various types of "sources" on the axis \(r=0\) (with appropriate numerical factors). For the special case \(\alpha=1/2\) this was observed by LAMB in 1903. We shall examine (3.1a) and (3.2a) in this connection in terms of the truncated form of the VOLterra representation. Similar results are available for (3.1b) and (3.2b).

Let us then turn to \(\Phi_1(t, r)\). We have

\[
\Phi_1(t, r) = \int_0^{\psi_0} f_1(t + r \cosh \psi) \sinh^{2\alpha-1} \psi \, d\psi.
\]

If \(0<\alpha<1/2\), we have

\[
|\Phi_1(t, r)| \leq \int_0^{\psi_0} |f_1(t + r \cosh \psi)| \sinh^{2\alpha-1} \psi \, d\psi \leq M_1 \int_0^{\psi_0} \sinh^{2\alpha-1} \psi \, d\psi
\]

where \(M_1 = \max |f_1(t + r \cosh \psi)|, 0 \leq \psi \leq \psi_0\). Since \(f_1(t + r \cosh \psi)\) is continuous and

\[
\int_0^{\infty} \sinh^{2\alpha-1} \psi \, d\psi
\]

exists for \(0<\alpha<1/2\), we may let \(r \to 0^+\) and we have

\[
\Phi_1(t, 0^+) = f_1(t) \int_0^{\psi_0} \sinh^{2\alpha-1} \psi \, d\psi = \frac{\Gamma(\alpha) \Gamma(\frac{1}{2} - \alpha)}{2\sqrt{\pi}} f_1(t).
\]

The numerical factor in (4.1) differs by a factor of \(\cos \alpha\) from its POISSON counterpart. It may also be interpreted as a finite part integral for other values of \(\alpha\) (see [4], Section 8).

Now we examine \(\Phi_3(t, r)\). We shall show that for restricted \(\alpha\), \(r^{2\alpha} \partial \Phi_3/\partial r\) is proportional to \(f_3(t)\) when \(r \to 0^+\). In order to do so, we calculate \(\partial \Phi_3/\partial r\) to obtain

\[
\frac{\partial \Phi_3}{\partial r} = (1-2\alpha) r^{-2\alpha} \int_0^{\psi_0} f_3(t + r \cosh \psi) \sinh^{1-2\alpha} \psi \, d\psi
\]

\[
+ r^{-2\alpha} \int_0^{\psi_0} \frac{\partial f_3(t + r \cosh \psi)}{\partial t} \cosh \psi \sinh^{1-2\alpha} \psi \, d\psi
\]

\[
- r^{-2\alpha} f_3(L) (\sinh^{1-2\alpha} \psi_0) \frac{(L-t)}{\sqrt{(L-t)^2-r^2}}.
\]
As (4.2) stands, it is not obvious what is the nature of the behavior of $\partial \Phi_3/\partial r$ as $r \to 0^+$. In order to cast it into a more useful form, we follow LAMB and write

$$r^{2a} \frac{\partial \Phi_3}{\partial r} = (1 - 2\alpha) \int_0^\infty f_3(t + r \cosh \psi) \sinh^{1 - 2\alpha} \psi \, d\psi$$

$$+ r \int_0^\infty \frac{\partial f_3(t + r \cosh \psi)}{\partial t} \left[ \sinh \psi + e^{-\psi} \right] \sinh^{1 - 2\alpha} \psi \, d\psi$$

$$- \frac{(L - t) f_3(L) \sinh^{1 - 2\alpha} \psi_0}{\sqrt{(L - t)^2 - r^2}}.$$

Upon integrating the first term in the second integral by parts and restricting $\alpha$ to the interval $0 < \alpha < 1/2$, we get

$$r^{2a} \frac{\partial \Phi_3}{\partial r} = -(1 - 2\alpha) \int_0^\infty \left[ f_3(t + r \cosh \psi) \right] \left[ e^{-\psi} \sinh^{-2\alpha} \psi \right] \, d\psi$$

$$+ f_3(L) \left[ 1 - \frac{L - t}{\sqrt{(L - t)^2 - r^2}} \right] \sinh^{1 - 2\alpha} \psi_0$$

$$+ r \int_0^\infty \left[ \frac{\partial f_3(t + r \cosh \psi)}{\partial t} \right] \left[ e^{-\psi} \sinh^{1 - 2\alpha} \psi \right] \, d\psi.$$

This may be simplified to

$$r^{2a} \frac{\partial \Phi_3}{\partial r} = -(1 - 2\alpha) \int_0^\infty \left[ f_3(t + r \cosh \psi) \right] \left[ e^{-\psi} \sinh^{-2\alpha} \psi \right] \, d\psi$$

$$+ r \int_0^\infty \left[ \frac{\partial f_3(t + r \cosh \psi)}{\partial t} \right] \left[ e^{-\psi} \sinh^{1 - 2\alpha} \psi \right] \, d\psi$$

$$- \frac{r^{1 + 2\alpha} f_3(L)}{\left[ \sqrt{(L - t)^2 - r^2 + L - t} \right] \left[ (L - t)^2 - r^2 \right]^2}.$$

Now since $f_3(\lambda) \in C^2$, $\lambda \geq 0$, it is permissible to let $r \to 0^+$ and we are left with

$$\lim_{r \to 0^+} r^{2a} \frac{\partial \Phi_3}{\partial r} = -(1 - 2\alpha) f_3(t) \int_0^\infty e^{-\psi} \sinh^{-2\alpha} \psi \, d\psi = - \frac{\Gamma(1 - \alpha) \Gamma(\frac{1}{2} + \alpha)}{\sqrt{\pi}} f_3(t).$$

Let us note that we cannot treat the case $\alpha = 1/2$ directly from (4.3). In this case we return to (4.2) and observe that the first integral disappears and then we are in a position to apply LAMB'S device. In this case we have

$$\lim_{r \to 0^+} r \frac{\partial \Phi_3}{\partial r} = -f_3(t).$$

This indicates the presence of a conventional two-dimensional "logarithmic source" of strength $f_3(t)$ on the $t$-axis. But this is the form of the source strength in the POISSON representation (1.2a) when $\alpha = 1/2$ where it indeed displays the logarithmic source explicitly.

The research of ALBERT HEINS was sponsored by the Air Force Office of Scientific Research, Office of Aerospace Research, United States Air Force, under AFOSR Grant No. 68—1512.
References


Department of Applied Mathematics and Theoretical Physics University of Cambridge
and
Department of Mathematics University of Michigan Ann Arbor

(Received November 5, 1968)