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Summary. This study establishes an error estimate for a penalty-finite 
element approximation of the variational inequality obtained by a class of 
obstacle problems. By special identification of the penalty term, we first 
show that the penalty solution converges to the solution of a mixed for- 
mulation of the variational inequality. The rate of convergence of the 
penalization is e where e is the penalty parameter. To obtain the error of 
finite element approximation, we apply the results obtained by Brezzi, 
Hager and Raviart for the mixed finite element method to the variational 
inequality. 

Sut~ject Classifications: AMS(MOS): 65N30; CR: 5.17. 

1. Introduction 

This study establishes an error estimate for a penalty-finite element approxima- 
tion of the variational inequality obtained by a class of obstacle problems for a 
membrane. We shall show convergence of the approximation with respect to 
the penalty parameter a and the mesh size h of the finite element model. 

Many works have been published on finite element approximations of 
variational inequalities together with a priori error estimates, e.g., Mosco and 
Strang [14], Falk [9, 10], Brezzi, Hager and Raviart [6, 7], and others. All 
these works are concerned with the primal formulation of variational in- 
equalities, except that of Brezzi, Hager and Raviart [7] which provides general 
ideas and a methodology to obtain a priori error estimates for the mixed 
(Lagrangian multiplier) formulation of variational inequalities. For the penalty 
method, however, which is now widely used in the practical fields of engineer- 
ing, there are few works. Bercovier I-3] has obtained a priori estimates with 
respect to e and h together, employing the study of the perturbed Lagrangian 
method (see Temam [16]). The work by Bercovier [3] deals with problems 
having constraints represented by equations such as incompressibility div u = 0  
of Stokes' problems or linearly incompressible elasticity. 
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In the present analysis, we will extend Bercovier's theory of obtaining a 
priori error estimates with respect to e and h to a much wider class of 
problems represented by variational inequalities. As a model problem, a class 
of obstacle problems will be worked by the penalty-finite element approxima- 
tion. A similar analysis would be applicable to other types of problems involv- 
ing both equality and inequality constraints (see Oden, Kikuchi and Song 
[15]). In the case of equality constraints, the procedure to obtain the estimate 
for the penalty parameter e is suggested by Aubin [1]. 

It should be noted that direct methods, using projection maps from the 
whole space into constrained sets, work well for the obstacle problem discussed 
in this paper. However, physically important quantities such as contact pres- 
sure can be easily obtained by penalty methods, whereas direct methods 
cannot provide such quantities in general. Another advantage of penalty 
methods is their handy adaptation into existing computer codes for equations. 
Indeed, just a subroutine for the penalty terms must be added into the existing 
computer codes without any modifications in other parts, in order to solve 
variational inequalities. 

We will first briefly review the penalty arguments for the obstacle problem, 
details of which can be found in Lions [12]. 

The next section will be devoted to the approximation of the variational 
inequality representing the obstacle problem by a penalty-finite element meth- 
od together with numerical integration for the penalty term. We will show that 

h and the pressure p~, constructed by a special identifi- the penalized solution u~ 
cation of the numerical integration of the penalty term, converge to the 
solutions u h and ph of a mixed (Lagrangian multiplier) formulation of the 
variational inequality. The convergence rate of the penalization will be ob- 
tained by assuming the discrete LBB (Ladyzhenskaya, Babugka, Brezzi) con- 
dition. The final estimates will be established by combining the analysis of 
mixed methods for variational inequalities obtained by Brezzi, Hager and 
Raviart [7]. 

2. Obstacle Problems 

Let an elastic membrane f2 be spanned over an obstacle. Let the height of the 
obstacle be given by g(x), xc(2 and let the deflection of the membrane be given 
by u. Then the problem can be defined by the variational inequality 

where 

Suppose that 

u e K : a ( u , v - u ) >  f ( v - u ) ,  u  

K={vcH~( f2 ) :  v - g < 0  a.e. in ~2} 

a(u, v) = ~/~(x) Vu . Vv dx  

f (v) = ~ f v  dx. 
t~ 

g~Hl((2), f~L~ O<#o<P(x )<#~  all xeQ. 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 
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Then, there exists a unique solution u e K  to the variational inequality (2.1), and 
u satisfies 

uf fH2(O)  (2.6) 
provided that 

geH2(O), g ~ 0  on F. (2.7) 

These results are found in [13] or [14]. 
The variational inequality (2.1) is also resolved by penalty methods, and a 

characterization of the solution to (2.1) is obtained in terms of the "mixed'" 
variational formulation. A general theory of the penalty method can be found 
in 1-12] or in a survey article [11]. 

Let PK be the projection of HI(O) onto K, and J be the duality map of 
HI(O ) into H -  1(O). A penalty operator fl of HI(f2) for the constrained set K is 
defined by 

fl(u)= J ( I -  PK)(u ) (2.8) 
so that 

(fl(u), v) =0, VveHI(O ) if and only if u e K .  (2.9) 

In the present problem, we may set 

fl(u) = J ((u - g) +) 

J =  - A + I  

q~+eH~(O) is defined by 

4~(x) + = Max(0, (h(x)) a.e. in O. (2.1o) 

The penalization of the variational inequality (2.t) is then represented by 

u~eH~,(O): a(u~, v)+ 1 (fl(u~), v) = f (v) ,  Vv~HI(f2) (2.1 1) 

where ( - , - )  is the duality pairing on H I(f2)• Applying a general 
convergence theorem for penalization (see [12; Theorem 5.2 in Chapter 3]), we 
can conclude the following results. 

Theorem 2.1. Suppose that condition (2.5) holds. 37wn the sequence {u~} qf 
solutions ( f  the penalization (2.11) converges weakly to the solution u e K  o f  the 
variational inequality (2.1). Moreover, we have the estimate 

113(u~)ll * = IIJ(u~-g) + if* --< Cz (2.12) 

where H'II,* is the dual norm to the Sobolev norm II'lls .[or H'+(O), and C is a 
positive constant. [] 

We now define the approximation of "contact pressure" by 

1 
p,: = - -  fl(u~). (2.1 3) 

s 

We will show that p~ converges to the Lagrangian multiplier for the constraint 
u-g__<0. Let 

N = { q e H - t ( O ) :  q<0}. (2.14) 
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Theorem 2.2. Suppose that geH~((2). 7hen the weak limit u of solutions u s of the 
penalization (2.11) and the weak limit p of approximations Pc of the "'contact 
pressure" satisfy the following system of inequalities: 

ueK: a(u,v)-<p,v)=f(v) ,  VveH~(Q) 

peN: < q - p , u - g } > O ,  VqeN. (2.15) 

Proof We know that the sequences u s and p~ are uniformly bounded in e. Since 
a(.,-) is a continuous bilinear form, and since ( ' , - }  is the duality pairing. 

a(u~, v)-- <p~, v} = f (v), 

converges to the equation 

a(u, v) - <p, v} = f(v), 

VveH~(O) 

VveX~(a) 

where p is the weak limit of Pc, as e-~O. Suppose that qeN. Then 

( q - p ~ , u ~ - g } = < q , u ~ - g } + l  (j(u~-g)+,(u~-g)+)>=(q,u~-g} 

i.e., 
lim ( q -  p~, u~-g} > ( q , u - g }  >O. 
~:~0 

On the other hand, 

( q -p~ ,u~ -g )=<q ,u~ -g} -a (u~ ,u  - g ) +  f (u  - g )  

lim sup ( q -  p~, u s - g} = <q, u - g} - lim inf a(u~, u~) + a(u, g) + f (u  - g). 
e ~ 0  e ~ 0  

Since v--,a(v, v) is weakly lower semicontinuous, 

lim sup <q- p~, u~- g} < <q, u -  g } -  a(u, u -  g) + f ( u -  g) = <q-  p, u -  g}. 
e ~ 0  

Therefore, for every qeN, 

< q - p , u - g } > O .  [] 

Thus, we have shown that the variational inequality (2.1) can be character- 
ized by the mixed (Lagrangian multiplier) method for resolution of the con- 
straint u-g__< 0 through arguments of the penalty method. 

Remark 2.1. Since strong convergence of u~ to u in Theorem 2.1 has been 
proved [18, Chap. 1, Sect. 3.2], the proof  of Theorem 2.2 can be simplified and 
shortened. The structure of the proof for Theorem 2.2, however, is applicable 
to the case that strong convergence o f " u ~ u "  may not be obtained. [] 

3. Approximation by Penalty-Finite Element Methods 

We now consider a penalty-finite element approximation of the variational 
inequality (2.1). 
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Let V h be a finite element approximation of the space V=H~(f2) which is 
spanned by piecewise polynomials, and let the domain f2 be a polygon so that 
/2 can be covered by finite elements exactly. 

Instead of discretizing the variational inequality (2.1) with the constrained 
set (2.2), we approximate the form similar to (2.11). Suppose that the con- 
strained set K is identified with the set /s  = H~(f2)~/( where 

/(={v~LZ(f2): v - g < O  a.e. in f2} (3.1) 

Then the penalty formulation to the variational inequality (2.1) becomes 

where 

ueH~(f2): a(u~, v)+l-(fl(u~),v)=f(v), VveH0t(f2) (3.2) 

where " I "  is the operation of numerical quadrature: 

E G 

I(g)= ~ ~ w~g(x~), (3.5) 
e = l  i = 1  

e indicates the finite element, and x~ is the local coordinate of the i-th 
integration point within the e-th finite element. Suppose that 

w e > 0, Vi = 1 . . . . .  G (3.6) 

i.e., the weights of numerical integration are all positive. 
The formulation that the penalty term is constructed by the L2-inner 

product in (3.4) instead of the duality pairing (- ,-> on H- I ( f2 )x  H~(f2) is 
supported by the fact that for fixed h the approximation of (2.1) is defined on a 
subset of a finite dimensional space Vh, which is naturally identified with its 
dual. The penalty for the constraint in approximation need be considered only 
on the space V h and convergence of u~ as e ~ 0  is discussed for fixed h. Then 
convergence of u h to u occurs as h--,0 in the infinite dimensional space 
V=H~(a). 

Because of the numerical integration of the penalty term in (3.4), we control 
the constraint uh--g <= 0 pointwise, i.e., the penalization 

E G lx(fl(u ), h) = g g " "  
- w ,  (u~ - g)(xe) + V"(Xe) 
~" " e=l i=! .  

fl(u~) = (u~ - g ) + ,  (3.3) 

and (.,-) is the LZ-inner product. We shall discretize (3.2) instead of (2.11) by 
finite element methods. In this case, while the operator fl is "almost" linear, 
the term (fl(u)), v h) cannot be evaluated exactly for approximations uh~ and v h in 
Vh, in general. In order to overcome this difficulty, we apply techniques of 
numerical integration. Then the following finite element approximation to (3.2) 
can be defined: 

h 1 ~ h u~el/h: a(u~,v )+--l(fl(U~),vh)= f(vh), VvheVh (3.4) 
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h almost satisfies the constraint uh(x)--g<0 implies that the penalty solution u s 
at points of numerical integration, and that the quantity 

1 h e +  --%-g)(x,) 
8 

corresponds to the approximation of "contact pressure" at x~ due to the 
obstacle. In order to convert pointwise information obtained by (3.4) to con- 
tinuous information, we introduce the following rules of identification: 

(i) let ph be a piecewise polynomial spanned by Lagrangian interpolations 
associated with points of numerical integration, i.e., P)~Qh, (3.7) 

( i i )  h e 1 h ~ + p~(x , )=-~(u~-g)(x , )  , l<<_i<_G, l<_e<E. (3.8) 

The above two conditions imply the equation 

(p,:, v h) = - *  ~(u~), vh (3.9) 

Then the penalty formulation (3.4) can be identified with 

uheVh: a(u ), Vh)--l(p h, vh)=f(vh), VvhcVh. (3.10) 

The piecewise polynomial p h may be an approximation of the contact pres- 
sure. 

Example 1. Let f2 c IR 2, and let three-node linear triangular elements be used to 
construct the approximate space V h. If w~ = constant, and if x~ is the coordinate 
of the i-th nodal point of a triangular element, p~ is a piecewise linear 
polynomial as vhe V h is. 

If 4-node quadrilateral isoparametric elements are used for Vh, and if the 
two-point trapezoid rule is applied to each direction x 1 and x z for the numeri- 
cal integration, p) becomes a piecewise bilinear polynomial as vhe I/h is. 

For 9-node quadrilateral isoparametric element, if the Simpson rule is 
applied to each direction x 1 and x2, p) is a piecewise bi-quadratic poly- 
nomial. 

In the above choices, each p~ becomes conforming. [] 

We briefly indicate how the nonlinear equation (3.4) is solved numerically. 
Let 

flt(tuh~) = {fl(~u h ) if (t(~ - luh -- g) (X)') > 0 
0 if - tu~-g)(x~)_-<0. 

The penalty problem (3.4) can be solved by the successive iteration 

1 ~ t t  h h h 'uheVh: a(tU),vh)+--I[~(U~),V ] = f ( v  ), VvheVh . (3.4)* 

It is expected that t h h U~U~ as t--, + oe. 
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Let N h be a closed convex subset of Qh defined by 

Nh= {qheQh: qh(xe)~0, 1 < i < G ,  1 < e < E }  (3.11) 

The set N h is the admissible set of contact  pressure in the finite dimensional 
space. Using this we define the approximat ion of  the constrained set (2.2): for 
g e C(~), 

K h =  {vheVh: l(qh, v h - - g ) > O ,  Vqh~Nh}.  (3.12) 

h Theorem 3.1. L e t  g ~ C ( ~ ) .  The so lu t ion  u s o f  the  p e n a l t y  f o r m  (3.4) is u n i f o r m l y  
bounded  in ~:, and c o n v e r g e s  as  e---,O to a so lu t ion  u h o f  the  var ia t ional  i nequa l i t y  

u h ~ K h  : a(u h, v h - - u h ) >  f ( v h - - u h ) ,  v v h ~ K h .  (3.13) 

P r o o f  (Uniform boundedness) Let v h 6 K h  . From (3.4), 

a(uh ' Vh_  uh ) + 1_ i(fl(uh),  vh __ u h ) = f (vh __ uh). 
8 

Since f l(v h) = O, 

I(fl(u~), v h - u~) = - I ( f l (v  h) - fl(uh), V h -- U)) 

l u h  ~ + h + h + < - - I ( ( v h - - g )  + t ~--g~ , ( V - - g )  - - ( u s - - g ) ) < 0 .  (3.14) 

Thus, 
a(uh~, vh--u))>--__f(vh--uh~), v v h c K h .  (3.15) 

This further implies 

C#o tlu~N 1 ~1/1 Iluh~ll x Ilvhlt ~ + Ilfllo(llvhll x + lluQII ,) 
i.e., 

h (3.t6)  Ilu~ll~_-<C< + ~  

(Convergence) Since I/h is a finite dimensional space, there is a subsequence of 
u~, still denoted by u~, which converges to u h in V h. Passing to the limit e-~0 in 
(3.15), we have 

a(uh, vh - -uh )>=f (vh - -uh ) ,  VvhCKh . 

Thus, we need show only u h e K h  . Putting vh_ush instead of v h in (3.4), 

h h h 1 h + a(u: ,  v - u~.) + ~ I ((u: --  g) , vh-- uh)= f (v h - u~). 

If v h e K h ,  i.e. if (vh--g)(x~)<0, 

I ((U~ -- g) +, V h -- U )) = I ((U h -- g) +, V h -- g -- (U h -- g)) 

< _ I ( ( u h _ g ) + ,  h + = ( u ~ - g ) ) .  

Then 

I,,U h ,+ (uh g)+)<_e{a(u) ,  v h _  h h h t~ ~ - -g )  . . . .  U~)-- f ( v  --U~)} 

< e {a(u h, v h) -- f ( v  h -- u))} 

h <=,9.{ullluhelllllVhlll q- l i f l lo( l lvhl l , -}- l lueH1) }. (3.17) 
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Since u~ is uniformly bounded,  we can conclude that 

[ u h -X,xe,+[2 = ( ~ - g ) t  i) < C e  and then (uh-g)(x[)__<0. [ ]  

h h We will show that  p) also converges to pa in Qh as c--.0, as well as u ~ u ,  
under an addit ional  condition. 

Theorem 3.2. Suppose that 

3 % > 0 :  %llqhHo < sup I(qh'vh~) VqheQh . (3.18) 
vh~v~ t l v h l l l  ' 

Then ph is uniformly bounded  in e, and converges t o  phffQh which satisfies 

a(u h, v h ) - I(p h ' v h ) = f(vh),  Vvhe V h 

I (qh _ ph, U h _ g) >= O, Vq h e N h. (3.19) 

Proof. F r o m  (3.10) and (3.18), 

I" h vhx a(uh, lch)__ f (vh) < ]j 1 
% llphll0 =< s u p  tPe, ) s u p  h 

= _ Ilu~ll~ + Itflto 

i.e., 
Ilphllo < C / % <  + oo. (3.20) 

Then there is a subsequence of  ph, still denoted by ph which converges t o  ph. 
Passing to the limit e--*0 in (3.10) yields (3.19)1. 

Applying (3.9), we have 

h h h I" h U h +_li((u _ g  ) , u _ g ) > = i ( q h ,  h I ( q - - p ~ , G - g )  = tq ,  ~ - g )  h + h u s _ _ g ) .  
8 

Passing to the limit e ~ 0 ,  

I(qh--ph, uh- -g)~I (qh ,  uh--g)~O,  VqhENh 

since uheKh . [] 

We next find the rates of  convergence uh--~U h and ph_.ph as  e---~0. 

Theorem 3.3. Suppose that conditions in Theorem 3.1 and 3.2 hold. Further  
suppose that 

I(ph, qh)<= Cllphllollqhllo, Vph, qh~Qh. (3.21) 

Then there exists a positive constant C such that 

h h 1 < h (3.22) Ilu~-u II CllPhllo(~/~h), [Ip~-phllo <Cllphllo(~/c~). 

Proof. F r o m  (3.10) and (3.19) 

a(u~ - u h, v h ) = I(p h - p~, vh), Vvhe V h . (3.23) 
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Putting vh=u~--  U h, 

h h h h h h 1" h h U h < I h h h a ( u , : - - u  , U ~ - - u h ) =  I ( p ~ - p , u s - - g  ) - UP,:--P, --g)= (Pc- -P ,  u , - - g )  

since I(ph, uh--g)=0 and I(p~, uh--g)>O. Using the relation 

q~=4~+-4 - with qS-=Max{0,-qS} for qSelR, 

h h h h h h + h h h -- I (p~--p  , u ~ - g ) = I ( p ~ - p  , ( u s - g  ) ) - I ( p ~ - p  , (u~-g) ) 
h h = l(p~ -- p ,  -- eph) G Ca IlPhe - -  phil  0 IlPhll O" 

Thus, we have 

h h 2 h--uh U~--uh)< (3.24) c # o l l u , - u  lll<=a(u . . . .  CIIp)--phHoIIph[Io ~. 

From (3.23) and the assumption (3.18) 

I (ph _ ph, Vh) 
~hlIP~--phlIo<SUp i t ~  ----</~ IlU)--uhll ~" (3.25) 

Combining (3.24) and (3.25) yields the estimates (3.22). [] 

The condition (3.18) is called the discrete L B B  condition after Ladyzhen- 
skaya, Babu~ka [2] and Brezzi [5]. Under this assumption, we have shown 
that the discrete penalization (3.4) converges to the discrete "mixed" (or La- 
grangian multiplier) formulation (3.19) with rate of convergence e with respect to 
the penalty parameter. 

Example  2. The condition (3.18) will be proved for triangular 3-node linear 
finite elements. Let 

E 3 
i(qh, vh)= ~ ~ e h ~ h e w~q (X/)V (Xi) (3.26) 

e= l  i=1 

where w~ = mes(f2e)/3, mes(f2e) is the area of the e-th finite element, x~ coincides 
to the coordinates of nodal points of the element, and i=  1, 2, and 3. That is, 
the following rules are supposed within the master element for 3-node tri- 
angular elements, (Fig. 1). 

-q 

(-1,0) 

(0,~) 

H.O) ~ 

{0.-~) 

Fig. 1. Master elements of linear triangular finite elements 
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x~ = ( -  1,0) x~ =(1,0)  

2=(0,  1) for (b) x~ =(0, - 1) for (a) x~ - 
e e x 3 - ( 0 ,  1) x 3 =(0, 1). 

Then, we have following relations in an element related to the (a)-master 
element:  

qh(x) =qo  + q l  ~ +q2r/ 
l(qh, qh) = �89 [(% _ q~)2 + 2 q2 + 2 q 2 ] mes(f~)  

h 2 h h 1 2 2 1 2 Ilq IIo.x~=(q ,q ) = s [ - ( q o - q , )  + 2 q o - T q l  +�89 - (3.27) 

Similar expansions for ~2~ related to the (b)-master element yield similar results 
to (3.27). Then we have 

I(qh, qh)~ llqhll 2 and I(l)h, u h ) ~  llvhll 2 (3.28) 

since vhe V h is also linear within an element. 
Taking the special relation 

qh(x~) = h Vq(Xi) , i =  1,2,3; e = l , . . . , E  

in (3.26) yields 
i(qh, h h h ~ h h Vq) = ( I ( q ,  q )) (I(Vq, Vq)) . (3.29) 

Applying (3.28) in (3.29) implies 

I(q n, v~) > Hqhll 0 II v~ll o- 

Assuming the inverse proper ty  of Vn: 

llvhll1_--< Cih -~ Ilvhllo, vvhel/h (3.30) 

I(q h, v~)> 1~ h ItVqhll Ilqhll0 
z C i  i 

and then 
l (q  h, v h ) 1 

sup _>--h  Ilqhllo . (3.31) 
~ v ~  I lvhl l~-Cz 

Therefore,  ah in (3.18) is h /C  i for the above choice. [ ]  

Example  3. For  the 4-node quadri lateral  isoparametr ic  element and the trape- 
zoid rule for numerical integration, the condit ion (3.18) can be obtained by 
arguments  similar to Example  2. If f2 e is assumed to be the master  element, 
we have 

qh(x)=qo + q~ ~ + q2tl q-q3~rl 
i(qh, qh) = (qg + q2 + q~ + q~) mes(Oe ) 

h 2 2 1 2 1 2 Ilq Hoe)e=(qo+sq~ +sq2 +-~q2)mes(Qe) �9 (3.32) 

it can be concluded that 
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Then 
l(qh, qh)>= llqhllg and l(vh, l'h)>= llvall~. (3.33) 

Thus, using the inverse property (3.30), we have 

(qh, t)h) > 1 
sup h Ilqhll 0. (3.34) 

If the one-point  Gaussian rule for numerical integration with piecewise con- 
stant contact  pressure qh is applied, the condition (3.18) may not hold. In fact, 
the choice 

h e __ h h lh ,h qh(xe)= Vq(X~) yields I(q h, v ~ ) - ~ l / ~ q ,  %). 

Since q" is constant within an element, 

i(qh, qh)= 11r ~- (335) 
However,  

i(t,qh, h _ ,h 2 v q) - ( v q) o mes f2 e (3.36) 
and 

ii/)~ H 2 h 2  X h 2  t h 2  t , h2  O.f2e = ((/2q)0 -t- ~(Uq) I -~- 3 (Uq)2 -~- 9 (Lq)3)  m e s  Q~ ( 3 . 3 7 )  

within an element. This means that, for some C~>0,  

h 2 ,h ,h (3.38) 
- C..h 2 IIv~ll~ + IIv, ll0 _-< CI(%, C q). 

Thus, (3.18) need not be true, in general. [ ]  

Now, it is necessary for full estimates of u h and u to find h-estimates 
between the limits (uh, p h) and the solutions (u, p) of the "mixed"  formulat ion 
(2.15). To this end, we have to recall the study by Brezzi, Hager  and Raviart  
[7] for finite element analysis of the mixed type of variational inequalities. 

4. Estimates for the Mixed Method 

Let (u,p)eK x N be the solution of the mixed formulat ion (2.15). Let (uh, ph)~K h 
X N, be the limit of {uh,,p~} as e ~ 0  which satisfies the discrete mixed for- 

mulat ion (3.19). 
Let E 1 be the error  of numerical  integration I defined by (3.5) such that 

E, (f, g) = (f, g) - I (J; g) (4.1) 
for every f, ge  C(f2). 

Theorem 4.1. Suppose that the following regularity holds: 

ucH~(f2), g cH'~(f2), pcHS-2(f2), s> 2. (4.2) 

Then the estimate 

Ilu--uhll~ ~ C ,  { l lu -  vhll 2, + ( IIP - qhlI T ) 2 + ilp-- qh]] ~ 

+llu h , -g)I}  - v  IJ.~ 2+lEt(qh, uh (4.3) 
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h o l d s  f o r  every vhEKh a n d  qhENh, w h e r e  C I d e p e n d s  o n l y  u p o n  I]ul]~ a n d  ]lptl.~-2. 
M o r e o v e r ,  t h e  e s t i m a t e  

Hu--uhH 2 < C2{ ]lu - vhll~ 4. ( l lp - -qh l]*)  2 + l ip - -ph i lo  Jlu -- vhl]o 

4 - ] ] p - - q h [ [ * 4 . l E 1 ( q h ,  u h - -  s)[ 4 . l E l ( p h ,  v h - - u ) ] }  (4.4) 

h o l d s  f o r  e v e r y  vhe  V h a n d  q h e N h ,  w h e r e  C 2 is i n d e p e n d e n t  o f  t h e  m e s h  s i z e  h o f  

t h e  f i n i t e  e l e m e n t  m o d e l .  

P r o o f .  From (2.15) and (3.19), 

a(u  - u h , v h ) = (p,  v h ) - I ( p  h, vh), v v h e  V h . (4.5) 

Applying (4.5), we have 

a ( u  - u h, u - u h ) = a(  u - u h, u - v h ) + (p,  v h - u h ) - l (p  h, v h - u h ) 

~ a ( u - - u h ,  u - - v h )  4 " ( p - - q h ,  u - - u h ) + ( q h - - p , u - - g )  

+ ( p ,  v h - - u ) - - E l ( q h ,  u h - - g ) - - I ( p h ,  v h - - g ) - - I ( q h ,  u h - - g )  (4.6) 

for every v h c V h  and q h e N  h. If v h e K h  and q h ~ N h ,  then 

a ( u  - u h, u - u h ) <= a ( u  - u h , u - v h ) + (p - -  qh, U --  U h ) 

4" (qh __ p, u - -  g )  4. (p,  v h - u) -- E i (q  h, U h - -  g ) .  

Since a(-,-) is coercive and continuous,  regularity assumption (4.2) and Young's 
inequality imply the estimate (4.3). 

Fur thermore ,  from (4.6), we can obtain the inequality 

a ( u  - u h, u - -  u h ) = a ( u  - u h, u - v h ) + (p - qh, u - u h ) + (p - ph, vh _ U) 

+ (qh --  p ,  U --  g) -- E l ( q  h, u h - -  g) + E i ( p  h, v h - u)  

- -  I ( q  h, U h - -  g )  - -  I ( p  h, U - -  g )  

<= a ( u  --  u h, u - -  v h) 4. (p  - qh, u - -  u h) 4. (p  - -  ph, vh _ U) 

+ (qh - -  p,  U --  g) -- E l ( q  h, u h - -  g) + E~(p  h, v h - u)  

for every q h e N  h and v h e V h  . Then the estimate (4.4) follows from coerciveness 
and continuity of a(.,-), (4.2), and Young's inequality. [ ]  

It is noted that the estimate (4.3) is constructed in subsets K h and N h of  V h 

and Qh,  respectively. Then, interpolat ion errors of  finite element methods  must 
be discussed in restricted sets K h and N h. The estimate (4.4) is implied within V h 

and N h. However,  the term U P - P h i l O  is included in the r ight-hand side of (4.4), 
and is estimated as follows: 

Theorem 4.2. S u p p o s e  t h a t  t h e r e  e x i s t s  a p o s i t i v e  n u m b e r  (Oh s u c h  t h a t  

h V h', 
h t q ,  ) ~hllq Iio- -< sup ~ - ,  v h ~ - o ,  qh~Qh. (4.7) 

~ v ~  fly III 
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Then  the estimate 

[[p--phllg<~C2{(llu--uh]ll /~h)2+llp--qhHg+gl(ph, ph--qh)} (4.8) 

holds for every qheQh. 

Proof. Applying (4.5), we have 

(ph __ qh, Vh) = a(u h _ u, v h) + (p -- qh, vh) + E1(ph, Vh). 

Since the condit ion (4.7) is equivalent to the condition 

~ v h e V h ; v h = q  h and ~hl[VhlLt<tlqh[Io, (4.7)* 
we have 

Ilph--qhllg< M tlu--uhl]l Ilph--qhllo/~h + IIp-qhllo Ilph--qhHo + E,(ph, ph--qh). 

Applying Young's inequality yields 

][ph__ qh II g <= C {(1[ u -- u h 111/(Xh) 2 -]- IIP - -  qh l[ 2 + g,(ph, ph__ qh)}. 

The result (4.8) then follows from the triangular inequality. [ ]  

The above result gives the estimate of p _ p h  in L2(f2)-norm, and the rate of 
convergence is dominated  by 1/~ h if ~h depends upon h, the mesh size. Howev- 
er, if the estimate of p _ p h  is considered in the dual space of H~(f2), then the 
following result can be obtained:  

Theorem 4.3. Suppose that 

(i) 3 v ~ e V  h s.t. I l v - vhNo<Mlh l I v l [1 ,  (4.9) 

and [Lvh[[ 1 <M~ Ilvl]~, f o r  every veHl(~Q), with 

(ii) sup E1(ph 'v~)<M3h",  ~ > 0  (4.10) 

.[or every pheQ h. 
Then,  we have 

tl p -- ph l] T <= M ~ h liP --Philo + M2 II u -- uh ll l + M3 hu (4.11) 

Proof. It follows from (4.5) that 

(p _ph ,  V)= (p _ pa, V -- V h ) + a( u -- u h, v h ) -- E ,(p h, v a ) 

< lip--philo [IV-- vh[t0 + A42 ][U--Ua]] 1 ([IV-- Va[[ 1 + [[VII O--Ex(p  h, v h) 

Then applying (4.9) and (4.10) we have 

lip--Phil T = s u p ( P - - P h ' v )  <=M 1 h ]]p--phHo + M 2 I[u--uhl]I + M3h".  [] 
~ v  [[vii 1 
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5. An Example of Error Estimates 

Final error estimates of the penalty-finite element approximation for a specific 
choice of finite elements and schemes of numerical integration I follow from 
the results of interpolation properties of finite element methods defined on 
restricted sets K h and N h instead of V h and Qh, respectively. Thus, the results 
due to [9] must be recalled here. Let U h be a finite element approximation of 
a subspace U of a Sobolev space Hm(s m > 0, such that H~(s U c Hm(f2). 
Let ~" be the set of all nodal points of the finite element model which 
construct finite elements. Let k be the order of the complete polynomial 
contained in each interpolation function associated at a nodal point of the 
model. Suppose that geHm(f2)c~C(~), and f2 is the domain for both approxi- 
mation and the continuous problem. Then 

Theorem 5.1. Let v h be the unique element in U h such that I) h =  U on ~.  Then if" 
veM,  vhCMh and 

IIv- vhllr ~ Ch" Ilvl[~ (5.1) 

# = M i n { k  + l - r , s - r }  

where C is a constant independent of  v and h, 

M = {veH"(f2): v - g  __<0 a.e. in ~} (5.2) 

M a = {vh~ V a : vh(~) - g(~) < 0} (5.3) 

and r < m < s .  [] 

As an example, we will discuss error estimates of the approximation by 
three-node linear triangular elements and " t rapezoid" rule of numerical in- 
tegration described in Example 2, in Section 3. Let the domain f2 be divided 
uniformly by three-node triangular elements, and let the integration rule I be 
defined as in Example 2. Let 

uffH2(Q), gffH2(Q) c3 C((2), peLZ(Q) (5.4) 

h h h lu+-u IIl_-<Cteh -1 

h h ~=C2gh-2 ]]P~-P 11o 

From Theorem 3.3, 

From Theorem 4.1 and 5.1, we have 

Ilu--uhll l <= C3h 

]El(q h, vh)] <= C3h 2 Ilqhllo [Ivhll 2 . 

(5.5) 

(5.6) 
since 

From Theorem 4.2 and 5.1, 
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lip-phil0 < (?4 (5.7) 
a p p l y i n g  

[g,(q h, qh)l < d4 IIq"[Io II qhLI o. 

C o n d i t i o n  (4.9) fo l lows  f r o m  t he  t h e o r y  o f  i n t e r p o l a t i o n  of  f ini te  e l e m e n t  

m e t h o d s .  M o r e o v e r ,  it c a n  be  eas i ly  ver i f ied  t h a t  

[ E I(p h, v~)f < C h II Phil o [1 v h I[, 

T h e n  c o n d i t i o n  (4.10) is sa t i s f ied  w i t h / ~ =  1. F r o m  T h e o r e m  4,3, 

IIp-p"ll T < M 1 C4h + M ;  C3h -t- Ch 
i.e. 

J lP-Phll  T < Csh (5.8) 

It m a y  e x t e n d  s i m i l a r  a r g u m e n t s  to  IlP)--ph[[ o a n d  t h e n  

ilph_ phiL, < C2~:h- t 

T h e r e f o r e ,  if ~: = h 2, 

[H - -  h h u,:ll ~ + IIp-p~IIT < C6h (5.9) 
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