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Abstract. Continuing the work of a previous paper, the Glimm-Jaffe-Spencer 
cluster expansion from constructive quantum field theory is adapted to treat 
quantum statistical mechanical systems of particles interacting by potentials 
that fall off exponentially at large distance. The Hamiltonian H 0 + V need be 
stable in the extended sense that H o + 4 V + BN > 0 for some B. In this situation, 
with a mild technical condition on the potentials, the cluster expansion 
converges and the infinite volume limit of the correlation functions exists, at low 
enough density. These infinite volume correlation functions cluster exponen- 
tially. A natural system included in the present treatment is that of matter with 
the r-  1 potential replaced by e-~r/r. The Hamiltonian is stable, but the system 
would collapse in the absence of the exclusion principle--the potential is 
unstable. Therefore this system cannot be handled by the classic work of 
Ginibre, which requires stable potentials. 

1. Introduction 

In a previous paper, [1], we adapted the Glimm-Jaffe-Spencer cluster expansion [8] 
to treat quantum statistical mechanical systems with finite range potentials. We 
now extend this program to include potentials that fall off exponentially. Under 
very general conditions we will obtain the infinite volume limit of correlation 
functions (in the Euclidean region) and their exponential clustering, at low density. 
We will later remark on some extensions of the present work to even more general 
potentials. 

Matter (positive charged particles and negative charged identical fermions 
interacting with a r-  1 potential) with the r -  1 modified to e-~"/r, one of our matter- 
like systems, has been our main motivational example. For this system the 
Hamiltonian is stable; proofs of stability for the matter system [4, 5, 10] may be 
modified to show this. But the potential is not stable, [11] and in fact the system 
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would collapse in the absence of the exclusion principle [3]. The classic work of 
Ginibre [7], does not apply, requiring stable potentials. For this system our method 
will yield, at any fixed temperature for low enough density, the infinite volume limit 
of expectations of products of spatially smeared Euclidean densities, and their 
exponential clustering. 

In fact the cluster expansion we use in this paper is different from the one used in 
[ t ]  and [8], and is a slightly simplified form of the expansion developed by Glimm, 
Jaffe, and Spencer in [9]. We could have used the expansion from [1] and a scheme 
like that in [6] to interpolate potentials, but the route taken in the present paper 
leads to more general results. We are indebted to [9] for some conceptual ideas, and 
a numerical estimate, but the reader is only assumed to be familiar with [1] and [8]. 

2. Notation 

We follow the notation of [1] closely, but recall some of the equations for 
convenience. There are f species o f particles, each obeying either fermion or boson 
statistics, described by fields, q51, q52, ..., St- We set 

H0o = ~ (2m~) -~ ~ dx(V~5)(Vdp,), (2.1) 
i = 1  

g 

H 0 = H o o -  ~ #i~dxd2-~, (2.2) 
i = 1  

d 

Ni=~dx4)-,dpi; N =  ~ n i, (2.3) 
i = l  

(2.4) 

(2.5) 

H : H o + V ,  

V = 1/2 Z 5 dxdy :O,v,jOj:. (2.6) 
i , j  

We consider objects A of the form 

A=a,(tO.. .  a~(ts) , (2.7) 

a~(ti) = ~ ~ dx fij(x)Qj(x). (2.8) 
J 

For a given i, each f j  is supported in a single cube. The f j  are real, measurable, and 0 
fo < 1 ; this allows our estimates to be taken to depend on A only through s, the 

number of factors. 
The objects of interest to us are expectations 

(A)A = Try( Texp(-  ~ HA(~)d~)A)/TrA(exp(- flHA)). (2.9) 
0 

The times correspond to imaginary real times--one is in the Euclidean region--of 
course if all the times in A are equal, the expectation (A)A is the same as a real time 
expectation value. A is the large box one works in, Tr A is the trace on the Fock space 
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built on L2(A). For each ~ R 3, we denote the translation, in the obvious sense, of A 
by A¢ fl is fixed throughout our discussion, dependences on/~ are suppressed. All 
our constants, {c~}, satisfy 

0 <c~ < oo. (2.t0) 

3. Results and Discussion 

We assume our system has the following properties 
a) There are a c 1, c 2, and c o such that 

tvi~(x)l < c I e x p ( -  c2[x[) (3.1) 

for Ixt >Co. 
b) There is a B such that 

H o + 4 V + B N > O .  

c) Each vii is in L3/z. (The choice of  L 2 instead of L3/2 would lead to a more 
standard analysis.) 

We then have the following basic theorems proven in the following sections. 

Theorem 1. There exists a #o such that i f  #~ <= #o, all i, then for  any A as defined in 
Section 2, 

lim {A)A 
A-~  ~,~ 

exists. The limit is understood to be taken through any sequence of  boxes centered at 
the origin whose minimum width goes to infinity. 

We denote the limit in the theorem as (A).  

Theorem 2. There exists a #o such that if  #i <=#o, all i, then for  any A and B as defined 
in Section 2, 

KAB~)  - ( A )  ( B ) I <  cA, 8 e x p ( -  C(#o)l~f) (3.2) 

for I~l large enough. C(~o)~C 2 as #i ,  #2 . . . .  , # e ~  - co. 

We choose the #0 in Theorem t and Theorem 2 to be the same, at the expense of 
possibly not using the best value of  go in Theorem 1. Theorem 3.4 and Proposition 
3.1 from [1] also hold but we do not restate them. 

We carry out the proofs using unit cubes and barriers of width 2/10 as in [1]. We 
assume instead of a) above the following condition : 

' and ' such that a') There are a c 1 c 2 

[vi~.(x)] < c' 1 exp ( -  ci[xl) (3.3) 

if [xl > 2/10. 
A length scaling argument then shows this is sufficient to yield our general results. 
This is equivalent to using larger cubes. 
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Remarks. 1) In condition b) above it is sufficient to have (1 + e)V with e > 0 instead of 
41/. 

2) The technical condition c) may be weakened, to include infinitely repulsive 
hard cores, for example. 

3) It is not difficult to accommodate many-body potentials that satisfy suitable 
substitutes for a) and c). 

4) It should be possible to treat potentials that fall off as a suitably high power 
rather than exponentially, yielding a weaker cluster property. One may have to 
modify the cluster expansion to obtain the best results here. 

5) Suitably smeared reduced density matrices are also tractable. 
6) The Mayer expansion may be shown to converge. The ratio of Z's for complex 

z may be studied as in [8] ; the techniques of [1] are not sufficient here. 
After we have developed the cluster expansion and proved convergence 

(Estimate 5.1), the proof of Theorem 1 proceeds as in [1]. In Theorem 2, (3.2) is 
deduced from the cluster expansion by a "doubling the measure" argument. See for 
example [8]. The statement c(#i)~c2 in Theorem 2 is a consequence of tracing the 
effects of # i ~ -  c~ painfully through the convergence proof. Various remarks 
about this are inserted through the remainder of the paper. 

In summary, the cluster expansion in statistical mechanics is a powerful tool in 
the study of low density systems. Some of the lines of possible development have 
been mentioned above. Constructive quantum field theory should continue to be a 
source of ideas for statistical mechanics. 

4. The Cluster Expansion 

Since, as mentioned above, the cluster expansion differs from that in [1], we will 
redevelop the expansion, with a minimal change in notation. R 3 is filled with closed 
unit cubes, {Ai}, with disjoint interiors. The set of faces of these cubes, taken as 
closed, are called {S~}. The set of points within distance 1/10 of S~ is called t/~ (the 
barrier c~) 

rl~ = {x~R 3 : dist(x, S~) < 1/10} (4.1) 

A, the large box we work in, is a union of cubes Ai. {A~ :jEJ 1 } is a distinguished set of 
cubes. 

The expectation (A>a given in Equation (2.9) is rewritten in path space with the 
same notation as Equation (2.8) of [1]. 

( !d#exp(-!V(z)dZ)al( t l ) . . .as( t , ) ) / (~d#exp(-!V(z)dv))  (4.2) 

We refer to [1] for the definitions of the path space integrals. For simplicity we 
define a function U on path space 

U = ~ V('c)dz. (4.3) 
0 
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For a set S C A we define 0S = ( S -  Int S ) -  gA; and S = {x ~ S: dist(x, 0S) > 1/10}. 
E~ is the characteristic function of the subset of  path space consisting of  all n-paths 
such that no particle hits the barrier t/~. H~ = 1 - E~. I f N  is a union of faces S~, then 

EN = l-I E~ 
S ~ N  

HN = I ]  H~. (4.4) 
S ~ N  

Given a set of cubes {Aj:jcJ},  a union of cubesX and a union of faces F, the pair 
(X, F) will be said to isolate J if 

1) (Fn  In tX)-  = F  
A int :@j  2) each connected component of X - U  contains at least one j ,j . 

[The bar in 1) indicates closure, U is the set of  faces S~ in A, complementary to F, 
considered as a subset of R3.] We have the crucial identity, for any J, as above 

1 = ~ HrEr~x  (4.5) 
X,F 

where the sum is over pairs (X, F) that isolate J. Uc-df is the union of faces inX not 
in I'. The identity of functions on path space given by Equation (4.5) substituted into 
the numerator of  Equation (4.2) is exactly the cluster expansion of [1], for a correct 
choice of J. 

We now must discuss the interpolation of potentials. Given a union of cubes, X, 
in A, we interpolate the two body potential between its original form, and the 
potential with elimination of any interaction between a particle in X and a particle 
in A - X .  This process introduces a parameter s. Specifically 

j' : o~i(x ) o)(x, y) ~oj(y) : (4.6) 

becomes 

j [z:(X)Zx(y) + zA - x(X)ZA _ x(y) + SZx(X)z~_ x(y) + sz~_ x(X)Zx(y)] 

:o~(x)o~(x, y)~ j~) : .  (4.7) 

For convenience we define O(X, s) as an operation that carries (4.6) to (4.7). (This 
interpolation is the same as the interpolation o f covariances in [9].) For  an operator 
M built up as sums and integrals of objects like (4.6), such as U of (4.3), we have 

1 
e-M = e- o(x, o~M + ~ ds(d/ds)e-O(X, s~M. (4.8) 

0 

The differentiation in (4.8) brings down from the exponent an operator that onIy 
involves interactions between particles in X with particles in A - X .  

We now describe the cluster expansion. Y1, Y2, --., Y, is a sequence of non-empty 
unions of cubes with disjoint interiors. All the ~ except possibly I11 will be 
connected. We also define X 1 = Y1,Xi+ 1 =Xi~,~ Yi+ i. Y~ =Yi v{J2 .... ,j~} with A h~ Y/. 
Any such choice of {Y//} and {j~} we denote as a pair (~,,J,). There are parameters 
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s I . . . . .  s n with 0 < s i < 1, the ordered set of s i will be denoted by a,. The interpolated 
potentials U(~,, a,) are defined inductively 

g ( ~ i ,  G1)----- O ( X l ,  s1)U 

U(~,, an) = O(Xn, sn)U(~,- 1, an- 1)" (4.9) 

We define 

W(~n, Jn+l,a,)= - -ds. U(~f,a,) (4.10) 
i = 1  / j i + l  

where the subscript indicates the localization of the interaction to A j,+l, this 
localization o f the term in parentheses then involves interaction between a particle 
in A j, +1 with a particle in X~. 

We consider subsets of  faces F~, F 1EFzC ... EF,, and define 

F(~,, J,) = ~ Hr Er~x" (4.11) 
F~ 

where the sum is over F n such that the pair (Yi, Fi - Fi- 1) isolateji(J1, for i = 1). The 
expansion, finally, for (4.2) follows 

d# e x p ( -  U)A/5 d# e x p ( -  U) = ~K(X) .  ~ dpexp( - U)/S d# exp( - U) (4.12) 
A A X (A - X) ~ A 

whereX appearing in the sum is required to contain the union of  cubes in J 1. K(X) is 
given by 

• W(~,_ 1,J,, a,_ 1) .exp(-  U(~,_ 1, o-,_ 1)).A. (4.13) 

The n = 1 term in the sum is understood as 

d#F(~l,J1) e x p ( -  U). A. (4.t4) 
X 

In the sum over 4, and J ,  in (4.13), the restrictions mentioned before Equation (4.9) 
hold, and X,  =X. 

The expansion [Eqs. (4.12) and (4.13)] has been developed by iterative ap- 
plications of (4.5) and (4.8). We enter a casual discussion to help the reader get a 
feeling for how this has been done, and refer to Figures 1 through 7. One desires the 
expectation of  an operator A located at J1, schematically represented in Figure 1. 
The use o f Equation (4.5) yields a sum of  terms isolating J 1. Figure 2 shows a region 
X 1 containing J1 from this sum. There is a barrier of width 2/10 around the 
boundary of  this region, along both sides of which particles obey Dirichlet data. If 
as in [1] the range of the potentials was less than 2/10 one could stop at this stage, as 
there would be no interaction between the interior and exterior regions. We rather 
interpolate the interaction between the interior and exterior regions, writing the 
result as a term with s 1 = 0 in which there is no mutual interaction, that contributes 
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2 
• J I 

4~ Figs. I - 7 

to the n=  1 term in (4.13), and a differentiated term giving an interaction between 
particles at j2 and the interior ofX 1. This is illustrated in Figure 3. (4.5) is used again 
to isolate j2 in a new component Ya ; Figure 4 illustrates the two regionsX, = 11i and 
Ya, together forming X 2. 

Now particles inside and outsideX 2 are separated by a barrier, but the potential 
still may reach across the barrier. Interpolating again yields a term with no mutual 
interaction between the interior and exterior of X 2, included in the n = 2  term in 
(4.13), and a differentiated term involving interaction between particles at Ja and 
particles inside X2. Figures 5 and 6 illustrate two different possibilities that will be 
important to distinguish in the estimates of the next sections. Figure 7 isolates j3 in 
a new region Y3, giving the three regions comprising X 3. 

If one is familiar with the cluster expansion of [1], the present expansion is 
thus quite straightforward, although the notation is complex. 

5. Convergence 

Define [IXI[ = sup Ix-x't.  We will prove 
X, x~ EX 

~(X)I ~ cA exp( -  c(#o) D) (5.1) 
IIxII>D 

where c(#o)-+c' 2 as #o--+- co. The convergence of (4.12) is implied by (5.1) and 
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L e m m a  5 . 1 . / f  A 1 CA 

[TrA,(exp( -- flH< )/Tr A(exp( - fiHA)[ <= 1. 

This is a simple consequence of the Minimax Principle. K(X) is estimated by 

Lemma 5.2. Let B be a product of r junctions on path space each dependin 9 on the n- 
paths at a single time, then 

! dlffS'(~,,, J.)B exp( - U(~._ i, a._ ,)) < liF(~., JOB II z. x 

"( ~x dl~E°r . . . . . .  or. e x p ( -  2U(~,_ 1' (7n--1)) 112" 261xt (5.2) 

where 

li()[lv, x =(!  dlffl l(')lv) lip. 

This estimate is a slight generalization of the result in Section 4 of [1]. Further- 
more 

d#E~r, ..... or. e x p ( -  2U(~,_ 1, a,,_ 1)) < exp(cstXI) 
X 

(5.3) 

by the hypothesis b) for the Hamiltonian, combined with the observation that the 
left hand side of (5.3) is the trace of the exponential of a convex combination of 
operators of the form 

U 2, U r, 

(Ho+21~9 '~& @ . . .  @(Ho+2V)  i~s~ 

where ($1, ..., St) is a partition of ( l ,  2 . . . . .  n). 
This is a very helpful feature of the expansion we are using. 
We next describe the choice of  B in Lemma 5.2. Let 17 be a map from {1, 2, ..., n 

- t }  into itself such that tt(i)<i for i=  t .... , n -  1. Let (V(t))~,j be the interaction 
potentiN energy of paths in A j, at time t with paths in A~, at time t. The definition 
(4.10) is equivalent to 

n - 1  

Z ... 1-1 (v(t,))j:.j,+, (5.4) 
J is  Y~s(i) J;~- leYn(n i) i = 1 

n - 1  

where j ~Y  means AjCY and f(r/,o-,,_2)= l--[ Sl--lSl-2""Sn(O" By convention 
i = 1  n - - 1  

sl-a . . .s ,( i)=l if q(i)=L Thus we choose B in Lemma 5.2 to be A 1-I (V(ti))j~j,+l" 
i = t  
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[IF(~,, J,)BI[ 2,x is estimated by the Holder inequality. We write (with a simplified 

notation) F ' B = F A I -  I Vi, and further decompose the product 
i 

F ' B = F ' A  I~ Eaxy~ 
i 

using the fact that FEax ̀  =F. Thus 

IlF'Bll  2 <= IlVll6-!lAll6-II 1~[ E0,:~ V~II ~ 
i 

il All 6 is treated as in [1] [see Eq. (4.4)]. The following two lemmas handle the other 
two terms. 

Lemma 5.3. 

llf(~.,, J,)l[ 6,x < c6 exp( - c7(#o)(IXI - n + t - IJ~ I) 

with c7(#o)~ oo as #o-~ - oo. 

This is a simple consequence of the result in Appendix D in [1]. 

Lemma 5.4. Assume A~, i= 1, ..., n - 1 ,  are pairwise distinct, then 

n - 1  

<e<Xl n c3(#o)exp(-cl dist(ja,ji+,)) 
i = 1  

C~ < ,i c2, c3(#o)-+0 as t,o--+ - o0. dist(j',j)= inf [ x ' -  xl. 
x~z l j  

x '  EA j ,  

c~ may be chosen close to c~ at the expense of c3(#o) which can be tolerated 
more when I#ot is very large. This leads to C(#o)~C 2 in (5.1) and c(#i)-,c2 in Theo- 
rem 2 as #o ~ - o e .  Lemma 5.4 is proved in the appendix. The hypothesis (3.t) 
is essential to the proof of this lemma. 

On collecting these estimates, we obtain 

Z N(X)I < exp(-  c(¢,o) D) Z Z 5 da,_l  f(t/, a,_ 2) 2 
IIXli>_D n = l  ~ J ' ~ - l , J ~  

~, c~ exp( -  c8(#o) IY/I-n+ 1-1Jll  c9(/Zo) 
YI ,  .. . ,  Yn i = i 

• exp( - c~' dist(j'i,jl + 1)) (5.5) 

where I1//is restricted by Y~Ji, Yn(i)~j'i, J',-1 =(fl, ...,J',,-1), c8(#o)-' oo as go--+ -- c~, 
c9(#o)~0 as #o --+ - oQ. The factor exp(-  C(go)D) has been obtained at the expense of 

t! f t! the constants c•, c8(#0 ), c9(#0 ), and c 2 < c z. 
We perform the sum over J',_ 1, J,, I71 .... , Y, in the following order 
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and by the estimates 

lc i2lJ l [  if i = 1  
Y" exp( -c l ° lY/ l )<  (C12 otherwise lq~jl  

II ! " " 1  • exp( - c;  dlst{ji, Ji + 1)) = c 14 
Ji+ l 

deduce 

(5.7) 

(5.8) 

[K(X)[ < c ~ e x p ( - e ( # o )  D) ~ c]~l(#o) sup 
tlXtl_>D ~=i trfl ..... IY~-xl 

where q s ( # o ) ~ 0  as #o- -+-  ~ .  The  p roo f  o f  (5.1) is completed by 

(5.9) 

Lemma 5.5. Given u s . . . .  , u,_ 1 >0, n arbitrary, 

~,Sda,_if(~l ,  cr,_z)u,(i)...u,(~_t) < exp u~ 

Proof of Lemma 5.5. ~ da,_ lf(tl,  a,_ 2)uno) .,. u,,(,_ x) 

1 1 

< ~ ds l . . .  ~ ds,_ 1 • f(tl, a,_ 21u,o)... un( ._ ,) 
0 0 ~l 

• exp si ... SkUk • 
, i =  k = l  

Per form the s integrals in the indicated order  using 

1 

S dsv exp(sv) < exp(v) 
O 

for v>0 .  Lemma 5.5 is the result. We are indebted to [9] for this procedure.  

Appendix 

P r o o f  o f  Lemma  5.4, namely:  

5 d" - l t  i="~ E°x'(V(ti))J;'k+~ 6,x 

n - - 1  

<exp(c4~¥t) I~ c3(#o) e x p ( -  c~ dist(/'i,j~+ ,)) 
i = l  

(A.1) 

under  the condit ion that  A k . ,  are pairwise distinct for i = 1, 2 .. . .  , n - 1. c'~ < c' 2 and 
c3(/,o)--+0 as # o - - ' -  oo. 
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As a function on path space 

IEax~(V(ti))j¢ j~+~ I < c' 1 exp( -- c' 2 dist(j~,ji + 1)) 

- o ( A j ~  t , )o(a i ,  ÷ 1, t~) (A.2)  

where o(A, t)= ~, y d3X)~A(X)Ok(X) with ){~ denoting the characteristic function of A. 
k = l  

Inequality (A.2) follows from the hypothesis (3.3). By combining (A.2) with 

S d°-'t Q(~, tl)Q(~j,+l, 
i = 1  6 , X  

< ~ 1(#o)exp(c4~l) ~ [2n(Afl] ! (1.3) 
Aj 

where ~3(Po)~0 as #o--+ - co and n(zli) = t{Aj; :j~ =j,  i=  1 ..... n - 1}f + 1, the proof  of 
(A.1) is completed, c~ is constrained to be strictly less than c~ because some 
configurations of Ajl lead to large values of n(Aj) for some j's, and these are to be 
controlled by a factor 

n - ' l  

1-I e x p ( -  (cl - c~) dist(/'i,ji + 1) 

using the hypothesis that the cubes Aj~ +~ are pairwise distinct. 

Proof of  (A.3). Write the left hand side of (A.3) in terms of a trace of  products of  
annihilation and creation operators and evaluate it as a sum of quantities labelled 
by graphs by using 

Tr x Texp - ~ HX(z)dz [ I  ~ (Xk ,  tk 
0 / k = l  

+   r i exp( ) 
"1 

x t,1)qSi~ ~ (x,~, t,~)l/Trx(exp( ~i-1~)) 

where ~ is either % or q~-, P runs over all possible partitions of  {1, 2, ..., p} into 
unordered pairs 7 = (7~, 72). The times tk, as usual, are dummy and serve only to 
define the ordering of the operators. If i.~ 4: i~ the corresponding trace in the right 
hand side of(A.4) vanishes. It also vanishes if~bi~, ~bi~ ~ are both qb's or both qb-'s. The 
remaining cases satisfy 

Trx[ T e x p ( -  ! ItX(z)dZ)~k(X,t)~(x', t ')] 

/Trx(exp(_fiHX) ) < q ( x -  "' t--t ' ,#o) if t' < t  x,  (A.5) 
q ( x - x ' , - t + t ' + f i o , # o )  if t '> t  

where 

q(x, t, #o) = (2n)- 3/2 ~ d 3 k 

• e x p ( -  t(k 2 - #0))/(1 - exp( - fl(k 2 - #o))e ik~ . (A.6) 
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This may be seen by noting that the left hand side of (A.5) is the measure of paths 
going from x to y in times t - t '+n~ if t - t ' > 0 ,  - t+t '+(n+l)f l  if t - t ' < 0 ,  
n=0,  1, .... The paths are constrained to remain in X for these times. This is 
major~ed by the path integral obtained by giving away the restriction that the 
paths remain in X. The latter, by explicit computation, is equal to the right hand 
side of (A.6). 

The analyticity properties of the integrand in (A.6) show that q(x, t, #o) decays 
exponentially in txf away from zero, uniformly in t. Using this, the graphs arising in 
the evaluation of the left hand side of (A.3) may be counted using the method of 
Dimock and Glimm, [2], Lemma 2.6. Individual graphs may be estimated in terms 
of local L 2 norms [e.g., see (A.7) below] of (A.5) by the Cauchy Schwarz inequality. 
The reader is referred to [2] for more details. The constant ~3(#0) in (A.3) is obtained 
by keeping track of the #o dependence of the local L 2 norms. 

j' d3x ~ d3x'lq(x - x', t, po)l 2 ]z/2 =< [S d3xlq( x, t, po)l 2 ] 1/2 
Ay Aj 

= IS daklq( k' t, #o)1 z]  1 / 2  (A.7) 
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