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ABSTRACT

Despite its importance and the undisputable significance of stochastic effects, the problem of multiple-excitation multiple-response Experimental Modal Analysis has thus far been almost exclusively considered within a deterministic framework. In this paper a novel, comprehensive, and effective stochastic approach, that, unlike alternative schemes can also operate on vibration displacement, velocity, or acceleration vibration data, is introduced. The proposed approach is capable of effectively dealing with noise-corrupted vibration data, while also being characterized by unique features that enable it to overcome major drawbacks of current modal analysis methods and achieve high performance characteristics by employing: (a) proper and mutually compatible force excitation signal type and stochastic model forms, (b) an estimation scheme that circumvents problems such as algorithmic instability, wrong convergence, and high computational complexity, while requiring no initial guess parameter values, (c) effective model structure estimation and model validation procedures, and, (d) appropriate model transformation and reduction and analysis procedures based on a novel Dispersion Analysis methodology.

The Dispersion Analysis methodology introduced as part of the proposed approach is a physically meaningful way of assessing the relative importance of the estimated vibrational modes based on their contributions ("dispersions") to the vibration signal energy. The effects of modal cross-correlations are fully accounted for, physical interpretations are provided in both the correlation and spectral domains, and the phenomenon of negative dispersion modes is investigated and physically interpreted. The effectiveness of the proposed approach is finally verified via numerical and laboratory experiments, as well as comparisons with the classical Frequency Domain Method and the deterministic Eigensystem Realization Algorithm.

The paper is divided into two parts: The proposed Dispersion Analysis methodology is introduced in the first one, whereas the complete stochastic experimental modal analysis approach is presented in the second [23].
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1. INTRODUCTION

Time-domain Experimental Modal Analysis approaches may be classified as either deterministic or stochastic. Deterministic approaches [1-6] are often simpler and computationally attractive, but they face significant difficulties in dealing with noise-corrupted experimental data. Indeed, it is well-known [7-10] that the quality of modal parameters identified via deterministic methods decreases drastically as the noise-to-signal (N/S) ratio ceases to be negligible, and a number of modes may be even completely impossible to estimate. As a consequence, emphasis has been recently placed on stochastic approaches that can effectively account for the presence of noise in experimental data [7-18].

Most of the available stochastic approaches however are of the single-output type, and are therefore restricted to one vibration measurement location. This is a rather severe limitation for practical applications where multiple-excitation multiple-response [also referred to as Multiple-Input Multiple-Output (MIMO)] methods are in demand because of a number of advantages that they can offer, including significantly reduced total data acquisition and processing time requirements, the use of more consistent data sets, more uniform distribution of the excitation signal energy within the structure, more “consistent” modal parameter estimates due to the larger number of data used, effective separation of multiple or closely-coupled modes, and significantly reduced probability of missing vibrational modes.

Despite these potential advantages, very few stochastic MIMO approaches are currently available. Hu et al. [17] discussed an approach based on multivariate AutoRegressive Moving Average (ARMA) models with parameters obtained through the Modified Yule-Walker estimator. The performance of this estimator is however known to vary greatly and result in significant identification scatter and reduced accuracy [19]. In addition, an unnecessarily high number of parameters is estimated, the noise dynamics are not identified, and a number of issues (such as model structure estimation, estimation of the actual number of structural degrees of freedom/model reduction, appropriate selection of the excitation signal type and the required ARMA forms, as well as model validation) are neglected. The approach proposed by Bonnecase et al. [20] for the case of unobservable force excitation is also based on the Modified Yule-Walker estimator (or its overdetermined form) and is of a very similar nature.

Part of the reason for the lack of stochastic MIMO experimental modal analysis approaches is due to difficulties related to the discrete estimation stage (algorithmic instability occurrence, wrong convergence, the need for initial guess parameter values, high computational complexity), inappropriate selection of the triple of model structure, excitation signal type, and discrete-to-
continuous model transformation, the lack of an effective model structure estimation procedure, and the lack of a methodology for assessing the relative importance of the estimated vibrational modes (necessary for model analysis, reduction, and distinction between "structural" and "extraneous" modes). Although most of these issues (except for the last one) were recently addressed and effectively resolved for the special single-output case [18], those results are not directly extendable to the more general MIMO problem.

Indeed, it is a well-known fact that the extension from the single to the multiple-output case is far from being trivial, as stochastic multivariate models have a structure that is much more complicated than that of their univariate counterparts and gives rise to deep identifiability questions that necessitate the use of identifiable parametrizations and special model structure estimation techniques [21]. Additional problems are also encountered as parameter estimation in multivariate models is much more complicated and prone to difficulties related to local extrema/wrong convergence and algorithmic instabilities, so that the availability of good initial parameter values is of critical importance [22]. The computational complexity of multivariate estimation algorithms is also excessive, to the point that it is often considered as prohibitive for many practical applications.

Regarding the issue of quantitative assessment of the relative importance of a structure's estimated vibrational modes, very little has been done [8,9,18]. This is so despite the issue’s apparent significance in model analysis, reduction, and the distinction between actual "structural" and "extraneous" vibrational modes in an estimated structural model. Such extraneous modes primarily appear in conjunction with deterministic methods and are mainly due to the latters’ inability to cope with noise-corrupted data. They are, however, encountered in the results of stochastic methods as well (although in drastically reduced numbers); in that case they are due to the dynamics of imperfect instruments and/or statistical errors and estimator inaccuracies. Although some techniques (such as the Modal Amplitude Coherence used in conjunction with the Eigensystem Realization Algorithm [4]) have been suggested for distinguishing structural from extraneous modes in a deterministic setting, those neither address the aforementioned general problem nor work effectively in environments in which the noise is not negligible [10,18].

It is thus the goal of this work to develop an appropriate methodology for the quantitative assessment of the relative importance of a structural system’s modes, and also overcome the aforementioned difficulties and develop an effective and realistic stochastic MIMO Experimental Modal Analysis approach.

The problem of quantitative assessment of the relative importance of a structural model’s vibrational modes is studied first, and a novel and physically meaningful methodology, referred to
as Dispersion Analysis, that assesses the significance of each mode by determining its contribution to the total vibration signal energy under broad-band excitation conditions, is developed. This methodology fully accounts for all cross-correlation effects (second-order statistical interactions) among the various modes, and provides a definite and objective answer to the question of mode importance. Physical interpretations are also provided, and the important phenomenon of modes characterized by negative contributions considered, existence conditions derived, and clear and meaningful interpretations offered.

The complete stochastic MIMO Experimental Modal Analysis problem is considered next, and a novel and effective approach that, unlike alternative schemes is capable of operating on either displacement, velocity, or acceleration vibration data records, and utilizes the Dispersion Analysis methodology for model reduction and analysis, is developed. The performance characteristics of the proposed approach are examined via numerical and laboratory experiments and comparisons with the classical Frequency Domain Method (FDM) and the deterministic Eigensystem Realization Algorithm (ERA) [4].

This paper consists of two parts: The problem of quantitative assessment of the relative importance of a structure's vibrational modes and the proposed Dispersion Analysis methodology are discussed in Part I, whereas the formulation and testing of the MIMO Experimental Modal Analysis approach is presented in Part II [23]. The presentation in Part I is organized as follows: The basic formulation of the proposed Dispersion Analysis methodology is outlined in Section 2, and the existence of modes characterized by negative contributions discussed in Section 3. Various interpretations of the proposed methodology, with emphasis on negative dispersion modes and their physical significance, are discussed in Section 4, and the conclusions of the study are finally summarized in Section 5.

2. ANALYSIS OF DISPERSION FOR CONTINUOUS-TIME STRUCTURAL SYSTEMS

Consider a general, linear, viscously-damped n degree-of-freedom structural system described by the differential equation:

\[
M \cdot \ddot{v}(t) + C \cdot \dot{v}(t) + K \cdot v(t) = f(t)
\]

(1)

in which \(M, C, K\) represent the real and symmetric \(n \times n\) mass, viscous damping, and stiffness matrices, respectively, \(\{f(t)\}\) the \(n\)-dimensional force excitation signal, and \(\{v(t)\}\) the resulting \(n\)-dimensional vibration displacement signal. This system is characterized by \(n\) vibrational modes,
and hence $n$ pairs of complex conjugate eigenvalues of the form:

$$s_i, s_i^* = -\zeta \omega_n \pm j \omega_n \sqrt{1 - \xi^2} = -\zeta \omega_n \pm j \omega_d \quad (i = 1, \ldots, n)$$

(2)

where $\omega_d$, represents the $i$-th damped natural frequency $\omega_d \triangleq \omega_n \sqrt{1 - \xi^2}$ and $j$ the imaginary unit. Corresponding to these eigenvalues are $n$ pairs of complex conjugate eigenvectors (mode shapes) of the form:

$$\{\phi_i\} = \begin{pmatrix} \phi_{1i} \\ \phi_{2i} \\ \vdots \\ \phi_{ni} \end{pmatrix} \quad \{\phi_i^*\} = \begin{pmatrix} \phi_{1i}^* \\ \phi_{2i}^* \\ \vdots \\ \phi_{ni}^* \end{pmatrix} \quad (i = 1, \ldots, n)$$

(3)

The problem of interest here is that of quantitatively assessing the relative importance of each vibrational mode in the system of Eq.(1), and for its solution a novel and physically-meaningful Dispersion Analysis methodology, according to which the relative importance of a given vibrational mode is judged by its contribution to the vibration energy of the structure under broad-band (uncorrelated) stochastic excitation conditions, is currently proposed. The key idea behind this methodology is in the appropriate decomposition of the vibration energy into modal contributions that will be referred to as (modal) dispersions. The excitation signal is selected as uncorrelated stochastic because it is then characterized by a perfectly flat spectrum that warrants that all frequencies are excited at the same level with no particular weight being assigned to any frequency or frequency range.

The foundation of this proposed methodology may be traced to the notion of dispersion used in conjunction with discrete Time Series models [24], which, in turn, has its roots in the statistical Analysis of Variance. The first use of Dispersion Analysis in Structural Dynamics was based on approximate discrete-time models and may be found in the papers by Ben Mrad and Fassois [8,9], Fassois et al. [16], and Lee and Fassois [18]. These earlier attempts to address the problem however suffer from two major drawbacks:

They are all based on discrete-time models and are therefore approximate and subject to errors relating to the fact that actual structural systems are inherently continuous and not discrete-time. These errors are known to be functions of various factors, including the excitation signal type [8,9], and are very difficult to assess. Furthermore, the utilization of discrete models does not allow for physical insight and a clear understanding of the role of the global and local modal characteristics in determining the contribution of each vibrational mode.
The frequently occurring phenomenon of negative dispersion modes has yet to be addressed. As a consequence a clear understanding of the role of such modes and their physical significance is currently lacking.

It is thus the objective of this chapter to develop a proper and exact Dispersion Analysis methodology based on continuous-time structural models, explicitly relate the relative contribution of each vibrational mode to physical quantities of interest (such as natural frequencies, damping factors, and mode shapes), and also provide clear physical interpretations of the notion of modal dispersion and the phenomenon of negative dispersion modes.

**The Notion of Modal Dispersion**

The key idea of the proposed methodology is in the proper decomposition of the vibration displacement energy and the introduction of the notion of modal dispersion. Broadly speaking the modal dispersion is the part of the vibration response energy associated with a given mode under broad-band stochastic excitation conditions. For a precise definition the vibration signal variance for a general viscously-damped structural system needs to be computed and appropriately decomposed.

Towards this end the solution of the general structural system equation (1) for a given vector excitation \( f(t) \triangleq [f_1(t) \cdots f_n(t)]^T \) is expressed in the form [25]:

\[
\mathbf{v}(t) = \sum_{i=1}^{n} \left[ \phi_i \sum_{k=1}^{n} \left( \frac{\phi_{ki}}{a_i} \int_{-\infty}^{t} h_i(t - \tau) f_k(\tau) d\tau \right) + \phi_i^* \sum_{k=1}^{n} \left( \frac{\phi_{ki}^*}{a_i^*} \int_{-\infty}^{t} h_i^*(t - \tau) f_k(\tau) d\tau \right) \right]
\]

(4)

with:

\[
h_i(t) \triangleq e^{a_i t} = e^{-\zeta \omega_n t}(\cos \omega_d t + j \sin \omega_d t)
\]

(5)

\[
h_i^*(t) \triangleq e^{a_i^* t} = e^{-\zeta \omega_n t}(\cos \omega_d t - j \sin \omega_d t)
\]

(6)

and the constants \( a_i \) and \( a_i^* \) (which are the coefficients of the derivative term in the \( i \)-th uncoupled state equation using normal coordinates) are given as:

\[
a_i \triangleq 2s_i \cdot \phi_i^T M \phi_i + \phi_i^T C \phi_i
\]

(7)

\[
a_i^* \triangleq 2s_i^* \cdot \phi_i^T M \phi_i^* + \phi_i^T C \phi_i^*
\]

(8)

The contribution of each vibrational mode will be defined separately for each one of the system's transfer functions. As a consequence, and without any loss of generality, the \( ml \)-th transfer function
relating the force \( f_i(t) \) to the vibration displacement response \( v_m(t) \) will be considered in the sequel. Based on Eq.(4) the autocorrelation function of the vibration signal \( \{v_m(t)\} \) may be computed as:

\[
R_{v_m}(\tau) = E\left[ v_m(t)v_m(t + \tau) \right] = \sum_{i=1}^{n} \sum_{k=1}^{n} E \left[ \frac{\phi_{mk} \phi_{lk}}{a_i a_k} \int_{0}^{\infty} f_i(t - \tau_1) h_i(\tau_1) d\tau_1 + \frac{\phi_{mk} \phi_{lk}}{a_i a_k} \int_{0}^{\infty} f_i(t - \tau_1) h_k^*(\tau_1) d\tau_1 \right] \\
\left( \frac{\phi_{mk} \phi_{lk}}{a_i a_k} \int_{0}^{\infty} f_i(t + \tau - \tau_2) h_k(\tau_2) d\tau_2 + \frac{\phi_{mk} \phi_{lk}}{a_i a_k} \int_{0}^{\infty} f_i(t + \tau - \tau_2) h_k^*(\tau_2) d\tau_2 \right) \right) \]

(9)

where \( E[\cdot] \) denotes statistical expectation. The first term in this expression may be rewritten as:

1-st term = \( E \left[ \left( \frac{\phi_{mk} \phi_{lk}}{a_i a_k} \int_{0}^{\infty} f_i(t - \tau_1) h_i(\tau_1) d\tau_1 \right) \cdot \left( \frac{\phi_{mk} \phi_{lk}}{a_i a_k} \int_{0}^{\infty} f_i(t + \tau - \tau_2) h_k(\tau_2) d\tau_2 \right) \right] \)

\[
= \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} \int_{0}^{\infty} E[f_i(t - \tau_1) f_i(t + \tau - \tau_2)] h_i(\tau_1) h_k(\tau_2) d\tau_1 d\tau_2 \]

\[
= \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} \int_{0}^{\infty} R_f(\tau + \tau_1 - \tau_2) h_i(\tau_1) h_k(\tau_2) d\tau_1 d\tau_2 \]

(10)

with \( R_f(\cdot) \) representing the autocorrelation function of the force excitation signal \( \{f_i(t)\} \). In the case of uncorrelated stochastic excitation \( R_f(\cdot) \) is of the form:

\[
R_f(\tau + \tau_1 - \tau_2) = R_{f_0} \cdot \delta(\tau + \tau_1 - \tau_2) \]

(11)

where \( \delta(\cdot) \) represents the Dirac's delta function, and \( R_{f_0} \) its intensity. The substitution of (11) into (10) then yields for \( \tau \geq 0 \):

1-st term = \( R_{f_0} \cdot \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(\tau_1) h_k(\tau + \tau_1) d\tau_1 \)

\[
e^{-\zeta_k \omega_n \tau}(\cos \omega_{d_k} \tau + j \sin \omega_{d_k} \tau) \left( R_{f_0} \cdot \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(\tau_1) h_k(\tau_1) d\tau_1 \right) \]

(12)

By similarly computing the remaining three product terms within the square bracket of Eq.(9), the autocorrelation function \( R_{v_m}(\tau) \) may be finally expressed in the following decomposition form:

\[
R_{v_m}(\tau) \triangleq \sum_{k=1}^{n} D_k(\tau) \triangleq \sum_{k=1}^{n} \left[ \exp(-\zeta_k \omega_n \tau) \left( \eta^{(k)}_1 \cdot \cos \omega_{d_k} \tau + \eta^{(k)}_2 \cdot \sin \omega_{d_k} \tau \right) \right] \]

(13)

with \( D_k(\tau) \) obviously defined and:

\[
\eta^{(k)}_1 = R_{f_0} \cdot \sum_{i=1}^{n} \left( \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k(t) dt + \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k^*(t) dt \right) \]

\[
+ \frac{\phi_{mk} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k(t) dt + \frac{\phi_{mk} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k^*(t) dt \]

(14)

\[
\eta^{(k)}_2 = j \cdot R_{f_0} \cdot \sum_{i=1}^{n} \left( \frac{\phi_{mi} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k(t) dt - \frac{\phi_{mk} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k^*(t) dt \right) \]

\[
+ \frac{\phi_{mk} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k(t) dt - \frac{\phi_{mk} \phi_{lk} \phi_{mk} \phi_{ik}}{a_i a_k} \int_{0}^{\infty} h_i(t) h_k^*(t) dt \]

(15)
Observe that both $\eta_1^{(k)}$ and $\eta_2^{(k)}$ ($k = 1, 2, \ldots, n$) are real-valued since their first and fourth, as well as their second and third, terms are complex conjugate.

From Eq.(13) it is evident that the autocorrelation function $R_{vm}(\tau)$ has been decomposed into $n$ decaying trigonometric terms $D_k(\tau)$ ($k = 1, 2, \ldots, n$), each one of which is associated with each one of the system’s vibrational modes and represents that mode’s contribution to $R_{vm}(\tau)$.

The energy associated with the vibration displacement signal $\{v_m(t)\}$ may be then evaluated from (13) by setting $\tau = 0$, and is therefore expressed as:

$$R_{vm}(0) = \sum_{k=1}^{n} \left[ 2R_{j_0} \cdot \sum_{i=1}^{n} \text{Re} \left( \frac{\phi_{mi} \phi_{li} \phi_{m_k} \phi_{l_k}}{a_i a_k} \int_0^\infty h_i(t)h_k(t)dt \right) \right]$$

with $\text{Re}(\cdot)$ denoting the real part of the indicated quantity. Since:

$$\int_0^\infty h_i(t)h_k(t)dt = \int_0^\infty e^{-(\zeta_i \omega_{n_i} + \zeta_k \omega_{n_k})t} \left[ \cos(\omega_{d_i} + \omega_{d_k})t + j \sin(\omega_{d_i} + \omega_{d_k})t \right] dt$$

$$= \frac{(\zeta_i \omega_{n_i} + \zeta_k \omega_{n_k}) + j(\omega_{d_i} + \omega_{d_k})}{\omega_{n_i}^2 + \omega_{n_k}^2 + 2\zeta_i \zeta_k \omega_{n_i} \omega_{n_k} + 2\omega_{n_i} \omega_{n_k} \sqrt{(1 - \zeta_i^2)(1 - \zeta_k^2)}}$$

$$\triangleq \eta_3^{(i,k)}$$

(17)

and:

$$\int_0^\infty h_i(t)h_k^*(t)dt = \frac{(\zeta_i \omega_{n_i} + \zeta_k \omega_{n_k}) + j(\omega_{d_i} - \omega_{d_k})}{\omega_{n_i}^2 + \omega_{n_k}^2 + 2\zeta_i \zeta_k \omega_{n_i} \omega_{n_k} - 2\omega_{n_i} \omega_{n_k} \sqrt{(1 - \zeta_i^2)(1 - \zeta_k^2)}}$$

$$\triangleq \eta_4^{(i,k)}$$

(18)

$R_{vm}(0)$ may be rewritten in the decomposition form:

$$R_{vm}(0) \triangleq \sum_{k=1}^{n} D_k(0) \triangleq \sum_{k=1}^{n} \left[ 2R_{j_0} \cdot \sum_{i=1}^{n} \text{Re} \left( \frac{\phi_{mi} \phi_{li} \phi_{m_k} \phi_{l_k}}{a_i a_k} \eta_3^{(i,k)} \right) + \frac{\phi_{mi} \phi_{li} \phi_{m_k} \phi_{l_k}^*}{a_i a_k^*} \eta_4^{(i,k)} \right]$$

(19)

Based on this the $k$-th modal dispersion is now defined as follows:

**Definition:** The $k$-th modal dispersion is defined as the $k$-th mode’s contribution to the vibration signal energy given by the expression:

$$D_k(0) \triangleq 2R_{j_0} \cdot \sum_{i=1}^{n} \text{Re} \left( \frac{\phi_{mi} \phi_{li} \phi_{m_k} \phi_{l_k}}{a_i a_k} \eta_3^{(i,k)} + \frac{\phi_{mi} \phi_{li} \phi_{m_k} \phi_{l_k}^*}{a_i a_k^*} \eta_4^{(i,k)} \right)$$

(20)

In addition, the dispersion percentage (or normalized dispersion) of the $k$-th mode is defined as the dispersion of that mode normalized by the total vibration signal energy, that is:

$$\delta_k \triangleq \frac{D_k(0)}{\sum_{j=1}^{n} D_j(0)} \times 100\% \quad (k = 1, 2, \ldots, n)$$

(21)
Note that expressions (20) and (21) represent the $k$-th modal dispersion and dispersion percentage, respectively, for the $m_l$-th transfer function. The additional subscripts indicating this have been dropped for the sake of simplicity, but should be used in cases of potential ambiguity.

The dispersion percentage of a given mode within a particular transfer function therefore is a "measure" of that mode's relative significance within that particular transfer function. For an $n$ degree-of-freedom structural system characterized by $n$ modes, an $n \times n$ transfer matrix incorporating all transfer functions may be defined, and the dispersion percentages of a given mode may be correspondingly written in the form of a dispersion percentage matrix.

**Example:** Consider the two degree-of-freedom proportionally-damped system of Figure 1 with physical parameters:

$$
M = \begin{bmatrix} 1.0 & 0.0 \\ 0.0 & 1.0 \end{bmatrix} \quad C = \begin{bmatrix} 2.5 & -0.8 \\ -0.8 & 2.5 \end{bmatrix} \quad K = \begin{bmatrix} 110.0 & -11.0 \\ -11.0 & 110.0 \end{bmatrix}
$$

The modal parameters and complete Dispersion Analysis results, indicating the importance of each vibrational mode in each one of the system's transfer functions, are given in Table 1 in the form of dispersion percentage matrices.

As it is evident from these results, mode 1 is a heavier contributor to the vibration energy, and hence of higher importance than mode 2 for this particular system. Another interesting observation is that the dispersion of mode 2 is negative in both transfer receptance cases (transfer functions $v_1/f_2$ and $v_2/f_1$), a phenomenon that deserves further attention and will be therefore discussed in detail in the sequel.

3. **MODES CHARACTERIZED BY NEGATIVE DISPERSIONS: THE CASE OF PROPORTIONALLY-DAMPED SYSTEMS**

The definition of a structural mode's dispersion, and its interpretation as the mode's contribution to the vibration response energy under broad-band stochastic excitation conditions, provides an objective and physically meaningful approach for assessing the relative importance of vibrational modes within a given structural system. As it has been, however, already observed, a problem arises in that the dispersions of some modes become negative for certain structural systems, and this creates difficulties, as it is not immediately evident either how negative contributions can be interpreted within this context, or what their exact physical significance and role are. As a consequence, and in order for the relative importance of such modes to be properly judged, satisfactory answers to these questions have to be provided.
In achieving this objective alternative interpretations of the notion of modal dispersion and the Dispersion Analysis methodology, allowing for additional insight into the underlying physical mechanisms, will be sought in the rest of this paper. In this section our attention will be focused on the special, but interesting, case of proportionally-damped systems, for which somewhat simpler and easier to interpret expressions can be derived. The more general non-proportionally-damped case will be examined in Section 4.

Based on expression (20) the contribution \( D_k(0) \) of the \( k \)-th mode in the vibration signal energy may be decomposed as follows:

\[
D_k(0) = \beta_{kk} + \beta_k
\]  

(22)

where:

\[
\beta_{kk} \triangleq 2R_f \cdot \Re \left( \frac{\phi_{mk}^2 \Phi_k^2}{a_k^2} \eta_3^{(k,k)} + \frac{|\phi_{mk}|^2 |\Phi_k|^2}{|a_k|^2} \eta_4^{(k,k)} \right)
\]  

(23)

\[
\beta_k \triangleq \sum_{i=1,i\neq k}^n \beta_{ik}
\]  

(24)

\[
\beta_{ik} \triangleq 2R_f \cdot \Re \left( \frac{\phi_{mi} \Phi_i \phi_{mk} \Phi_k}{a_i a_k} \eta_3^{(i,k)} + \frac{\phi_{mi} \Phi_i \phi_{mk} \Phi_k^*}{a_i a_k^*} \eta_4^{(i,k)} \right)
\]  

(25)

The term \( \beta_{kk} \) in this decomposition depends upon the \( k \)-th modal parameters and will be therefore referred to as the \( k \)-th modal autocorrelation, whereas the term \( \beta_k \) depends upon the remaining modal parameters as well, and will be referred to as the \( k \)-th modal cross-correlation. This latter term represents the part of the energy due to the interactions between the \( k \)-th mode and the rest of the modes present in the system.

It is interesting, as well as instructive, to consider the special case of proportionally-damped structural systems first. In that case the above expressions for the \( k \)-th modal auto and cross-correlations reduce to:

\[
\beta_{kk} = \frac{R_f \cdot \phi_{mk}^2 \phi_k^2}{4\zeta_k \omega_{nk}^3}
\]  

(26)

\[
\beta_k = \sum_{i=1,i\neq k}^n \frac{2R_f \cdot \phi_{mi} \phi_i \phi_{mk} \phi_k (\zeta_\omega_n + \zeta_\omega_{nk})}{(\omega_{ni}^2 - \omega_{nk}^2)^2 + 4[\zeta_\omega_n \omega_{nk} (\omega_{ni}^2 + \omega_{nk}^2) + (\zeta_i^2 + \zeta_k^2) \omega_{ni}^2 \omega_{nk}^2]}
\]  

(27)

where \( \{\phi_i\} \) represents the \( i \)-th mass-normalized eigenvector, and the fact that the \( a_i \)'s of Eqs.(7)-(8) can, in this case, be simply expressed as \( a_i = j2\omega_d \) \( (i = 1, 2, ..., n) \), was used. Based on these expressions the following corollaries follow:

**Corollary 1:** The modal autocorrelation is nonnegative for any mode of a proportionally-damped system. The dispersion of any particular mode will thus be negative if and only if the mode's modal
cross-correlation is negative and of magnitude larger than that of its modal autocorrelation.

**Corollary 2:** In a proportionally-damped system no negative dispersion modes can occur within a point receptance transfer function (that is a transfer function relating identical excitation $l$ and response $m$ coordinates). Negative dispersion modes can be, however, encountered in transfer receptance cases, in which the excitation and response coordinates are different ($l \neq m$).

**Corollary 3:** A necessary condition for the $k$-th mode to be characterized by negative dispersion within the $ml$-th ($m \neq l$) transfer function of a proportionally-damped system, is that at least one of the products of mode shape elements $\phi_{mi} \phi_{kl} \phi_{mk} \phi_{lk}$ for $i = 1, 2, \cdots, n$ be negative.

As it will be later shown, the validity of Corollary 1 can be extended to the case of non-proportionally-damped systems as well.

In order to gain further insight into this problem, the natural frequency ratio between two modes is defined as:

$$\varepsilon_{\omega_{ik}} \triangleq \frac{\omega_{ni}}{\omega_{nk}}$$  \hspace{1cm} (28)

Then, the $k$-th modal cross-correlation $\beta_k$ of the proportionally-damped structural system [Eq.(27)] may be rewritten as:

$$\beta_k = \sum_{i=1, i \neq k}^{n} \frac{2 R_{f_{ik}} \cdot \phi_{mi} \phi_{kl} \phi_{mk} \phi_{lk} (\zeta_i \varepsilon_{\omega_{ik}} + \zeta_k)}{\omega_{nk}^3 \left[ \left( \frac{2 \zeta_i}{\varepsilon_{\omega_{ik}} - 1} \right)^2 + 4 \left( \frac{\zeta_i \varepsilon_{\omega_{ik}}}{\varepsilon_{\omega_{ik}} + 1} \right) + \left( \frac{\zeta_i^2 + \zeta_k^2}{\varepsilon_{\omega_{ik}}} \right) \right]}$$  \hspace{1cm} (29)

It is interesting to observe that both the modal autocorrelation $\beta_{kk}$ [Eq.(26)] and cross-correlation $\beta_k$ [Eq.(29)] have the term $\omega_{nk}^3$ as a common factor in their denominators. By using appropriate natural frequency ratios, the quantity $\omega_{nk}^3$ may be thus made a multiplicative factor in the total vibration signal energy expression, and, as a consequence, the dispersion percentages $\delta_k$ ($k = 1, 2, \cdots, n$) calculated from (21) will be independent of it, and, in fact, of any one of the exact natural frequency values. This observation is organized into the following corollary:

**Corollary 4:** The $k$-th mode dispersion percentage $\delta_k$ of a proportionally-damped structural system does not depend upon the exact value of any one of the system's natural frequencies $\omega_{ni}$ ($i = 1, \cdots, n$), but only on the natural frequency ratios $\varepsilon_{\omega_{ik}}$ ($i = 1, \cdots, n$).

For the rest of this section we will further limit our analysis to the case of proportionally-damped systems satisfying the following assumptions:

A1. The structural system is lightly-damped ($\zeta_i \ll 1, \forall i$)

A2. The mass-normalized mode shape elements are all of the same order of magnitude.
Apart from being of obvious practical importance, this case allows for some additional calculations that provide insight into the physical conditions under which negative dispersion modes may appear. Towards this end let us now examine the dispersion percentage $\delta_k$ as a function of the natural frequency ratios $\varepsilon_{\omega_{ik}}$ ($i = 1, 2, \ldots, n$).

If $\varepsilon_{\omega_{ik}} \gg 1$, $\forall i, i \neq k$, the terms (i) and (ii) in expression (29) may be approximately expressed as:

\begin{align*}
  \text{(i)} &\approx \varepsilon_{\omega_{ik}}^4 \\
  \text{(ii)} &\approx 4\zeta_i\zeta_k\varepsilon_{\omega_{ik}}^3
\end{align*}

and thus (i) $\gg$ (ii); a fact further strengthened by the light damping assumption A1.

If, on the other hand, $\varepsilon_{\omega_{ik}} \ll 1$, by neglecting terms of order higher than two we have:

\begin{align*}
  \text{(i)} &\approx 1 \\
  \text{(ii)} &\approx 4\zeta_i\zeta_k\varepsilon_{\omega_{ik}}
\end{align*}

and (i) $\gg$ (ii) in this case as well.

As a consequence, if the lightly-damped structural system has well-separated modes ($\varepsilon_{\omega_{ik}} \gg 1$ or $\varepsilon_{\omega_{ik}} \ll 1$, $\forall i, i \neq k$), the term (i) is dominant to (ii), and the $k$-th mode dispersion $D_k(0)$ may be thus approximated as [see (26), (27)]:

\begin{align*}
  D_k(0) &= \beta_{kk} + \beta_k \approx \frac{R_s}{\omega_{nk}^3} \left[ \frac{\phi_{m_k}^2 \phi_{l_k}^2}{4\zeta_k} + \sum_{i=1, i \neq k}^{n} 2\phi_{m_i}\phi_{l_i}\phi_{m_k}\phi_{l_k}(\zeta_i\varepsilon_{\omega_{ik}} + \zeta_k) \right] \tag{32}
\end{align*}

with the denominator of (iv) approximated as $\varepsilon_{\omega_{ik}}^4$ (if $\varepsilon_{\omega_{ik}} \gg 1$) or 1 (if $\varepsilon_{\omega_{ik}} \ll 1$). In both cases, however, and under the assumptions A1 and A2, the term (iii) will be dominant, in magnitude, to (iv). Due to the difference in magnitude between these two terms, and for reasonably small number of degrees of freedom $n$, (iii) will be dominant when compared to the sum of the terms (iv) as well. That is, the modal autocorrelation will be significantly larger, in magnitude, than the modal cross-correlation, and we, therefore, arrive at the following corollary:

**Corollary 5:** For a proportionally-damped system satisfying A1 and A2, and characterized by well-separated modes ($\varepsilon_{\omega_{ik}} \gg 1$ or $\varepsilon_{\omega_{ik}} \ll 1$, $\forall i, i \neq k$), the modal autocorrelation terms dominate, in magnitude, the corresponding modal cross-correlations, and thus, by virtue of Corollary 1, no negative dispersion modes exist.

Based on this result, it is evident that a *necessary condition* for the $k$-th mode of a proportionally-damped structural system satisfying A1 and A2 to be characterized by negative dispersion is that, at least, one additional natural frequency be close to $\omega_{nk}$, so that the term (ii) in Eq.(29) can dominate (i), and the modal autocorrelation $\beta_{kk}$ not necessarily dominate (in magnitude) in (32).
This is a somewhat expected result, since for $\delta_k$ to be negative the $k$-th modal cross-correlation needs to be negative and of magnitude larger than that of its modal autocorrelation (Corollary 1), with the former (modal cross-correlation) becoming maximum as another damped natural frequency approaches $\omega_{dk}$ ($\omega_{d_1} \rightarrow \omega_{d_2}$) (see last remark in subsection 4.1); a fact that, in the case of lightly-damped systems, occurs only when $\omega_{n_i}$ approaches $\omega_{n_k}$.

In order to investigate how closely two modes should be in order for the term (i) not to be necessarily dominant in the denominator of expression (29), the case of a two degree-of-freedom system is now considered. By defining the quantity $\Delta$ through the expression:

$$\varepsilon_{\omega_{12}} \triangleq 1 + \Delta \quad \Delta \ll 1$$

and substituting it into the terms (i) and (ii) of Eq. (29) we obtain:

\begin{align*}
(i) & = \left( (1 + \Delta)^2 - 1 \right)^2 \\
& = 4\Delta^2 + 4\Delta^3 + \Delta^4 \\
(ii) & = 4\left[ \zeta_1\zeta_2(1 + \Delta)[(1 + \Delta)^2 + 1] + (\zeta_1^2 + \zeta_2^2)(1 + \Delta)^2 \right] \\
& = 4[(\zeta_1 + \zeta_2)^2 + \zeta_1\zeta_2(4\Delta + 4\Delta^2 + \Delta^3) + (\zeta_1^2 + \zeta_2^2)(2\Delta + \Delta^2)]
\end{align*}

By neglecting terms involving orders of $\Delta$ higher than two, and also, in view of A1, the terms $16\zeta_1\zeta_2\Delta^2$ and $4(\zeta_1^2 + \zeta_2^2)\Delta^2$, we have:

\begin{align*}
(i) & \approx 4\Delta^2 \\
(ii) & \approx 4(\zeta_1 + \zeta_2)^2 + 16\zeta_1\zeta_2\Delta + 4(\zeta_1^2 + \zeta_2^2)\Delta^2
\end{align*}

In order for term (ii) to be dominant:

$$4\Delta^2 < 4(\zeta_1 + \zeta_2)^2 + 16\zeta_1\zeta_2\Delta + 4(\zeta_1^2 + \zeta_2^2)\Delta^2 \iff \Delta^2 - 2(\zeta_1 + \zeta_2)^2\Delta - (\zeta_1 + \zeta_2)^2 < 0$$

or, equivalently:

$$\Delta_2 \equiv (\zeta_1 + \zeta_2)^2 - \sqrt{(\zeta_1 + \zeta_2)^4 + (\zeta_1 + \zeta_2)^2} < \Delta < (\zeta_1 + \zeta_2)^2 + \sqrt{(\zeta_1 + \zeta_2)^4 + (\zeta_1 + \zeta_2)^2} \equiv \Delta_1$$

where, obviously, $\Delta_1 > 0$ and $\Delta_2 < 0$. By approximating the quantity under the square root as $(\zeta_1 + \zeta_2)^2$, and neglecting terms of order higher than two, (39) may be simplified as:

$$|\Delta| < \zeta_1 + \zeta_2$$
Expression (39), or its approximate version (40), therefore composes a necessary condition for a negative dispersion mode to appear in a two degree-of-freedom proportionally-damped system satisfying A1 and A2. As is evident from this condition, the lighter the damping of the system the smaller the magnitude of $\Delta$ (and thus the smaller the distance between the two natural frequencies) that is necessary for a negative dispersion mode to appear. These facts are illustrated in the example that follows:

**Example (Continued):** Consider the two degree-of-freedom structural system of Figure 1. With mode shapes fixed (same as in Table 1), the dispersion percentages of the transfer function $v_2/f_1$ are shown in Figure 2 as functions of the natural frequency ratio $\varepsilon_{\omega_{12}}$, for four cases, as follows: (a) $\zeta_1 = 0.35, \zeta_2 = 0.5$, (b) $\zeta_1 = 0.07, \zeta_2 = 0.1$, (c) $\zeta_1 = 0.007, \zeta_2 = 0.01$, and (d) $\zeta_1 = 0.0007, \zeta_2 = 0.001$. As is evident from this Figure, the lighter the damping of the system the closer the two natural frequencies should be in order for a negative dispersion mode to occur. Although condition (40) is, of course, not applicable to the high damping case (a), it is easy to verify that it is satisfied in all of the remaining cases for the intervals of $\Delta$ for which a negative dispersion mode occurs. Indeed, in case (b) mode 2 has negative dispersion for $0.9 < \varepsilon_{\omega_{12}} < 1.05 (-0.1 < \Delta < 0.5)$, whereas $\zeta_1 + \zeta_2 = 0.17$. Similarly in case (c), mode 2 has negative dispersion for $0.993 < \varepsilon_{\omega_{12}} < 1.006 (-0.007 < \Delta < 0.006)$, and $\zeta_1 + \zeta_2 = 0.017$, and in case (d), mode 2 has negative dispersion for $0.9994 < \varepsilon_{\omega_{12}} < 1.0006 (-0.0006 < \Delta < 0.0006)$ and $\zeta_1 + \zeta_2 = 0.0017$. □

4. INTERPRETATIONS AND PHYSICAL SIGNIFICANCE OF DISPERSION ANALYSIS: THE GENERAL NON-PROPORTIONALLY-DAMPED SYSTEM CASE

In this Section the non-proportionally-damped system case is considered, and various interpretations of the notion of modal dispersion that offer additional physical insight into the proposed Dispersion Analysis methodology and also clarify the issue of negative dispersion modes are derived.

4.1 Interpretation in terms of Modal Impulse Response Functions

A key interpretation in this context is based on the currently introduced notion of the modal impulse response function for general viscously-damped structural systems. For this purpose consider the function $x(t)$ defined as:

$$x(t) \triangleq \sum_{i=1}^{n} \left[ \frac{\phi_{mi}^* \phi_{li}^*}{a_i} h_i(t) + \frac{\phi_{mi} \phi_{li}^*}{a_i^*} h_i^*(t) \right]$$

(41)

From the examination of the response equation (4) of a non-proportionally-damped structural system it can be shown that $x(t)$ may be interpreted as the impulse response function of the $mi$-th
transfer function and be decomposed as:

\[
x(t) \triangleq \sum_{i=1}^{n} [z_i(t) + z_i^*(t)] = \sum_{i=1}^{n} 2 \cdot Re[z_i(t)] = \sum_{i=1}^{n} z_i(t)
\]  

(42)

with obvious definitions for \(z_i(t)\) and \(z_i(t)\) (\(i = 1, 2, ..., n\)). From these expressions it is evident that \(x_i(t)\) is real-valued and represents that part of the impulse response function \(x(t)\) that is associated with the \(i\)-th vibrational mode, and will be thus referred to as the \(i\)-th modal impulse response function within the \(ml\)-th transfer function.

Based on this, the vibration signal energy given by Eq.(16) may be rewritten as:

\[
R_{vm}(0) = \sum_{k=1}^{n} \left[ 2R_{f_0} \cdot \sum_{i=1}^{n} \int_{0}^{\infty} Re[z_i(t) \cdot z_k(t) + z_i(t) \cdot z_k^*(t)] dt \right]
= \sum_{k=1}^{n} \left[ 4R_{f_0} \cdot \sum_{i=1}^{n} \int_{0}^{\infty} Re[z_i(t)] \cdot Re[z_k(t)] dt \right]
= \sum_{k=1}^{n} \left[ R_{f_0} \cdot \sum_{i=1}^{n} \int_{0}^{\infty} x_i(t)x_k(t)dt \right]
\]  

(43)

and the contribution \(D_k(0)\) of the \(k\)-th vibrational mode to the total vibration signal energy expressed as:

\[
D_k(0) \triangleq \beta_{kk} + \beta_k \triangleq R_{f_0} \cdot \int_{0}^{\infty} x_k^2(t) dt + R_{f_0} \sum_{i=1, i \neq k}^{n} \int_{0}^{\infty} x_i(t)x_k(t)dt
\]  

(44)

From this form it is evident that the \(k\)-th modal autocorrelation \(\beta_{kk}\) is proportional to the deterministic autocorrelation function of the \(k\)-th modal impulse response \(\{x_k(t)\}\) evaluated at lag \(\tau = 0\), and the \(k\)-th modal cross-correlation \(\beta_k\) is proportional to the sum of the deterministic cross-correlation functions between \(\{x_k(t)\}\) and \(\{x_i(t)\}\) \((i = 1, 2, ..., n; i \neq k)\) also evaluated at lag \(\tau = 0\). The coefficient of proportionality is, in both cases, equal to the intensity of the uncorrelated stochastic excitation signal. Based on these observations the following corollary (that is an extension of Corollary 1 to the case of non-proportionally-damped structures) follows:

**Corollary 6:** All modal autocorrelations are necessarily nonnegative. As a consequence, in order for the \(k\)-th vibrational mode to have negative dispersion, its modal cross-correlation has to be negative and of magnitude larger than that of its modal autocorrelation.

Based on Eq.(44) the dispersion of the \(k\)-th mode to the vibration signal energy may be alternatively expressed as:

\[
D_k(0) = R_{f_0} \cdot \sum_{i=1}^{n} \int_{0}^{\infty} x_i(t) \cdot x_k(t) dt = R_{f_0} \cdot \int_{0}^{\infty} x(t) \cdot x_k(t) dt
\]  

(45)
and the corresponding dispersion percentage rewritten in the form:

$$\delta_k = \frac{\int_0^\infty x(t) \cdot x_k(t) \cdot dt}{\int_0^\infty x^2(t) \cdot dt} \times 100\%$$  \hspace{1cm} (46)$$

The following interpretations in terms of deterministic correlation functions are now immediate:

**Corollary 7:** The contribution (dispersion) of the $k$-th mode to the vibration signal energy is equal to the product of the uncorrelated stochastic excitation intensity and the deterministic cross-correlation between the total impulse response $\{x(t)\}$ and the modal impulse response $\{x_k(t)\}$ evaluated at lag $\tau = 0$. The corresponding *dispersion percentage* is hence equal to the cross-correlation between $\{x(t)\}$ and $\{x_k(t)\}$ at lag zero normalized by the autocorrelation of $\{x(t)\}$ at that same lag.

**Corollary 8:** A mode characterized by negative dispersion has an associated modal impulse response function $\{x_k(t)\}$ that is *negatively correlated* with the total impulse response $\{x(t)\}$ in the time interval $[0, \infty)$. This means that the $k$-th mode is, in average, acting in a way that opposes $\{x(t)\}$, and therefore reduces its magnitude.

**Remark:** The degree of cross-correlatedness between $\{x(t)\}$ and $\{x_k(t)\}$ that determines the $k$-th modal dispersion may be also assessed in terms of the normalized quantity:

$$\rho_k = \frac{\int_0^\infty x(t) \cdot x_k(t) \cdot dt}{\sqrt{\int_0^\infty x^2(t) \cdot dt \cdot \int_0^\infty x_k^2(t) \cdot dt}}$$  \hspace{1cm} (47)$$

Due to the Cauchy-Buniakovski inequality [26], $\rho_k$ is indeed normalized in the interval $[-1, 1]$.

These ideas are now illustrated through an example:

**Example (continued):** Consider the two degree-of-freedom proportionally-damped system of Figure 1 with modal parameters and Dispersion Analysis results presented in Table 1. As it may be observed, and in accordance with Corollary 2, the dispersion percentages are both positive in the point receptance cases (transfer functions $v_1/f_1$ and $v_2/f_2$), but of opposite signs in the transfer receptance cases (transfer functions $v_2/f_1$ and $v_1/f_2$). The transfer receptance case $v_2/f_1$ is further examined in Figure 3. The modal impulse responses $x_1(t)$ and $x_2(t)$ are shown in part (a) of the Figure and are apparently negatively correlated in the observation time interval. Indeed, the 2nd modal cross-correlation is (assuming $R_{f_o} = 1$):

$$\beta_{12} = \int_0^\infty x_1(t)x_2(t)dt = \int_0^{t_1} x_1(t)x_2(t)dt + \int_{t_1}^{t_2} x_1(t)x_2(t)dt + \int_{t_2}^{t_3} x_1(t)x_2(t)dt + \cdots$$

In the first time interval $[0, t_1]$ the modal cross-correlation is negative ($\gamma_1 < 0$), then (time interval $[t_1, t_2]$) positive ($\gamma_2 > 0$), and so on. As time grows, the impulse responses decay, and their overall
(in the time interval \([0, \infty)\)) cross-correlation is negative. This is also illustrated in part (b) of the Figure, where the curves \(x_1(t) \cdot x_2(t)\) and \(x_2^2(t)\) are shown. The area between the former curve and the time axis represents the modal cross-correlation term \((\beta_2 = \beta_{12})\), whereas the area between the latter curve and the time axis represents the 2nd modal autocorrelation term \((\beta_{22})\). It is apparent that \(\beta_2 + \beta_{22} < 0\), so that the second mode is characterized by negative dispersion. Similar observations may be made from parts (c) and (d) of the Figure that depict the impulse responses \(x(t)\), \(x_2(t)\), and the product \(x(t) \cdot x_2(t)\), respectively. Indeed, it is evident that the two responses are negatively correlated, so that on average (in the time interval \([0, \infty)\)) \(x_2(t)\) tends to suppress \(x(t)\). □

**Remark:** The case of systems with closely-spaced frequencies

Based on the discussion thus far and the above example, it is evident that for general (non-proportionally-damped) structural systems with adjacent damped natural frequencies \((\omega_{d_1} \approx \omega_{d_2})\), one mode will necessarily have negative contribution (dispersion) provided that the modal impulse responses \(\{x_1(t)\}\) and \(\{x_2(t)\}\) start out in opposite directions. In addition, it is also evident that the modal cross-correlation has maximum effects when \(\omega_{d_1} = \omega_{d_2}\). □

4.2 Interpretation in terms of Modal Responses due to Uncorrelated Stochastic Excitation

Due to the duality between the deterministic delta function and uncorrelated stochastic signals, it is expected that the foregoing results and interpretations should be (appropriately) extendable to the case of stochastic force excitation by considering corresponding modal responses. That is indeed the case, and may be shown as follows:

Consider a structural system excited by an uncorrelated stochastic excitation \(\{f_i(t)\}\) and define the part of the response associated with mode \(k\), referred to as the \(k\)-th modal response, by the following convolution integral:

\[
v_{m_k}(t) \triangleq \int_{-\infty}^{t} x_k(t - \tau)f_i(\tau)d\tau \tag{48}\]

The total system response may be similarly expressed as:

\[
v_m(t) = \int_{-\infty}^{t} x(t - \tau)f_i(\tau)d\tau \tag{49}\]

and the cross-correlation between the signals \(\{v_m(t)\}\) and \(\{v_{m_k}(t)\}\) at lag \(\tau = 0\) then is:

\[
E[v_m(t)v_{m_k}(t)] = \int_{-\infty}^{t} \int_{-\infty}^{t} x(t - \tau_1)x_k(t - \tau_2) \cdot E[f_i(\tau_1)f_i(\tau_2)]d\tau_1d\tau_2 \\
= \int_{-\infty}^{t} x(t - \tau_1)x_k(t - \tau_1) \cdot R_{f_0}d\tau_1
\]
\[ D_k(0) = E[v_m(t)v_{m_k}(t)] \]  

In case that mode \( k \) is characterized by negative dispersion \( E[v_m(t)v_{m_k}(t)] \) will be negative, so that at every time \( t \) the \( k \)-th mode is, in an ensemble average sense, acting in a way that opposes the total response \( \{v_m(t)\} \), and therefore reduces its magnitude. \( \square \)

### 4.3 Spectral Interpretation

The notion of modal dispersion is now examined in the spectral domain. Towards this end define as \( F_k(j\omega) \) the Fourier Transform of the part of the output autocovariance associated with the \( k \)-th vibrational mode:

\[ F_k(j\omega) \triangleq \frac{1}{2\pi} \int_{-\infty}^{\infty} D_k(\tau)e^{-j\omega \tau} d\tau \quad (k = 1, 2, \cdots, n) \]  

The spectrum of the vibration signal \( \{v_m(t)\} \) may be then expressed in the following decomposition form:

\[ S_{v_m}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_{v_m}(\tau)e^{-j\omega \tau} d\tau = \sum_{k=1}^{n} F_k(j\omega) \Rightarrow \]

\[ S_{v_m}(\omega) = \sum_{k=1}^{n} S_k(\omega) \]  

where \( S_k(\omega) \) is defined as the real part of \( F_k(j\omega) \):

\[ S_k(\omega) \triangleq Re[F_k(j\omega)] \]  

Based on these expressions it is evident that \( S_k(\omega) \) represents the contribution of the \( k \)-th vibrational mode to the vibration signal energy at each particular frequency \( \omega \), and will be thus referred to as the *spectral contribution* of the \( k \)-th mode. The relationship between the modal dispersion and \( S_k(\omega) \) may be readily established by considering the inverse Fourier Transform of (52) for \( \tau = 0 \):

\[ D_k(0) = \int_{-\infty}^{\infty} S_k(\omega) \cdot d\omega \]  
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The dispersion of the \( k \)-th vibrational mode is thus equal to the integral of its spectral contribution, that is the area between the latter curve and the frequency axis. \( D_k(0) \) will therefore be negative exactly when the integral of \( S_k(\omega) \) is negative, and the following interpretation of negative dispersion modes follows:

**Corollary 10**: A mode is characterized by negative dispersion if and only if its overall [in the frequency range \((-\infty, \infty)\)] contribution to the power spectrum of the vibration signal produced by an uncorrelated stochastic excitation is negative. This result is complementary to the time-domain results of Corollaries 8 and 9, and indicates that a negative dispersion mode acts in a way that suppresses the spectrum of the vibration signal, and therefore its energy, in the frequency range \((-\infty, \infty)\). 

For the computation of the spectral contribution \( S_k(\omega) \) of the \( k \)-th mode to the vibration signal energy in the general case of a non-proportionally-damped structural system we proceed as follows: Rewrite the modal contribution \( D_k(\tau) \) to the vibration signal autocovariance in the form [see Eqs.\((9), (10), \) and \((13)\)]:

\[
D_k(\tau) = \sum_{i=1}^{n} \left( \frac{\phi_{i\mu} \phi_{i\nu} \phi_{mik} \phi_{lkl}}{a_ia_k} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_f(\tau + \tau_1 - \tau_2) h_i(\tau_1) h_k(\tau_2) d\tau_1 d\tau_2 \right)
\]

(56)

The Fourier transform of the first term in this expression may be written as:

\[
\frac{\phi_{i\mu} \phi_{i\nu} \phi_{mik} \phi_{lkl}}{a_ia_k} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_i(\tau_1) h_k(\tau_2) d\tau_1 d\tau_2 \cdot \frac{1}{2\pi} \int_{-\infty}^{\infty} R_f(\tau + \tau_1 - \tau_2) e^{-j\omega \tau} d\tau
\]

\[
= \frac{\phi_{i\mu} \phi_{i\nu} \phi_{mik} \phi_{lkl}}{a_ia_k} \int_{-\infty}^{\infty} h_i(\tau_1) e^{j\omega \tau} d\tau_1 \cdot \int_{-\infty}^{\infty} h_k(\tau_2) e^{-j\omega \tau} d\tau_2 \cdot \frac{1}{2\pi} \int_{-\infty}^{\infty} R_f(\lambda) e^{-j\omega \lambda} d\lambda
\]

where the substitution \( \lambda = \tau + \tau_1 - \tau_2 \) was made. Next notice that:

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} R_f(\lambda) e^{-j\omega \lambda} d\lambda = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_{f_o} \delta(\lambda - \omega) e^{-j\omega \lambda} d\lambda = \frac{R_{f_o}}{2\pi} \triangleq S_{f_o}
\]

(57)

where the constant \( S_{f_o} \) represents the spectrum of the uncorrelated stochastic excitation. Also, by using Eqs.\((5), (6)\):

\[
\int_{-\infty}^{\infty} h_i(\tau_1) e^{-j\omega \tau_1} d\tau_1 = \frac{1}{s_i - j\omega} \triangleq H_i(j\omega)
\]

\[
\int_{-\infty}^{\infty} h_i(\tau_1) e^{j\omega \tau_1} d\tau_1 = \frac{1}{s_i + j\omega} \triangleq \bar{H}_i(j\omega)
\]

(58)

(59)
\[
\int_{-\infty}^{\infty} h_i^*(r_1) e^{-j\omega r_1} dr_1 = \frac{1}{s_i^* - j\omega} \triangleq \tilde{H}_i^*(j\omega) \tag{60}
\]
\[
\int_{-\infty}^{\infty} h_i^*(r_1) e^{j\omega r_1} dr_1 = \frac{1}{s_i^* + j\omega} \triangleq H_i^*(j\omega) \tag{61}
\]

Based on which [as well as (53) and (54)] \(S_k(\omega)\) may be finally expressed as:

\[
S_k(\omega) = Re[F_k(j\omega)] = Re \left[ S_f \sum_{i=1}^{n} \left( \frac{\phi_{i1} \phi_{mk} \phi_{lk}}{a_i a_k} \tilde{H}_i(j\omega) H_k(j\omega) + \frac{\phi_{i1} \phi_{lk} \phi_{im} \phi_{mk}^*}{a_i a_k} \tilde{H}_i^*(j\omega) \tilde{H}_k^*(j\omega) \right) + \frac{\phi_{i1} \phi_{lk} \phi_{im} \phi_{mk}^*}{a_i^2 a_k^2} H_i^*(j\omega) H_k(j\omega) + \frac{\phi_{i1} \phi_{lk} \phi_{im} \phi_{mk}^*}{a_i a_k^2} H_i(j\omega) \tilde{H}_k^*(j\omega) \right] \tag{62}
\]

**Remark:** The case of proportionally-damped systems

In the special case of proportionally-damped systems the above expression for \(S_k(\omega)\) reduces to:

\[
S_k(\omega) = Re[F_k(j\omega)] = S_f \sum_{i=1}^{n} \phi_{i1} \phi_{mk} \phi_{lk} \cdot Re[G_i^*(j\omega) \cdot G_k(j\omega)] \tag{63}
\]

with:

\[
G_i(j\omega) \triangleq - \left( \frac{\tilde{H}_i(j\omega)}{a_i} + \frac{\tilde{H}_i^*(j\omega)}{a_i^*} \right) = \frac{1}{\omega_n^2 - \omega^2 + j \cdot 2 \zeta \omega_n \omega} \tag{64}
\]

representing the complex frequency response function for the \(i\)-th normal coordinate system [25].

\(\Box\)

**Example (continued):** Consider again the two degree-of-freedom proportionally damped system of Figure 1, and more specifically the point receptance \(v_1/f_1\) and transfer receptance \(v_2/f_1\) transfer functions. The point receptance case is examined in Figure 4a, where the decomposition of the impulse response \(z(t)\) in terms of the modal impulse responses \(z_1(t)\) and \(z_2(t)\) is shown, along with the decomposition of the vibration response spectrum \(S_{v_1}(\omega)\) in terms of \(S_1(\omega)\) and \(S_2(\omega)\). As it may be readily observed both modal impulse responses are positively correlated with \(z(t)\), and are therefore characterized by positive dispersions (a result which is in agreement with the dispersion analysis results for this system and also Corollary 2). The same conclusion may be reached by examining the spectral results, from which it is evident that both modes contribute positively to the vibration signal spectrum (in this case, in particular, they contribute positively at each and every frequency \(\omega\)) and therefore add to the vibration signal energy. The particular contribution of each mode to the vibration energy can be computed as the area between the corresponding \(S_k(\omega)\) and the frequency axis.

In the transfer receptance case, however, the modal impulse response \(z_2(t)\) is negatively correlated with the overall impulse response \(z(t)\), as Figure 4b indicates, and the second mode is
therefore characterized by negative dispersion. This is in agreement with the dispersion analysis results of the system (see the discussion in the previous subsection) and also the spectral results, as it is evident that $S_2(\omega)$ has a negative overall contribution to the vibration signal spectrum $S(\omega)$ (although for a particular frequency range the contribution of the second mode to the spectrum is in fact positive).

5. CONCLUSIONS

In this paper the problem of quantitatively assessing the relative importance of a structural system's vibrational modes was addressed, and an appropriate and novel Dispersion Analysis methodology introduced. The proposed methodology assesses the significance of each mode in an objective and physically meaningful way by determining the mode's contribution (modal dispersion) to the total vibration signal energy under broad-band stochastic excitation conditions and fully accounting for all cross-correlation (interaction) effects among the various modes.

Physical interpretations of the modal dispersion have been derived in both the correlation and spectral domains based on the notion of modal response functions, and the dispersion of a mode has been shown to be equal to the deterministic (stochastic) cross-correlation between the corresponding modal and the total vibration responses due to a deterministic delta function (uncorrelated stochastic signal). The modal dispersion may be thus clearly interpreted as a measure of the mode's influence in shaping the total vibration response.

Explicit and physically significant expressions that relate the modal dispersion to the structure's global and local characteristics have been also derived, and the phenomenon of modes characterized by negative dispersions investigated. Conditions for the existence of such modes were derived, and physical interpretations provided. Negative dispersion modes were thus shown to be encountered in cases of strong modal interference, specifically in cases where the modal cross-correlation effects dominate over those of the modal autocorrelation; something that can happen in cases of structural systems characterized by closely-spaced modes. Once encountered, negative dispersion modes have a negative overall contribution to the vibration response power spectrum, and act in a way that tends to suppress the structural system's total response.

In the second part of the paper [23] the problem of stochastic MIMO Experimental Modal Analysis will be considered, and a realistic and effective approach that uses the Dispersion Analysis methodology for model analysis and reduction/distinction between structural and extraneous modes, developed.
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APPENDIX: NOMENCLATURE

C  viscous damping matrix
\( D_k(\tau) \)  part of \( R_{\text{vm}}(\tau) \) associated with the \( k \)-th mode
\( D_k(0) \)  \( k \)-th modal dispersion
\( f(t) \)  (vector) force excitation
\( F_k(j\omega) \)  Fourier Transform of \( D_k(\tau) \)
\( G_i(j\omega) \)  frequency response on the \( i \)-th normal coordinate system
\( j \)  imaginary unit (if not an index)
\( K \)  stiffness matrix
\( M \)  mass matrix
\( n \)  number of degrees of freedom
\( x(t) \)  impulse response of a scalar receptance transfer function
\( x_i(t) \)  \( i \)-th modal impulse response function [part of \( x(t) \)]
\( R_f(\tau) \)  autocorrelation of the excitation \( \{f_i(t)\} \)
\( R_{fo} \)  intensity of an uncorrelated force excitation signal
\( R_{\text{vm}}(\tau) \)  autocovariance of the \( m \)-th vibration displacement signal
\( s_i \)  system eigenvalue
\( S_{fo} \)  uncorrelated stochastic force excitation spectrum
\( S_k(\omega) \)  \( k \)-th mode spectral contribution [real part of \( F_k(j\omega) \)]
\( S_{\text{vm}}(\omega) \)  spectrum of \( \{v_m(t)\} \)
\( \mathbf{v}(t) \)  (vector) vibration displacement
\( v_m(t) \)  the \( m \)-th component of the vibration displacement vector
\( v_{mk}(t) \)  \( k \)-th modal response due to uncorrelated force excitation [part of \( v_m(t) \)]
\( \beta_{kk} \)  \( k \)-th modal autocorrelation
\( \beta_k \)  \( k \)-th modal cross-correlation
\( \delta_k \)  \( k \)-th mode dispersion percentage (normalized dispersion)
\( \Delta \)  quantity equal to \( 1 - \epsilon_{\omega 12} \)
\( \epsilon_{\omega 1k} \)  natural frequency ratio: \( \omega_{ni}/\omega_n k \)
\( \zeta_k \)  \( k \)-th damping factor
\( \omega_n k \)  \( k \)-th natural frequency
\( \omega_{dk} \)  \( k \)-th damped natural frequency
\( \phi_k \)  \( k \)-th mode shape
\( \phi_{ik} \)  the \( i \)-th element of the \( k \)-th mode shape

Conventions

\( E(\cdot) \)  denotes expectation
\( \text{Re}(\cdot) \)  denotes real part
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$x_i$ the $i$-th scalar component of the vector $x$

$x(t)$ the value at time $t$ of the analog signal $x$

$\{x(t)\}$ the signal $x$

$\ast$ (superscript) denotes complex conjugate

$\tau$ (superscript) denotes transpose

capital bold-face denotes matrix quantity

lower-case bold-face denotes vector quantity

Abbreviations

ARMA Autoregressive Moving-Average

ERA Eigensystem Realization Algorithm

FDM Frequency Domain Method

MIMO Multiple-Input Multiple-Output

N/S noise-to-signal
<table>
<thead>
<tr>
<th></th>
<th>Mode 1</th>
<th>Mode 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_n$ (Hz)</td>
<td>1.5836</td>
<td>1.7507</td>
</tr>
<tr>
<td>$\zeta_k$</td>
<td>0.08543</td>
<td>0.15000</td>
</tr>
<tr>
<td>$\phi_k$</td>
<td>$\sqrt{\frac{1}{2}} \begin{bmatrix} 1 \ 1 \end{bmatrix}$</td>
<td>$\sqrt{\frac{1}{2}} \begin{bmatrix} 1 \ -1 \end{bmatrix}$</td>
</tr>
<tr>
<td>Dispersion Percentage Matrices (%)</td>
<td>$\begin{bmatrix} 61.61 &amp; 132.28 \ 132.28 &amp; 61.61 \end{bmatrix}$</td>
<td>$\begin{bmatrix} 38.39 &amp; -32.28 \ -32.28 &amp; 38.39 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Table 1. Modal parameters and Dispersion Analysis results for the two degree-of-freedom proportionally-damped system.
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