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ABSTRACT

A novel approach to fast ARMA spectral estimation is proposed. The proposed approach is based on a correlation version of the recently introduced Suboptimum Maximum Likelihood technique, and significantly reduces the computational and memory storage requirements, while maintaining the high estimation accuracy. The consistency of the proposed estimator is established, and two modified versions, which overcome the algorithmic instability problem associated with most available techniques, and guarantee appropriate estimation even in the case of spectra characterized by sharp spectral zeros, are developed. The effectiveness and accuracy of the proposed approach, with both long and short data records, is finally established through numerical simulations and comparisons with the Blackman-Tukey and the AR spectral analysis methods.
1 INTRODUCTION

In characterizing a second-order stationary stochastic process, the power spectrum is an often preferred descriptive statistic, since it conveniently conveys meaningful information, reveals hidden periodicities, and may be efficiently used for discrimination and classification of time series data. As a consequence, a reliable and computationally efficient spectral estimator is important in many applications (Wu et al, 1980; Braun, 1986).

Because of the well-known limitations of the classical Blackman-Tukey and periodogram approaches (Kay and Marple, 1981), modern, parametric techniques, such as the autoregressive (AR), moving-average (MA), and autoregressive moving-average (ARMA) spectral analysis methods, have been more recently proposed (Kay and Marple, 1981; Kay, 1988). Among these, and mainly because of its associated computational efficiency, AR spectral estimation is the one that has been most extensively studied and applied (Makhoul, 1975; Kay and Marple, 1981). Nevertheless, for a variety of reasons, which include improved performance and parsimony, a strong interest in ARMA (or rational model) spectral estimation has been generated (Gutowski et al, 1978; Kaveh, 1979; Kay, 1980; Kay and Marple, 1981; Friedlander and Sharman, 1985; Kay, 1988).

The difficulties associated with ARMA spectral estimation stem from the fact that the Maximum Likelihood (ML) method, which is known to yield statistically optimal (consistent, efficient, and asymptotically Gaussian) estimates, is rather complicated, and leads to a highly nonlinear likelihood function that needs to be maximized through cumbersome, iterative, optimization techniques (Box and Jenkins, 1970; Makhoul, 1974). In addition to the high computational complexity of the problem, the likelihood function may be also characterized by several local maxima; a fact that may lead to completely erroneous results (Åström and Söderström, 1974). In order to overcome these difficulties several suboptimum methods, have been introduced.
A rather popular family of such methods is based on the extended Yule-Walker equations for the estimation of the AR parameters, and, subsequent spectral factorization, or related techniques, for the MA parameter evaluation (Kaveh, 1979; Kay, 1980; Cadzow, 1980, 1982; Friedlander, 1983; Moses et al, 1985). The performance of the extended Yule-Walker equations estimator, is, however, known to be poor (Kay and Marple, 1981; Marple, 1987), and special procedures, such as the use of an overdetermined set of equations (Cadzow, 1980, 1982; Friedlander and Sharman, 1985), are typically necessary. Additional difficulties are also encountered with the available MA parameter estimation techniques in the important case of signals with MA roots close to the unit circle (spectra characterized by sharp spectral zeros) (Friedlander, 1983).

An alternative, simple approach has been proposed by Graupe et al (1975), and is also used by Pandit and Wu (1983) for the estimation of initial parameter values which are subsequently refined by a nonlinear optimization scheme. Gutowski et al (1978) proposed a technique which is based on an iterative estimation scheme. Convergence may, however, be quite slow, and relatively long data records are required for effective estimation (Cadzow, 1980). Finally, a linear, multi-stage approach has been proposed by Mayne and Firoozan (1982). This method, tends to be computationally more involved, and, similarly to most available techniques, it has no guaranteed stability, and is thus inappropriate for the estimation of spectra characterized by sharp spectral zeros (Kay and Marple, 1981).

In this paper, a new, fast, ARMA spectral estimation method, which can handle all types of spectra while also offering high accuracy at a minimal computational cost, is proposed. The proposed method is based on a correlation version of the recently introduced Suboptimum Maximum Likelihood approach; an estimation technique that utilizes a modified version of the asymptotic likelihood function, and has been shown to offer high accuracy at a computational complexity which is only a small fraction of that required by the ML method (Fassois et al, 1988). The fast correlation version discussed in this paper further reduces the computational
load to an absolute minimum, and makes the proposed spectral analysis algorithm an ideal candidate for fast, microprocessor implementation. The consistency of the algorithm is also established, and modified versions, characterized by theoretically guaranteed stability are developed.

The presentation is organized as follows: Certain preliminary observations on ARMA spectral estimation are discussed in subsection 2.1, and the Suboptimum ML approach briefly reviewed in subsection 2.2. The fast spectral estimator is developed in Section 3, and its consistency established in Section 4. Two modified versions, suitable for the estimation of spectra characterized by sharp spectral zeros, are developed in Section 5, and simulation results and comparisons with the Blackman-Tukey and the AR spectral estimation schemes are presented in Section 6.

2 ARMA SPECTRAL ESTIMATION

2.1 Preliminaries

The ARMA spectral estimation problem may be defined as follows: Given a set of time series data \( \{x[t]\}_{t=1}^{\infty} \), generated by a second-order stationary stochastic process characterized by the power spectrum \( S_{xx}(z) \), estimate a rational ARMA spectral model of the form:

\[
S_{xx}(z) = \frac{\Theta(z) \cdot \Theta(z^{-1})}{\Phi(z) \cdot \Phi(z^{-1})} \sigma^2
\]

that "best" fits \( S_{xx}(z) \). In (1), \( z \) represents the z-transform variable, \( \sigma^2 \) a positive constant, and \( \Phi(z) \), \( \Theta(z) \), the monic AR and MA polynomials:

\[
\Phi(z) \overset{\Delta}{=} 1 + \phi_1 \cdot z + \ldots + \phi_n \cdot z^n
\]

\[
\Theta(z) \overset{\Delta}{=} 1 + \theta_1 \cdot z + \ldots + \theta_m \cdot z^m
\]

respectively. The theoretical justification for the validity of ARMA spectral estimation stems from the fact that any continuous spectral density function may be approximated arbitrarily
closely by an ARMA spectral model of suitable orders (Koopmans, 1974). Based on the representation theorem (Astrom, 1970), it may be then concluded that any stochastic process \( \{x[t]\} \) with continuous spectral density \( S_{XX}^\circ(z) \) admits an ARMA representation of the form\(^1\):

\[
S : \quad \Phi^*(B) \cdot x[t] = \Theta^*(B) \cdot w[t]
\]

where \( B \) represents the backshift operator \((B \cdot x[t] \triangleq x[t-1])\), \( \Phi^*(B), \Theta^*(B) \) are of the form (2) and relatively prime, and \( \{w[t]\} \) a zero-mean, white noise (innovations) process with variance \( \sigma_w^2 \). Since the spectral model (1) also admits such a representation, the ARMA spectral estimation problem is essentially reduced to the problem of estimating a model \( \Phi(\phi), \Theta(\theta) \), out of the model set:

\[
\mathcal{M} = \{ \Phi(\psi), \Theta(\psi) : \Phi(B,\psi) \cdot x[t] = \Theta(B,\psi) \cdot e[t|\psi] \} \triangleq [\sigma^2, \text{cof } \Phi, \text{cof } \Theta] \in \mathbb{R}^n \times \mathcal{H}(\Phi) \times \mathcal{H}(\Theta)
\]

that "best" describes the given time series. In expression (4) \( e[t|\psi] \) represents the one-step ahead prediction error of the model, and, \( \mathcal{H}(\Phi), \mathcal{H}(\Theta) \), the subsets of \( \mathbb{R}^n, \mathbb{R}^m \), respectively, for which the polynomials \( \Phi^*(z) \triangleq z^n \cdot \Phi(z^{-1}) \) and \( \Theta^*(z) \triangleq z^m \cdot \Theta(z^{-1}) \) are minimum phase.

The importance of ARMA spectral estimation may be further emphasized by noting that most discrete signals in physical sciences and engineering are of the ARMA type. Indeed, the discrete covariance-invariant equivalent to a continuous AR process of order \( p \) is known to be an ARMA(\( p,p-1 \)) model (Bartlett, 1946), and discrete AR sequences are transformed into ARMA processes in the presence of measurement noise. This may be easily seen by considering the superposition of the AR process:

\[
x[t] = \Phi^{-1}(B) \cdot w[t]
\]

where \( E\{w[t] \cdot w[s]\} = \delta_{t,s} \cdot \sigma_w^2, \delta_{t,s} \) representing the Kronecker delta and \( E\{\cdot\} \) expectation, and measurement noise \( \{n[t]\}, \) with \( E\{n[t]\} = 0, E\{n[t] \cdot n[s]\} = \delta_{t,s} \cdot \sigma_n^2, E\{n[t] \cdot w[s]\} = 0 \) \( \forall (t,s) \). The signal thus generated has power spectrum:

\[
S(z) = \frac{\sigma_w^2 + \Phi(z) \cdot \Phi(z^{-1}) \cdot \sigma_n^2}{\Phi(z) \cdot \Phi(z^{-1})}.
\]

\(^1\)The superscript \( \circ \) is used to designate the actual process.
which is of the form (1), and clearly indicates an ARMA(n,n) process.

When compared to the popular AR spectral analysis method, the ARMA approach offers not only parsimony, but also optimal spectral fitting. Indeed, despite the fact that any ARMA process may be approximated arbitrarily closely by an infinitely long AR model (Pandit and Wu, 1983), such an approximation is impractical, and a truncated AR model would require a large number of parameters, while still leading to an error (residual term) in the asymptotic (L→∞) likelihood function, which may be shown to be:

\[
E_{AR}(\phi) = \frac{1}{2\pi i} \oint \left[ \left| \hat{G}(z) + \frac{\Phi(z)}{\Theta(z)} \right|^2 + \left| \frac{\Phi(z)}{\Theta(z)} \right|^2 \right] \frac{dz}{z} > 0
\]  

where \( \phi \) represents the AR model parameter vector, \( j \) the imaginary unit, \( G^\circ(z) \triangleq \Theta^\circ(z)/\Phi^\circ(z) \) the Green's function of the process, \( \hat{G}(z) \triangleq G^\circ(z)-1, \Phi(z) \triangleq \Phi(z)-1 \), and the integral is evaluated on the unit circle.

2.2 Suboptimum ML ARMA Estimation

In this subsection, the Suboptimum ML method, for ARMA process estimation is briefly reviewed. A more detailed discussion may be found in Fassol et al (1988).

The ML estimation of an ARMA model \( \psi(z) \) within the set \( \Psi \), may be shown (Hannan, 1960) to lead to the problem of minimizing the functional:

\[
V_L(\psi_1) = \frac{1}{L} \| e[t/\psi_1] \|_2^2 = \frac{1}{L} \cdot \frac{1}{2\pi i} \oint \frac{\Phi(z)}{\Theta(z)} \left| X(z) \right|^2 \frac{dz}{z}
\]

where the \( L \)-norm is defined as \( \| e[t] \|_2^2 = (\sum e^2[t])^{1/2} \), \( \psi_1 \triangleq [\text{coef } \Phi, \text{coef } \Theta] \), and \( X(z) \) represents the z-transform of the observed time series \( \{ x[t] \}_{t=1}^L \). From this expression the nonquadratic dependence of \( V_L(\psi_1) \) on \( \Theta(z) \), and hence the highly nonlinear nature of the optimization problem, is evident.

The Suboptimum ML method overcomes this difficulty by modifying \( V_L(\psi_1) \) as:

\[
V_{Li}(\phi_i, \theta_{i-1}) = \frac{1}{L} \cdot \frac{1}{2\pi i} \oint \frac{\Phi_i(z)}{\Theta_i(z)} \left| X(z) \right|^2 \frac{dz}{z} > 0
\]
where \( i \) represents an iteration index, \( \hat{\theta}_{i-1}(z) \) the estimate of \( \Theta^o(z) \) at iteration \( i-1 \), and 
\( \{e_t[u', \cdot]\} \) a modified prediction error sequence. From expressions (8) and (9) it is evident that:
\[
\hat{\theta}_1(z) = \hat{\theta}_{i-1}(z) \Rightarrow V_{Li}(\cdot) = V_L(\cdot)
\]  
so that minimization of (9) leads to an approximate (suboptimum) ML estimator. Furthermore, \( \{e_t[u', \cdot]\} \) may be viewed as a prediction error sequence corresponding to the model set:
\[
\mathcal{M}_1^A = \{ \mathcal{M}(\phi_i) : \Phi_i(B, \phi_i) \cdot \tilde{x}_{i-1}[t, \hat{\theta}_{i-1}] = e_t[u/\phi_i, \hat{\theta}_{i-1}] / \phi_i \in \mathcal{R}^n \} \tag{11}
\]
where:
\[
\tilde{x}_{i-1}[t, \hat{\theta}_{i-1}] = \frac{x[t]}{\hat{\theta}_{i-1}(B)} \tag{12}
\]
Since \( V_{Li}(\phi_i, \hat{\theta}_{i-1}) \) is quadratic in \( \phi_i \), the AR parameter estimator:
\[
\hat{\phi}_i \Delta \text{arg min } V_{Li}(\phi_i, \hat{\theta}_{i-1}) \tag{13}
\]
where \text{arg min} denotes minimizing argument, may be evaluated through linear least squares (LLS).

The estimation of the MA parameters is subsequently achieved through the expressions:
\[
\hat{\theta}_{ji} = \hat{I}_j - \sum_{k=1}^{j-1} \hat{\theta}_{ki} \cdot \hat{I}_{j-k} + \hat{\theta}_{ji} \quad (j=1, 2, \ldots, m) \tag{14}
\]
where \( \{I_j\} \) represents the inverse function of the ARMA model, defined as (Pandit and Wu, 1983):
\[
I(z^{-1}) \Delta \frac{\Phi(z^{-1})}{\Theta(z^{-1})} = \frac{1}{1 + I_1 \cdot z^{-1} + I_2 \cdot z^{-2} + \ldots.} \tag{15}
\]
The required inverse function estimates may be obtained by observing that the ARMA process (3) can be equivalently expressed as:
\[
S: \quad I^o(B) \cdot x[t] = w[t] \tag{16}
\]
where:
\[
I^o(B) \Delta \frac{\Phi^o(B)}{\Theta^o(B)} \tag{17}
\]
with \( \{ \hat{I}_j \} \in \mathcal{I}_2 \). Truncated versions of the inverse function may be thus estimated within the model set:

\[
\mathcal{M}_2 = \{ \mathcal{M}(I) : I(B, I) \cdot x[t] = e_p[t/I] / I \in \mathbb{R}^p \} \tag{18}
\]

where:

\[
I \triangleq [I_1 \quad I_2 \quad \ldots \quad I_p]^T \tag{19}
\]

and \( \{ e_p[t/I] \} \) denotes the one-step ahead prediction error sequence associated with the model in (18). This is achieved through the linear least squares estimator:

\[
\hat{I} = \arg \min \frac{1}{L} \| e_p[t/I] \| _F^2 \tag{20}
\]

After \( \psi_{11} \triangleq \begin{bmatrix} \phi_1^T & \theta_1^T \end{bmatrix}^T \) has been estimated, the prediction error (residual) sequence \( \{ e[t/\hat{\psi}_{11}] \} \) is evaluated as:

\[
e[t/\hat{\psi}_{11}] = \Theta^{-1}(B, \hat{\psi}_{11}) \cdot \Phi(B, \hat{\psi}_{11}) \cdot x[t] \tag{21}
\]

and the innovations variance estimated as:

\[
\hat{\sigma}_e^2 = \frac{1}{L} \cdot \| e[t/\hat{\psi}_{11}] \| _F^2 \tag{22}
\]

Finally, for the initialization of the algorithm, an initial MA parameter estimate \( \hat{\theta}_0 \) is required and may be obtained through the expressions:

\[
\hat{\theta}_0 = \sum_{k=1}^{m} \hat{\theta}_{0k} \cdot \hat{I}_{j-k} = 0 \quad j = \text{max}(n, m) + 1, \ldots, \text{max}(n, m) + m \tag{23}
\]

3 THE FAST SPECTRAL ESTIMATION ALGORITHM

The proposed fast ARMA spectral estimation algorithm is based on a correlation equivalent version of the Suboptimum ML method and uses the autocovariance function estimates as a sufficient statistic. The computational and memory storage requirements are therefore significantly reduced, and the savings become even more dramatic in the case that the algorithm is iterated, or, the process orders are unknown and a sequence of models needs to be fitted.

The Algorithm

For the estimation of a truncated version of the process inverse function, the model
form in (18) is expressed in the time domain as:
\[
\sum_{j=0}^{P} I_j \cdot x[t-j] = e_p[t/1] \quad (I_0 = 1)
\] (24)

and the estimator expression (20) rewritten as:
\[
\hat{I} = \text{arg min} \frac{1}{L} \sum_{t} \left( \sum_{j=0}^{P} I_j \cdot x'[t-j] \right)^2 = \text{arg min} \sum_{i=0}^{P} \sum_{j=0}^{P} I_i I_j \frac{1}{L} \sum_{t} x'[t-i] \cdot x'[t-j]
\] (25)

where \( t \) now varies from \(-\infty\) to \(+\infty\) and:
\[
x'[t] \begin{cases} 
  x[t] & 1 \leq t \leq L \\
  0 & \text{elsewhere}
\end{cases}
\] (26)

By observing that:
\[
\sum_{t} x'[t-i] \cdot x'[t-j] = \sum_{t=1}^{L-[i-j]} x'[t] \cdot x'[t+i-j] \quad (i,j = 0,1,2,\ldots,p)
\] (27)

and defining the sample autocovariance function as:
\[
\hat{r}_{x'x'}[i,j] \overset{\Delta}{=} \frac{1}{L} \sum_{t=1}^{L-[i-j]} x'[t] \cdot x'[t+i-j] \quad (i,j = 0,1,2,\ldots,p)
\] (28)

(25) may be expressed as:
\[
\hat{I} \overset{\Delta}{=} \text{arg min} V_{L_i}(I) \overset{\Delta}{=} \text{arg min} \sum_{i=0}^{P} \sum_{j=0}^{P} I_i I_j \hat{r}_{x'x'}[i-j]
\] (29)

The conditions for minimization of this quadratic criterion are:
\[
\frac{\partial}{\partial I_k} V_{L_i}(I) = 0 \iff \sum_{i=0}^{P} \sum_{j=0}^{P} \left\{ \delta_{i,k} \cdot I_j + I_i \cdot \delta_{j,k} \right\} \cdot \hat{r}_{x'x'}[i-j] = 0 \iff \\
\sum_{j=1}^{P} I_j \cdot \hat{r}_{x'x'}[k-j] + \hat{r}_{x'x'}[k] = 0 \quad (k=1,2,\ldots,p)
\] (30)

and the resulting "normal equations" may be put in matrix form as:
\[
\begin{bmatrix}
\hat{r}_{x'x'}[0] & \hat{r}_{x'x'}[1] & \ldots & \hat{r}_{x'x'}[p-1] \\
\hat{r}_{x'x'}[1] & \hat{r}_{x'x'}[0] & \ldots & \hat{r}_{x'x'}[p-2] \\
\vdots & \vdots & \ddots & \vdots \\
\hat{r}_{x'x'}[p-1] & \hat{r}_{x'x'}[p-2] & \ldots & \hat{r}_{x'x'}[0]
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2 \\
\vdots \\
I_p
\end{bmatrix}
= 
\begin{bmatrix}
\hat{r}_{x'x'}[1] \\
\hat{r}_{x'x'}[2] \\
\vdots \\
\hat{r}_{x'x'}[p]
\end{bmatrix}
\Rightarrow \hat{A}_I \cdot \hat{I} = -\hat{r}_I
\]

(31)

Since the system (31) is Hermitian Toeplitz, Durbin's algorithm (Makhoul, 1975) can be used for the efficient evaluation of \( \hat{I} \) as follows:

\[
E_o = \hat{r}_{x'x'}[0]
\]

(32a)

\[
K_i = \left( \sum_{j=1}^{i-1} \hat{I}_j^{(i-1)} \cdot \hat{r}_{x'x'}[i-j] \right) / E_{i-1}
\]

(32b)

\[
\hat{I}_j^{(i)} = K_i
\]

(32c)

\[
\hat{I}_j^{(i)} = \hat{I}_j^{(i-1)} + K_i \cdot \hat{I}_{i-1}^{(i-1)}
\]

(32d)

\[
E_i = (1-K_i^2) \cdot E_{i-1}
\]

(32e)

where equations (32a) - (32e) are solved recursively for \( i=1,2,\ldots,p \), and the final estimates are:

\[
\hat{I}_j = \hat{I}_j^{(p)} \quad (j = 1,2,\ldots,p)
\]

(33)

The computational load of this solution is \( p^2 + 2p \) multiplication/division operations, and is considerably lower than the \( p^3/3 + 3p^2/2 + p/6 \) operations required by standard techniques, such as Gaussian elimination.

Once the truncated inverse function has been estimated, the initial MA parameters are obtained through expressions (23), exactly as in the original version of the Suboptimum ML method. The resulting system of equations is non-Hermitian Toeplitz and may be efficiently solved by using Zohar's algorithm, an approach that requires only \( 3m^2 \) multiplication operations (see Fassois et al, 1988).

For the AR parameter estimation, the model form in (11) is rewritten as:

\[
\sum_{j=0}^{n} \phi_{jj} \cdot \hat{x}_{i-1}[t,\hat{\theta}_{i-1}] = e_i \left[ (\phi_{oi} \hat{\Delta} = 1) \right]
\]

(34)

and the estimator (13) expressed as:
\[
\hat{\phi}_i = \arg \min \frac{1}{L} \cdot \sum_t \left( \sum_{j=0}^P \phi_{ji} \cdot \tilde{x}_{i-1}^t \left( x[t], \hat{\theta}_{i-1} \right) \right)^2
\]  

where \( t \) varies from \(-\infty\) to \(+\infty\), and:

\[
\tilde{x}_{i-1}^t \triangleq \begin{cases} 
\hat{x}_{i-1}^t & 1 \leq t \leq L \\
0 & \text{elsewhere}
\end{cases}
\]  

Similarly to the inverse function case, the estimator (35) may be rewritten as:

\[
\hat{\phi}_i = \arg \min \sum_{j=0}^P \sum_{k=0}^P \phi_{ji} \cdot \phi_{kl} \cdot \hat{r}_{x'x'}^t \left( [j-k] \right)
\]  

where:

\[
\hat{r}_{x'x'}^{i-1} \left( [j,k] \right) \triangleq \hat{r}_{x'x'}^{i-1} \left( [j-k] \right) = \frac{1}{L} \cdot \sum_{t=1}^L \tilde{x}_{i-1}^t [t] \cdot \tilde{x}_{i-1}^t [t+j-k]
\]  

and the normal equations obtained as:

\[
\sum_{j=1}^n \phi_{ji} \cdot \hat{r}_{x'x'}^{i-1} \left( [k-j] \right) + \hat{r}_{x'x'}^{i-1} \left( [k] \right) = 0
\]

\((k=1,2,...,n)\)

which form a Hermitian Toeplitz system that can be also solved via Durbin's recursion.

In order for the AR parameter estimator to be complete, however, the autocovariance function estimates \( \hat{r}_{x'x'}^{i-1} \) \((j = 0,1,...,n)\) are also needed. According to the proposed algorithm, this is accomplished without operating on the original time series \{x[t]\}; a characteristic that yields significantly reduced computational and memory storage requirements. Indeed, based on (36), the autocovariance \( \{r_{x'x'}[k]\} \) of the time series \{x'[t]\} may be expressed as:

\[
\hat{r}_{x'x'}[k] \triangleq \mathbb{E} \left\{ x'[t] \cdot x'[t+k] \right\} = \sum_{j=0}^m \sum_{\ell=0}^m \hat{\theta}_{j-(i-1)} \cdot \hat{\theta}_{\ell-(i-1)} \cdot \hat{r}_{x'x'}^{i-1} \left( [\ell-j] \right) = \sum_{j=-m}^{m-j} d_j \cdot \hat{r}_{x'x'}^{i-1} \left( [k-j] \right)
\]

where:

\[
d_j \triangleq \sum_{\ell=0}^{m-j} \hat{\theta}_{\ell-(i-1)} \cdot \hat{\theta}_{(\ell+j)-(i-1)}
\]  

and the symmetric nature of \( d_j \) and \( \hat{r}_{x'x'}^{i-1} \) was used. Expression (40) thus relates the autocovariances \( \{r_{x'x'}[k]\} \) and \( \{\hat{r}_{x'x'}^{i-1}[k]\} \) and may be used for the estimation of the samples \( \hat{r}_{x'x'}^{i-1}[k] \) \((0 \leq k \leq n)\) of the latter from the available samples \( \hat{r}_{x'x'}^i[k] \) \((0 \leq k \leq r)\) of the former.
Nevertheless, because of the recursive form of the dependence of $r_{x'x}[k]$ on $r_{x'x}[k]$, and the fact that the initial conditions are not known, some approximation is necessary. The following two methods are thus appropriate:

**Approximate Method I:**

The main idea in this method is to evaluate $\hat{r}_{x'x}[k]$ for $|k|\leq r$ ($r>n$) by assuming:

$$r_{x'x}[k] = 0 \quad (|k|>r)$$

(42)

which is reasonable for stationary processes and "large" values of $r$, and then discarding the unnecessary estimates while keeping those in the interval $|k|\leq n$. For this purpose expression (40) may be rewritten as:

$$r_{x'x}[k] = \sum_{j=1}^{m} d_{j} \cdot \hat{r}_{x'x}[k+j] + d_{0} \cdot \hat{r}_{x'x}[k] + \sum_{j=1}^{m} d_{j} \cdot \hat{r}_{x'x}[k+j]$$

(43)

and by using the symmetry of the autocovariance function and (42), the following set of equations obtained:

$$\begin{bmatrix}
A(0,0) & A(0,1) \ldots A(0,r) \\
A(1,0) & A(1,1) \ldots A(1,r) \\
\vdots & \vdots & \ddots \\
A(r,0) & A(r,1) \ldots A(r,r)
\end{bmatrix}
\begin{bmatrix}
\hat{r}_{x'x}[0] \\
\hat{r}_{x'x}[1] \\
\vdots \\
\hat{r}_{x'x}[r]
\end{bmatrix}
= 
\begin{bmatrix}
r_{x'x}[0] \\
r_{x'x}[1] \\
\vdots \\
r_{x'x}[r]
\end{bmatrix}$$

(44)

where:

$$A(i,j) = \begin{cases} 
\sum d_{i+j} + d_{|i-j|} & (j \neq 0) \\
\sum d_{i+j} & (j = 0)
\end{cases} 
\quad 0 \leq i,j \leq r$$

(45)

with $d_{i} \triangleq 0$ for $i<0$ or $i>m$. For given $\{\theta_{j}|(l-1)\}_{j=1}^{m}$, the elements $A(i,j)$ may be evaluated from (45) and (41), and the autocovariance $\hat{r}_{x'x}[k]$ ($0 \leq k \leq r$) subsequently estimated from (44).

The accuracy of this method apparently increases as $r-n$ increases, while the computational load is equivalent to $\frac{1}{2}(m+1)\cdot(m+2) + \frac{1}{3} (r+1)^{3} + \frac{3}{2} (r+1)^{2} + \frac{1}{6} (r+1)$ multiplication/division operations.
**Approximate Method II:**

The idea behind this method is simple, and amounts to substituting the infinite impulse response (IIR) filter \(1/\hat{\theta}_{i-1}(B)\) in (36), by an approximately equivalent finite impulse response (FIR) filter \(Q(B)\) of order \(q\):

\[
Q(B) \triangleq \sum_{k=0}^{q} q_k \cdot B^k = \frac{1}{\hat{\theta}_{i-1}(B)}
\]

(46)

with coefficients calculated as:

\[
q_k = \begin{cases} \hat{\theta}_{i-1}^0 (k-1) & (k=0) \\ \hat{\theta}_{i-1}^0 (k-1) \cdot \sum_{\ell=1}^{m} \hat{\theta}_{\ell} (k-1) \cdot q_{k-\ell} & (k=1,2,...,q) \end{cases}
\]

(47)

where \(q_{k-\ell} \triangleq 0\) for \(k<\ell\). Expression (12) then becomes:

\[
\hat{x}_{i-1}[t] = Q(B) \cdot x[t]
\]

(48)

and the relationship between \(\{r_{x,x}[k]\}\) and \(\{\hat{r}_{x,x}^{-1}[k]\}\) may be shown to be:

\[
r_{x,x}[k] = \sum_{j=-q}^{q} \sum_{\ell=0}^{q-j} q_\ell \cdot q_{\ell+j} \cdot r_{x,x}[k-j]
\]

(49)

This expression is then used for the evaluation of the autocovariance samples \(\hat{r}_{x,x}^{-1}[k]\) \((0 \leq k \leq n)\) from the available samples of \(\{r_{x,x}[k]\}\).

The accuracy of this method depends upon the equivalent FIR filter order \(q\), which needs to be selected sufficiently high. On the other hand, its computational load is \(q \cdot (m+1) - \frac{1}{2}m \cdot (m-1) + \frac{1}{2}(q+1)(q+2) + \frac{1}{2}(n+1)(2q+n+2) + 1\) multiplication/division operations (assuming \(p > q + n\)), which is generally lower than that of Method I.

After the AR parameters have been estimated, the final MA parameter estimates are obtained through expressions (14), the innovations variance estimate through (21), (22), and the power spectrum through the expression:

\[
S_{xx}(\omega) = \frac{\hat{\theta}(z) \cdot \hat{\theta}(z^{-1})}{\hat{\theta}(z) \cdot \hat{\theta}(z^{-1})} \bigg|_{z = e^{j\omega T}} \cdot \delta^2_i
\]

(50)

where \(\omega\) represents frequency in rads/sec and \(T\) the sampling period.

The proposed fast spectral estimation algorithm may be thus summarized as follows:
Step 1: Estimate the autovariance sequence $\hat{r}_{X \cdot X}^{1.1}[k]$ for $k=0,1,\ldots,r$ through expression (28).

The parameter $r$ has to be selected such that:

$$L >> r >> p >> m$$

(51)

Step 2: Estimate the truncated inverse function $I_j$ ($j=1,2,\ldots,p$) by using Durbin's recursion (32).

Step 3: Obtain an initial estimate $\hat{\theta}_0$ of the MA parameter vector by using expressions (23).

Step 4: Evaluate the autocovariance samples $\hat{r}_{X \cdot X}^{1.1}[k]$ for $k=0,1,\ldots,n$ by using Approximate Method I (eqs.(41), (44), (45)) or Approximate Method II (eqs. (47), (49)).

Step 5: Estimate the AR parameter vector $\phi$ by using Durbin's recursion to solve the normal equations (39).

Step 6: Estimate the MA parameter vector $\theta$ by using expressions (14).

Step 7: Estimate $\sigma^2_\theta$ through expressions (21), (22), and the power spectrum through (50).

The following brief remarks are finally in order:

(a) The required order $p$ of the inverse function model in (18) may be determined through appropriate order determination techniques, such as the Akaike Information Criterion (AIC) (Marple, 1987). It has been, however, observed, that the spectral estimation results are not sensitive to $p$, provided that a value sufficiently higher than the MA order of the model is selected.

(b) Steps 4 through 6 of the proposed algorithm may be iterated until convergence in the AR/MA parameter estimates is achieved. The improvement thus obtained is, however, typically marginal, and two to three iterations normally sufficient.

(c) The major part of the computational effort of the spectral estimation algorithm is that associated with direct operations on the time series data. The corresponding savings offered by the proposed fast algorithm (in comparison with the original Suboptimum ML version) are approximately equal to $(p^2 \cdot n^2 + n + m) \cdot (p^2 \cdot n^2 + n + m + p)^{-1} \cdot 100$ (%). Notice that the savings increase even further if the algorithm is iterated, or, the process orders are unknown.
and a number of models must be fitted (in this case only Steps 3 through 7 need to be implemented for each model).

(d) Finally, for relatively long data records and large values of $r$, the computational effort required for the estimation of the autocovariance sequence $r_{x'x}[k]$ ($k=0,1,...,r$) may be significantly reduced by using the fact that:

$$r_{x'x'[k]} = \frac{1}{L} \cdot x'[t] \ast x'[-t] \bigg|_{t=k}$$

(52)

where the asterisk denotes discrete convolution. Indeed, $\{ r_{x'x'[k]} \}$ may be then evaluated by computing the $T$-point FFT $\{ X[jk] \}$ of $\{ x'[t] \}_{t=1}^{T}$ and evaluating the inverse FFT of $\{|X[jk]|^2\}$.

In this case $T$ must be selected as:

$$T \geq L + r$$

(53)

and the computational load is reduced from $(r+1) \cdot (L-\frac{r}{2})$ to approximately $T \cdot \log_2 T$

multiplication operations.

4 ESTIMATOR CONSISTENCY

All estimators associated with the proposed algorithm are implicit functions of two variables: The number of data $L$, and the inverse function order $p$. In this Section their consistency, in the sense $\Psi(L,p) \rightarrow \psi(p)$ with probability one (w.p.1) as $L \rightarrow \infty$, and, $\psi(p) \rightarrow \psi^\circ$ as $p \rightarrow \infty$ ($p << L$), is established under the following usual assumptions:

(A1) The time series $\{x[t]\}$ is generated by a second-order stationary, ergodic process.

(A2) The polynomials $\Phi^\circ(z) \triangleq z^n \cdot \Phi^\circ(z^{-1})$, $\Theta^\circ(z) \triangleq z^m \cdot \Theta^\circ(z^{-1})$ of the process, have zeros smaller then $\gamma$ ($0<\gamma<1$) in magnitude, and are relatively prime.

These consistency results are very important since they imply that the asymptotic (as $L \rightarrow \infty$) bias error of the proposed spectral estimation algorithm may be made arbitrarily small by appropriately selecting the inverse function order $p$.

In order to examine the consistency of the inverse function estimator $\hat{I} = \hat{I}(L,p)$, the vector $I(p) \in \mathcal{R}^P$ is defined through the expressions:
\[
\begin{bmatrix}
  r_{xx}[0] & r_{xx}[1] & \ldots & r_{xx}[p-1] \\
  r_{xx}[1] & r_{xx}[0] & \ldots & r_{xx}[p-2] \\
  \vdots & \vdots & \ddots & \vdots \\
  r_{xx}[p-1] & r_{xx}[p-2] & \ldots & r_{xx}[0]
\end{bmatrix}
\begin{bmatrix}
  I_1(p) \\
  I_2(p) \\
  \vdots \\
  I_p(p)
\end{bmatrix}
= \begin{bmatrix}
  r_{xx}[1] \\
  r_{xx}[2] \\
  \vdots \\
  r_{xx}[p]
\end{bmatrix}
\Leftrightarrow R_1 \cdot I(p) = -r_1
\] (54)

where \{ r_{xx}[k] \} represents the true autocovariance of \{x[t]\}, and the infinite-dimensional vectors \( \tilde{I}(p) \) and \( I^o \) are defined as:

\[
\tilde{I}(p) \triangleq \begin{bmatrix} I^T(p) & 0^T \end{bmatrix}^T \in \mathcal{L}_1
\] (55)

\[
I^o \triangleq \begin{bmatrix} I_1^o & I_2^o & I_3^o & \ldots \end{bmatrix}^T \in \mathcal{L}_1
\] (56)

where \( \mathcal{L}_1 \), or more precisely \( \mathcal{L}_1(0,\infty) \), represents the Banach space of scalar, unilateral sequences \( x = (x_1, x_2, \ldots) \) with norm \( \|x\|_{\mathcal{L}_1} \triangleq \sum_{i=1}^{\infty} |x_i| < \infty \). The following result then holds:

**Proposition 1:** The estimator \( \hat{I} = \hat{I}(L,p) \) of eq. (20) is consistent, that is:

i) \( \hat{I} = \hat{I}(L,p) \to I(p) \) w.p.1 as \( L \to \infty \) \hspace{1cm} (57a)

ii) \( \tilde{I}(p) \xrightarrow{p} I^o \) as \( p \to \infty \) \hspace{1cm} (57b)

**Proof:** See Appendix.

Regarding the \( \hat{\theta}_o \) estimator, it is first observed that expressions (23) may be rewritten in matrix form as:

\[
H(I) \cdot \theta_o(I) = h(I)
\] (58)

and because of (17):

\[
H(I^o) \cdot \theta^o = h(I^o)
\] (59)

By denoting \( \hat{\theta}_o = \hat{\theta}_o(L,p) \triangleq \theta_o(I) \), \( \theta_o(p) \triangleq \theta_o(I(p)) \), the following result may be proven:

**Proposition 2:** The estimator \( \hat{\theta}_o \), of eqs. (23) is consistent, that is:

i) \( \hat{\theta}_o = \hat{\theta}_o(L,p) \to \hat{\theta}_o(p) \) w.p.1 as \( L \to \infty \) \hspace{1cm} (60a)

ii) \( \theta_o(p) \to \theta^o \) as \( p \to \infty \) \hspace{1cm} (60b)

**Proof:** See Appendix.

Regarding the estimator \( \hat{\phi}_i \) notice that expressions (39) may be rewritten as:

\[
\hat{R}(\theta_o) \cdot \phi^*(\theta_o) = \hat{r}(\theta_o)
\] (61)
and $\hat{\phi} = \hat{\phi}(L, p) \Delta = \hat{\phi}^*(\hat{\theta}_O)$, where the subscript $i$ has been dropped for the sake of simplicity.

$\phi(p)$ is then similarly defined through the expression:

$$R(\theta_O) \cdot \phi(\theta_O) = r(\theta_O)$$

which is formed from the scalar equations (compare with (39):

$$\sum_{j=1}^{n} \phi_j(p) \cdot r_{x,x}^{-1}(k-j) + r_{x,x}^{-1}(k) = 0 \quad (k=1,2,\ldots,n)$$

representing the true autocovariance of $\{\tilde{x}_{i-1}[l]\}$. Hence $\phi(p) \Delta = \phi(\theta_O(p))$, and since the model set $\mathcal{M}_1$ (eq. (11)) includes the actual process for $\phi_i = \phi^o$, $\theta_{i-1} = \theta^o$, the expression:

$$R(\theta^o) \cdot \phi^o = r(\theta^o)$$

is obtained, and the following result holds:

**Proposition 3:** The estimator $\hat{\phi}$ of eqs. (39) is consistent, that is:

i) $\hat{\phi} = \hat{\phi}(L, p) \to \phi(p)$ w.p.1 as $L \to \infty$  

ii) $\phi(p) \to \phi^o$ as $p \to \infty$

**Proof:** See Appendix.

Finally, the estimator $\hat{\theta} \Delta = \hat{\theta}_I$ represented by eqs. (14) may be compactly written as:

$$X(I, \phi) \cdot \theta(I, \phi) = x(I, \phi)$$

so that $\hat{\theta} = \hat{\theta}(L, p) \Delta = \hat{\theta}(I, \phi)$ and $\theta(p) \Delta = \theta(I(p), \phi(p))$. In addition (17) implies:

$$X(I^o, \phi^o) \cdot \theta^o = x(I^o, \phi^o)$$

and the following result holds:

**Proposition 4:** The estimator $\hat{\theta}$ of eqs. (14) is consistent, that is:

i) $\hat{\theta} = \hat{\theta}(L, p) \to \theta(p)$ w.p.1 as $L \to \infty$

ii) $\theta(p) \to \theta^o$ as $p \to \infty$

**Proof:** See Appendix.
5 THE ESTIMATION OF SPECTRA CHARACTERIZED BY SHARP SPECTRAL ZEROS

Despite the well-known fact that ARMA spectral estimation is most important for the accurate modeling of spectra characterized by sharp spectral zeros (MA roots close to the unit circle), most existing techniques are inappropriate for this case because of algorithmic instability problems (Kay, 1988). The same may be claimed for the algorithm proposed in Section 3, since there is no guarantee that the initial MA parameter estimate \( \hat{\theta}_0 \in \mathcal{H}(\Theta) \), and hence for the estimator stability (see eq. (36)). Although this may not be a serious problem for the estimation of spectra with MA roots well within the unit circle, it will apparently be a potential problem in cases where spectra of processes having MA roots close to the unit circle are to be modeled.

In order to circumvent this difficulty, two alternative versions of the proposed spectral analysis algorithm, that modify Step 3 so that \( \hat{\theta}_0 \in \mathcal{H}(\Theta) \), are proposed in this Section.

**Alternative Version A**

This version is based on the expressions:

\[
\sum_{k=0}^{m} (\theta_k^0 / \phi_n^0) \cdot I_{j+n-k}^0 = \delta_j \quad (j=0,1,2,\ldots)
\]

\[
I_j^0 \triangleq 0 \quad (j<0), \quad I_0^0 \triangleq 1,
\]

which may be derived from (17). From these, the following equation may be formed for \( j=0,1,2,\ldots,p+m-n \):

\[
\begin{pmatrix}
I_n^0 \\
I_{n+1}^0 \\
\vdots \\
I_{p+m}^0 \\
(p+m-n+1) \times (m+1)
\end{pmatrix}
\begin{pmatrix}
\theta_0^0 / \phi_n^0 \\
\theta_1^0 / \phi_n^0 \\
\vdots \\
\theta_m^0 / \phi_n^0 \\
(m+1)
\end{pmatrix}
\begin{pmatrix}
1 \\
0 \\
0 \\
\vdots \\
0 \\
(p+m-n+1)
\end{pmatrix}
\Leftrightarrow H_e^0 \cdot \Theta_e^0 = \delta
\]
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By substituting \( \hat{I}_j \) (\( n-m \leq j \leq p+m \)) by:

\[
I_j = \begin{cases} \hat{I}_j & n \leq j \leq p \\ 0 & \text{elsewhere} \end{cases}
\]  

(71)

in (70), the expression:

\[
H_0 \cdot \theta_0 = \delta + \varepsilon
\]

(72)

where \( \varepsilon \) represents a (\( p+m-n+1 \)) error vector, is obtained. The parameter vector \( \theta_0 \) may be thus estimated through the LS estimator:

\[
\hat{\theta}_0 = \arg \min \varepsilon^T \cdot \varepsilon = (H_0^T \cdot H_0)^{-1} \cdot H_0^T \cdot \delta =
\]

\[
\begin{bmatrix}
\hat{r}_{II}[0] & \hat{r}_{II}[1] & \cdots & \hat{r}_{II}[m] \\
\hat{r}_{II}[1] & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \vdots \\
\hat{r}_{II}[m] & \cdots & \hat{r}_{II}[1] & \hat{r}_{II}[0]
\end{bmatrix}^{-1} \cdot 
\begin{bmatrix}
\hat{\mu}_n \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

(73)

with:

\[
\hat{r}_{II}[k] = \sum_{i=n+k}^{D} \hat{I}_i \cdot \hat{I}_{i-k} \quad (k=0,1,2,\ldots,m)
\]

(74)

and the initial MA parameter estimator obtained as:

\[
(\hat{\theta}_0)_A = \hat{\theta}_o^{-1} \cdot \begin{bmatrix} \hat{\theta}_{1e} & \hat{\theta}_{2e} & \cdots & \hat{\theta}_{me} \end{bmatrix}^T
\]

(75)

where \( \hat{\theta}_{ie} \) represents the \( i \)-th element of \( \hat{\theta}_o \).

This estimator then satisfies \( (\hat{\theta}_0)_A \in \mathfrak{K}(\Theta) \). Indeed, expression (70) under the assumption (71) implies that:

\[
(\theta_{oe},\theta_{1e},\ldots,\theta_{me}) \cdot (\hat{\mu}_n,\hat{\mu}_{n+1},\ldots,\hat{\mu}_p) = \{1,0,\ldots,0\}
\]

(76)

where the asterisk denotes discrete convolution. Hence \( \hat{\theta}_e \) of eq. (73) is the zero-lag LS inverse of \( \{\hat{I}_j\} \equiv \hat{D}_n \), and hence minimum phase (Robinson, 1967). The fact \( (\hat{\theta}_0)_A \in \mathfrak{K}(\Theta) \) then follows.
As a final remark notice that, because of the assumptions implied by (71), the modified estimator \((\hat{\theta}_A^*)\) may lead to a slight loss of accuracy in the initial MA parameter estimates. Nevertheless, no serious effects in the final spectral estimates were observed in practice.

**Alternative Version B**

In this version the estimator of eqs. (23) is first used to yield an initial estimate \(\hat{\theta}_A\), and the s-th order zero-lag LS inverse \(\{a_i\}_{i=0}^s\) of \(\{\hat{a}_i\}_{i=0}^m\) then obtained through the expression:

\[
\hat{\alpha} = (\Theta^T \cdot \Theta)^{-1} \cdot \Theta^T \cdot \delta
\]  

(77)

where:

\[
\Theta = \begin{bmatrix}
1 & & & & & 0 \\
& \ddots & & & & \\
& & \ddots & & & \\
& & & \ddots & & \\
& & & & \ddots & \\
0 & & & & & \hat{\theta}_0 \\
& & & & & \hat{\theta}_m \\
& & & & & \hat{\theta}_m \\
\end{bmatrix} \quad \text{(m+s+1) x (s+1)}
\]  

(78)

After \(\hat{\alpha}\) has been obtained, the m-th order zero-lag LS inverse of \(\{\hat{a}_i\}_{i=0}^s\) is estimated as:

\[
\hat{\theta}_0 = (A^T \cdot A)^{-1} \cdot A^T \cdot \delta
\]  

(79)

where \(A\) is an \((m+s+1) \times (m+1)\) Toeplitz matrix of structure similar to \(\Theta\). The initial MA parameter estimator then is:

\[
(\hat{\theta}_A)^B = (\hat{\theta}_0)^{-1} \cdot [\hat{\theta}_1^* \hat{\theta}_2^* \ldots \hat{\theta}_m^*]^T
\]  

(80)

and is necessarily minimum phase.

The advantage of this version is that no assumptions, such as (71), are imposed, but the computational load is increased.
6 SIMULATION RESULTS AND DISCUSSION

In this Section the performance of the proposed ARMA spectral estimator is evaluated through numerical simulations and comparisons with the classical Blackman-Tukey procedure combined with a Hamming spectral window (Blackman and Tukey, 1959), and, the popular AR spectral analysis method (Makhouïl, 1975). The data were generated by driving a signal with approximately flat spectrum through discrete linear filters, and the convergence of the algorithm was monitored through the index:

\[ J_i = \frac{||\hat{\Psi}_1 - \hat{\Psi}_{1(i-1)}||_II}{||\hat{\Phi}_{1(i-1)}||_II} \]  

where \( ||\cdot||_II \) denotes octahedric vector norm. The best model was finally selected as the one offering the lowest estimated prediction error variance \( \hat{\sigma}^2 \). Several spectral estimation results have been thus obtained, and five typical cases are presented in the sequel.

Test Case I

In this experiment the estimation of the power spectrum of the narrow-band AR(4) process:

\[ x[t] + .250 \cdot x[t-1] + 1.994 \cdot x[t-2] + .249 \cdot x[t-3] + .994 \cdot x[t-4] = w[t] \]

characterized by closely-spaced spectral peaks, from data corrupted by white measurement noise at a 20\% N/S ratio, is considered. In such cases overdetermination is often necessary (Kay, 1980), and the power spectrum estimated by fitting an ARMA(8,8) model on a record of 1000 data points is depicted in Figure 1a. The estimated spectrum is very smooth, and nicely indicates the two spectral peaks and the background white noise. A close approximation of the uncorrupted AR(4) process spectrum may be obtained by discarding the MA part of the estimated model, which is due to the noise, and plotting the power spectrum corresponding to the AR part (Figure 1b). Figures 1c and 1d, finally depict the AR(47) and Blackman-Tukey spectra, respectively. In both cases the spectral peaks are clearly indicated, but the estimated spectra have a "noisy" appearance, despite the fact that the actual spectrum is smooth.

Test Case II
In this case the estimation of the power spectrum of the ARMA(4,2) process:
\[ x[t] - 1.007 \cdot x[t-1] + 1.132 \cdot x[t-2] - .277 \cdot x[t-3] + .323 \cdot x[t-4] = w[t] - 1.786 \cdot \\
\cdot \quad w[t-1] + .974 \cdot w[t-2] \]
based on an 1000 data record, is considered. The estimated ARMA(4,2) spectrum is compared to the theoretical in Figure 2a, and an almost perfect fit is observed. On the other hand, the results of the AR spectral analysis (coupled with the Akaike Information Criterion for order selection) and the Blackman-Tukey procedure are depicted in Figure 2b and 2c, respectively, where poor match of the spectral zero accompanied with an overall "noisy" appearance, are observed. Regarding the Blackman-Tukey spectrum it is further remarked that negative spectral estimates were obtained at several frequencies and were arbitrarily set equal to a small positive number.

**Test Case III**

The case of the ARMA(4,2) process:
\[ x[t] - 2.155 \cdot x[t-1] + 2.752 \cdot x[t-2] - 1.952 \cdot x[t-3] + .839 \cdot x[t-4] = w[t] - 1.143 \cdot \\
\cdot \quad w[t-1] + .945 \cdot w[t-2] \]
characterized by two spectral peaks and one zero is now considered. An overdetermined ARMA(8,6) model was estimated by using the proposed approach and a record of 1000 data points, and very good spectral fit is observed (Figure 3a). AR spectral analysis was also performed for different model orders, and, the AR(29) spectrum (the order indicated as adequate through the AIC (Figure 3b)), is depicted in Figure 3c. This spectrum is not very smooth, and, despite the fact that the spectral peaks are matched, this is certainly not the case with the zero. The use of overdetermination was also examined, and the estimated AR(64) spectrum is depicted in Figure 3d. It is observed that the spectral zero match is improved, but the spectrum becomes "noisier", and spurious spectral peaks are introduced. This behaviour is typical in AR spectral estimation and indicates that overdetermination, which is often useful in the ARMA case, should be used with caution in AR spectral analysis. Finally, in evaluating the
Blackman-Tukey spectrum, negative spectral values were, once again, estimated at certain frequencies, and treated similarly to the previous case. The spectrum thus obtained is compared to the theoretical spectrum in Figure 3e.

**Test Case IV**

In all cases examined so far, the spectral estimation was based on 1000 data points. In many applications, however, a significantly shorter record may be available. In order to examine the performance of the proposed method in such cases, the spectrum of the previously discussed process is now estimated based on 100 data points. The result obtained by the proposed method is depicted in Figure 4a and is still very good, considerably better than that obtained through AR spectral analysis (Figure 4b), which is characterized by poor fit and spurious spectral peaks, or the Blackman-Tukey procedure (Figure 4c).

**Test Case V**

In this final example the estimation of the spectrum of the ARMA(2,2) process:

\[ x[t] = 0.950 \cdot x[t-1] + 0.903 \cdot x[t-2] = w[t] - 1.715 \cdot w[t-1] + 0.980 \cdot w[t-2] \]

based on 100 data points, is considered. Similarly to the previous case, a superior spectral fit is obtained through the proposed algorithm (Figure 5a), whereas considerably poorer results are obtained through the AR (Figure 5b) and Blackman-Tukey (Figure 5c) procedures.

### 7 CONCLUSION

In this paper a novel, fast, ARMA spectral estimation method, was presented. The proposed method is based on a correlation version of the recently introduced Suboptimum ML estimation procedure, and is an ideal candidate for microcomputer implementation, since it offers high quality estimates at remarkably low computational and memory storage requirements. The savings associated with these requirements are even higher in the practically important case where the model orders need to be estimated as well.
The consistency of the proposed estimator was also established, and, two alternative versions, that, in contrast to most available techniques, guarantee algorithmic stability, and are thus appropriate for the estimation of spectra characterized by sharp spectral zeros, were developed. The effectiveness and accuracy of the method were finally evaluated through numerical simulations and comparisons with the well-known Blackman-Tukey and AR spectral estimation techniques. The results obtained indicated the superior performance of the proposed approach with both long and short data records.
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APPENDIX

Proof of Proposition 1:
i) Assumption (A2) implies that there exists a real, positive number \( m' < \infty \) such that: \( |\hat{I}_j| \leq m' \cdot \gamma j \quad (\forall j) \). The ergodicity assumption (A1) then implies that (Söderström, 1975): \( \hat{R}_I \rightarrow R_I, \hat{r}_I \rightarrow r_I \) w.p.1 as \( L \rightarrow \infty \). By considering (31), (54), and the positive definiteness of the covariance matrix, (57a) follows.

ii) From Theorem 2.2 of Baxter (1962) (also see Berk, 1974) with \( I^o = I_o(p) = 1, \lambda = 0 \), the following expression is obtained:

\[
\frac{1}{P} \sum_{j=0}^{P} \left| \frac{I_j(p)}{\sigma_p^2} - \frac{I_j^o}{\sigma_w^2} \right| \leq m \cdot \sum_{j=p+1}^{\infty} \left| \frac{I_j^o}{\sigma_w^2} \right| \quad (A.1)
\]

where \( \sigma_p^2 \triangleq \mathbb{E}\{ \epsilon_p^2 / I \} \) is the variance of the prediction error corresponding to the \( p \)-th order model in (18), and \( m \) a positive constant. (A.1) may be rewritten as:

\[
\frac{1}{\sigma_p^2} \sum_{j \in J_1} \left| I_j(p) - I_j^o \right| + \frac{1}{\sigma_w^2} \sum_{j \in J_2} \left| I_j(p) - I_j^o \right| \leq \frac{1}{\sigma_p^2} \sum_{j=0}^{P} \left| \frac{I_j(p)}{\sigma_p^2} - \frac{I_j^o}{\sigma_w^2} \right| \leq m \cdot \sum_{j=p+1}^{\infty} \left| \frac{I_j^o}{\sigma_w^2} \right| \quad (A.2)
\]

where:

\[
J_1 \triangleq \left\{ j : \left| \frac{I_j(p)}{\sigma_p^2} - I_j^o \right| \leq \left| \frac{I_j(p)}{\sigma_p^2} - \frac{I_j^o}{\sigma_w^2} \right| \right\} \quad (A.3)
\]

\[
J_2 \triangleq \left\{ j : \left| \frac{I_j(p)}{\sigma_w^2} - I_j^o \right| \leq \left| \frac{I_j(p)}{\sigma_p^2} - \frac{I_j^o}{\sigma_w^2} \right| \right\} \quad (A.4)
\]

By using assumption (A1), which implies that \( \sum_{j=p+1}^{\infty} |I_j^o| \leq m_1 \cdot \gamma^p \quad (m_1 < \infty) \), (A.2) gives:
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\[
\lim_{p \to \infty} \left( \frac{1}{\sigma_p^2} \right) \lim_{p \to \infty} \left( \sum_{j \in J_1} |I_j(p) - I_j^o| \right) + \frac{1}{\sigma_w^2} \lim_{p \to \infty} \left( \sum_{j \in J_2} |I_j(p) - I_j^o| \right) \leq \\
\leq m \cdot \frac{1}{\sigma_w^2} \lim_{p \to \infty} \left( \sum_{j = p+1}^{\infty} |I_j^o| \right) \leq \frac{m \cdot m_1}{\sigma_w^2} \lim_{p \to \infty} \gamma^p = 0
\]  
(A.5)

Finally, the fact that (Grenander and Szegö, 1958):
\[
\lim_{p \to \infty} \sigma_p^2 = \sigma_w^2
\]  
(A.6)

combined with (A.5) implies:
\[
\lim_{p \to \infty} \sum_{j = 0}^{p} |I_j(p) - I_j^o| = 0 \Leftrightarrow I(p) \xrightarrow{L} I^o \quad (p \to \infty)
\]  
(A.7)

**Proof of Proposition 2:**

i) Property (57a) clearly implies:
\[
H(\hat{I}) \to H(I(p)) \quad \text{w.p.1 as } L \to \infty
\]  
(A.8)

\[
h(\hat{I}) \to h(I(p)) \quad \text{w.p.1 as } L \to \infty
\]  
(A.9)

Hence, (58) with det H\neq0 implies (60a).

ii) Since the maps:
\[
\hat{I} \to H(\hat{I}) : \ell_1 \to \mathbb{R}^{m \times m}
\]  
(A.10)

\[
\hat{I} \to h(\hat{I}) : \ell_1 \to \mathbb{R}^m
\]  
(A.11)

are continuous, (57b), combined with (58), (59) yields:
\[
\theta_o(p) = H^{-1}(\hat{I}(p)) \cdot h(\hat{I}(p)) \to H^{-1}(I^o) \cdot h(I^o) = \theta^o \quad (p \to \infty)
\]  
(A.12)

**Proof of Proposition 3:**

i) It is known (Caines, 1976) that:
\[
\hat{R}(\theta_o) \to R(\theta_o) > 0 \quad \hat{r}(\theta_o) \to r(\theta_o) \quad \text{w.p.1 as } L \to \infty, \forall \theta_o \in \mathcal{F}(\Theta)
\]  
(A.13)

The combination of (61), (62), and (A.13) then yields:
\[
\phi^*(\theta_o) = \hat{R}^{-1}(\theta_o) \cdot \hat{r}(\theta_o) \to R^{-1}(\theta_o) \cdot r(\theta_o) = \phi(\theta_o) \quad \text{w.p.1 as } L \to \infty, \forall \theta_o \in \mathcal{F}(\Theta)
\]  
(A.14)

Also, since the maps:
\[
\theta_o \to R(\theta_o) : \mathbb{R}^m \to \mathbb{R}^{n \times n}
\]  
(A.15)

\[
\theta_o \to r(\theta_o) : \mathbb{R}^m \to \mathbb{R}^n
\]  
(A.16)
are continuous, the fact $R(\theta_0) > 0$ implies that the map:

$$\theta_0 \rightarrow \phi(\theta_0) : \mathbb{R}^m \rightarrow \mathbb{R}^n$$

is also continuous. Property (60a) then yields:

$$\hat{\phi} = \psi(L,p) \triangleleft \phi^*(\theta_0) \rightarrow \phi^*(\theta_0(p)) \text{ w.p.1 as } L \rightarrow \infty$$

and (A.14) implies:

$$\phi^*(\theta_0(p)) \rightarrow \phi(\theta_0(p)) \triangleleft \phi(p) \text{ w.p.1 as } L \rightarrow \infty$$

Hence $\hat{\phi} = \psi(L,p) \triangleleft \phi^*(\theta_0) \rightarrow \phi(p) \text{ w.p.1 as } L \rightarrow \infty$

ii) Because of the continuity of the maps (A.15), (A.16), the fact $R(\theta_0) > 0$, and (62), (64),

the convergence property (60b) implies that:

$$\phi(p) \triangleleft \phi(\theta_0(p)) = R^{-1}(\theta_0(p)) \cdot r(\theta_0(p)) \rightarrow R^{-1}(\theta^o) \cdot r(\theta^o) = \theta^o \text{ as } p \rightarrow \infty$$

**Proof of Proposition 4:**

i) The convergence properties (57a) and (65a) imply that:

$$x(\hat{I},\phi) \rightarrow X(I(p),\phi(p)) \text{ w.p.1 as } L \rightarrow \infty$$

$$x(\hat{I},\phi) \rightarrow X(I(p),\phi(p)) \text{ w.p.1 as } L \rightarrow \infty$$

Since: $\det X(I,\phi) \neq 0 \forall (I,\phi) \in \mathbb{R}^p \times \mathbb{R}^n$

(66) yields:

$$\hat{\phi} \triangleleft \phi(\hat{I},\phi) \rightarrow \phi(I(p),\phi(p)) \triangleleft \phi(p) \text{ w.p.1 as } L \rightarrow \infty$$

ii) The maps:

$$\hat{I} \phi \rightarrow X(\hat{I},\phi) : L_1 \times \mathbb{R}^n \rightarrow \mathbb{R}^{mxm}$$

$$\hat{I} \phi \rightarrow X(\hat{I},\phi) : L_1 \times \mathbb{R}^n \rightarrow \mathbb{R}^m$$

are continuous. Hence the convergence properties (57b) and (65b), combined with (66), (67), (A.23), yield:

$$\theta(p) = X^{-1}(\hat{I}(p),\phi(p)) \cdot x(\hat{I}(p),\phi(p)) \rightarrow X^{-1}(I^o,\phi^o) \cdot x(I^o,\phi^o) = \theta^o \text{ as } p \rightarrow \infty$$
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