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ABSTRACT

A net communications system frequently has many users, for
each of whom only a low-duty-factor need exists. Random access dis-
crete address (RADA) communications systems are particularly suited to
this type of communications environment. A RADA system is a co-channel
pulse communication system, in which each transmitter, by proper coding
of its radiated pulse groups, may address a target receiver. Mutual in-
terference and cross talk among various transceivers in the net are unde-
sirable consequences of this co-channel operation,

This dissertation is an overall analytical study of RADA (ran-
dom access discrete address) communications systems. In this study,
the factors influencing system performance are embodied in mathemati-
cal models which in turn are used to determine, analytically, the quanti-
tative effects of these factors on system performance. In pursuing this
approach, several different aspects of the systems have been investigated.
The investigations include the following. An analytical study of the mutual-
interference-power density at a receiver in a general co-channel RADA
net environment is carried out. This study is used to determine a lower
bound for the probability that a "useful signal" is available at the input
terminals of a particular receiver in the net. Mutual interference among
the co-channel RADA transceivers produces an error process at the

xxii



receiver output. An approximate model of the mutual interference

process is used to obtain theoretical expressions for the pertinent

statistics of this error process. The effects of the error process on

two generic types of modulations are evaluated arfalytically. This analysis
is performed for three receiver types, the simplest of which utilizes
delay devices and an AND gate in the video processing. The second and
third receiver types are characterized by gating and sampling, respec-
tively, of the AND gate output. A method of choosing system parameters
to minimize the receiver output error probability when the system band-
width is specified is determined. An expression is derived for the infor-
mation rate of a RADA transmission in terms of the statistics of the error
process. Finally, a particular type of RADA receiver, a sampling RADA
receiver, is proposed for use with clocked binary modulation. A theo-
retical expression is determined for the error probability at the receiver
output. And, the error probability minimization technique is used to
specify an optimum choice of parameters for systems using this type of
receiver. Also, analytic expressions are derived for the information
rate for both the case in which parameters are chosen freely, and for

the case in which parameters are constrained by the error minimiza-
tion process.

General considerations in the design of RADA systems are given.

Examples are worked out which illustrate the use of the analytical results

xxiii



obtained in this report. Also, some of the existing prototypes of RADA

systems are described in an appendix.

XXiv



FOREWARD

This report is in two volumes, which are bound separately. In
Volume I, ""Study and Analysis,' some of the fundamental aspects of RADA
system design are investigated. Volume I, which is unclassified, is
essentially the same as the dissertation "A Study of RADA (Random Access
Discrete Address) Communications Systems' submitted in partial fulfill-
ment of the degree Doctor of Philosophy at The University of Michigan.
Volume I, "Vulnerability Considerations," is a study of countermeasures
aspects of RADA systems, and it has a Confidential security classification.

Volume I of this report takes a theoretical approach in evaluating
RADA system performance. Along with the advantages of such an approach
in indicating the basic dependence on certain parameters, there are dis-
advantages. In particular, the assumptions required to develop a tract-
able theoretical system model are somewhat idealized, and tend to yield
an upper bound of system performance. The most important of these
assumptions are described briefly here.

In modeling the placement of transceivers in the net area
(Chapter II), an inequality is given for the probabﬂity of a "useful"
received signal in terms of the receiver dynamic range, and the ratio
of the distance between the transceivers, and the minimum trans-
ceiver separation for the net. This inequality is based upon the assump-
tiQn of a uniform distribution of transceivers in the net area. The results
can readily be extended to the case where clustering occurs, as discussed

in Chapter II (p. 45).
XXV



In modeling the interference pulse process (Chapter III), it is
assumed that the received pulses are rectangular (pulses of other shape are
assigned an "effective rectangular width''--Chapter V) and of equal width.
The amplitude of the received pulses vary widely, and when these pulses
are clippedata lowlevel, their widths vary considerably. Pulse stretching
due to multipath and receiver recovery from large pulses also produce
pulses of unequal width. Further, in modeling the receiver, it was
assumed on intuitive grounds that pulse cancellation does not occur when
the clipping level is low. Recent experimental results indicate that roughly
10 percent of the transmitted pulses are cancelled, leading to two counter-
acting effects; the number of message pulses is reduced, as well as the
number of interference pulses. It is expected that the former result will
more than counterbalance the latter, so that the model tends to provide an
upper bound of system performance.

Finally, some of the illustrative problems were worked before
complete information was available concerning source coding characteristics
and military system requirements. The results of these problems are
therefore optimistic. The assumed value of the maximum error rate of
10 percent (page 78) is higher than that which is actually permissible with
PPM. Five percent is more typical. The assumed maximum error rate of
20-30 percent (page 79) for delta modulation is also high. Five percent is

again more realistic. With regard to the parameters assumed for an example

Xxvi



net environment, distances of as little as 3 to 5 feet are characteristic

of an actual military net environment, whereas a value >f 100 feet is used

(Chapter II).
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CHAPTER I

INTRODUCTORY DISCUSSION

1.1 Objectives and Organization

This dissertation is an overall, analy&cal study of RADA (ran-
dom access discrete address) communications systems. In this study,
the factors influencing system performance are embodied in mathemati-
cal models which in turn are used to determine, analytically, the quan-
tative effects of these factors on system performance. In pursuing this
approach, several different aspects of the systems have been investigated.
The overall study as well as these particular investigations are the ori-
ginal contributions of this dissertation. The investigations include the
following. An analytical study of the mutual-interference-power density
at a receiver in a general co-channel RADA net environment is carried
out. This study is used to determine a lower bound for the probability
that a "useful signal' is available at the input terminals of a particular
receiver in the net. Assuming that a useful signal is present, mutual
interference among the co-channel RADA transceivers produces an
error process at the receiver output. An approximate model of the mu-
tual interference process is used to obtain theoretical expressions for
the pertinent statistics of this error process. The effects of the error

process on two generic types of modulation, pulse position modulation



and clocked binary modulation, are evaluated analytically. In pulse position
modulation, the information is modulated in the shifts of the pulses of a
clocked binary pulse train from their clocked positions. In clocked binary
modulation, information pulses gate the occurrence of pulses of a clocked
binary pulse train. The choice of systerr; parameter values to minimize the
receiver output error rate is also studied. The effects of the error process
on several generic types of modulation and receivers are evaluated. An
expression is derived for the information rate of a RADA transmission in
terms of the statistics of the error process. General considerations in the
design of RADA systems are described. Several examples are worked out,
illustrating the use of the analytical results obtained in this report. Finally,
some of the existing prototypes of RADA systems are described in an appendix.
The work of these studies is original work. The analytical work
was completed before any other corresponding work was published. How-
ever, prior to the publication of this dissertation, a paper containing
some material similar to that contained here was published by other
authors. In particular, the work of Ref. 16 makes use of the same gen-
eral method, although it employs slightly differing analytical tools, in
determining some of the same statistics of the error process. Studies
of the same problems have been undertaken by others, using differing

approaches; much of this work has been described in Section 1.5 (Review

of the Literature), and the corresponding publications are listed in the



Lists of References.*

The organization of this dissertation is as follows. Chapter I
introduces RADA net communications systems. In particular, a gener-
alized RADA system is described, and the terms used in this work are
defined. In Chapter II, the assumptions and th:aoretical results of the
chapter, concerning the mutual-interference power density at a RADA
receiver in a net environment, are first summarized and then presented
in detail. More specifically, the mean and variance of the interference
power density at a receiver in a RADA net are determined analytically
as a function of the significant parameters. Chebyshev-type inequalities,
which contain the mean and variance, delimit the fraction of the time that
a "'useful signal' is available at a target receiver within the net. The sig-
nificant statistics of errors caused by mutual interference among RADA
systems are summarized at the beginning of Chapter III;- analytical de-
tails supporting the conclusions therein are then presented. Example
calculations for several sets of system parameter values are given in
Chapter IV using results of Chapter III. In particular, some current

prototype RADA systems, of whichthe appendixisdescriptive,are evalu-

ated.

*For the purpose of giving appropriate credit to all available sources,
an "Auxiliary List of References' has been included in this dissertation
for material which is pertinent to RADA systems, and which has not
been published in the open literature. Publications contained in the
List of References are simply enumerated, whereas those in the
Auxiliary List of References are enumerated with the prefix 1.



Specific considerations in the design of RADA systems are
treated in Chapter V. The influences on system performance of differ-
ences in power levels of received signals, and of receiver synchroniza-
tion are described, as are the effects of Var;iations of such parameters
as bandwidth and mutual interference. A method of determining the
number of RADA frequencies, and the number of pulseson each frequency,
which minimizes the system bandwidth at a specified error rate, or min-
imizes the error rate at a specified bandwidth is also described.

In Chapter VI, the results of Chapter III and Chapter V are used
to determine an optimum choice of parameters for a RADA system using
a sampling receiver. Expressions for information transmission rates
are determined for the optimum system and for a practical suboptimum
system.

Conclusions and recommendations for the direction of future

efforts are presented in Chapter VIL

1.2 Description of RADA (Random Access Discrete Address) Coding

A communications net, as defined in this dissertation, is a
group of fixed or mobile individuals, within line-of-sight range, equipped
with radio transceivers. Each net member can communicate directly to
each other net member, without using intervening switching apparatus,
by transmitting a radio signal which is properly addressed or coded. A

common frequency band, or channel, is utilized for these transmissions.



This study is concerned with the performance characteristics
of a communications net in which a particular type of (transmission)
coding, referred to as RADA coding, is used throughout. The block
diagram of a typical system for use with pulse information is shown in
Fig. 1.1. When analog information is transmitted, it must first be
source-encoded by using some form of pulse modulation. 1 Pulse modu-
lated analog voice signals are of primary concern in this dissertation.

In Fig. 1.1, RADA encoding of a signal for multiplex transmission over
a wireless channel is illustrated. The same techniques may be used in
a wire channel.

When applying the RADA principle, all information signals are
first converted to a pulse signal form. Each "information pulse” is then
coded into a group of pulses (a "time-frequency code frame, " or "frame"’)
which is ""matched" to the receiver addressed. The coding scheme is
chosen so that the RADA decoder in a particular receiver produces an
output "message'' pulse when a properly addressed frame is received,
and (ideally) produces no output pulse when an improperly addressed
frame is received.

Mutual interference among transceivers produces ''error pulses’
at the output of the RADA decoder because the frames from several

transmitters can combine randomly to produce frames which are coded

1Source encoding will be referred to herein as ""modulating”, permitting
its clear distinction from the subsequent (RADA) transmission ""coding.
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for a particular receiver, even though the frames of the individual trans-
mitters are not so coded.

RADA coding can be used with delta modulation, pulse-position
modulation (PPM), pulse code modulation (PCM) (in which case the re-
ceiver must be time-synchronized with the transmitter), and with other
types of pulse modulation.

An example of RADA coding of an information pulse train is
shown in Fig. 1.2. Figure 1.2(a) showsa (binary) pulse train fed to the
RADA coder of a transmitter. Figure1.2(b)illustrates how each binary
pulse is coded in a "time-frequency code frame.” The delays, tl’ tz,

t,, of pulses of carrier signals at frequencies fl, fz, f3, respectively,

3
constitute the address of a net user. The maximum delay in a frame is
generally chosen to be less than, or equal to, the minimum time between
information pulses. In general, the number of system frequencies and the
number of pulses per frame on each frequency are parameters of a RADA
system.

A representative implementation of a RADA system for trans-
mitting (analog) voice information is shown in Fig. 1.3. A voice signal
produces the information train of position- modulated pulses shown in
Fig. 1.2(a) at the transmitter modulator output. Each information pulse
is addressed in the RADA coder in the manner described above.

At the receiver to which the frame is addressed, the pulses of

carrier signals at frequencies fl’ fz, f3 are delayed by (32 - tl)’ (32 - t2),
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Fig. 1.2a. Transmitter information source output voltage.
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Fig. 1.2b. RADA coder output voltage.
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(32 - t3) microseconds, respectively, as shown in Fig. 1.3(b). These
delay values are complements of the delays used in the transmitter to
address each information pulse. Each frame coded for the receiver
produces three coincident input pulses at the AND gate, causing an AND
gate output message pulse. Demodulation of tﬁe AND gate output mes-
sage pulse train reconstitutes the coded voice signal, i.e., the train of
position-modulated pulses. A common RF stage for all frequency chan-
nels is shown in Fig. 1.3(b);alternately, separate RF stages [Fig. 1. 4(c)]
tend to minimize interference effects among frequency channels. Auto-
matic gain control (AGC) and limiting are employed in processing the
received signals to accommodate the wide range of the amplitude levels
of these signals (Section 1. 4.5).

Thus, the RADA coder encodes an information-bearing pulse
train for multiplex transmission over the channel; the RADA decoder
recovers the information-bearing pulse train. The use of a common
frequency band by the RADA transmitters means that there is mutual |
interference among net users. The interference results in spurious,
or error, pulses at the output of the AND gate of the receiver decoder.
As discussed in Section 1. 4.3, the effect of these error pulses on the

receiver output depends upon the type of demodulation employed.

1.3 Applications of RADA Coding

RADA (random access discrete address) coding was devised for

use in a radio pulse communication system to provide net communications
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characterized by a large number of net-user addresses, immediate,
non-synchronous user access to the channel (random access), and rela-
tively efficient use of bandwidth when the net communications system use
factor is small. RADA coding principles are applicable to various modes
of communication including: multiplexed signals in wire communications
systems, multiplexed signals through active and passive earth satellite
repeaters, multiplexed transmissions from air-to-air and ground-to-
ground, as well as multiplexed communications between air and ground.
The problems involved in multiplexing depend upon the communications
mode considered. The primary concern in this study is with line-of-
sight propagation over the ground. The use of transponders in this
application is projected in several studies (Refs. 1,19, 1.24 and 1. 28),
although their use has not been investigated in this dissertation.

The U. S. Army Electronics Command has supported studies of
the applicability of RADA techniques to communications within an Army
division.

It is worthwhile to compare multiplexing using RADA and using
alternative principles. Previously, addressing within the net was us-
ually accomplished by assignment of fixed frequency slots to net users
in a frequency-division multiplex (FDM) scheme. An alternative method
of addressing is by assignment of fixed time slots in a time-division mul-
tiplex (TDM) system, although this method is not normally employed in

net applications because the transmitter synchronization which is
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necessary is not always feasible. For FDM and TDM systems, which
employ a fixed assignment of addresses to frequency and time slots,
respectively, the total number of addresses determines the system
bandwidth requirement, even though the systenz use factor is small.
Thus, a low use factor of the frequency or time slot addresses results
in inefficient utilization of system bandwidth.

In contrast to FDM and TDM signals, RADA signals are trans-
mitted over a common frequency channel, i.e., RADA systems are "co-
channel" systems. RADA techniques permit specification of addresses
for a large number of subscribers, or potential users. However, the
bandwidth of a RADA system is determined by the average quality spe-
cified for the received signal and, in contradistinction to FDM and TDM
systems, by the number of active system users. 2 However, with a
specified quality and system bandwidth, a greater number of active
users can be accommodated by using a channel assignment scheme in
conjunction with FDM or TDM than by using RADA. (These factors sug-
gest the use of RADA techniques for addressing and channel assignment
in conjunction with FDM to achieve efficiency in certain information

transmission systems. 3 However, this approach has merit only when

2The bandwidth is influenced by the number of system addresses, or po-
tential users, when this number is unusually large.

3For example, recent prototypes of the Martin Company "RADA’ System
(Refs. 1.19- 1.23).
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the bandwidth needed for addressing and assignment operations is a
small fraction of the overall bandwidth requirement ).

In RADA systems, transmissions are not synchronized. Such

systems are frequently called "asynchronous, or "nonsynchronous™
systems. Performance of a target RADA receiver can usually be im-
proved by time synchronization with the transmitter addressing it, and

this technique has been exploited in extant systems.

1.4 Problems in RADA System Design

Many parameters must be specified in the design of communi-
cations systems using RADA encoding. Among these parameters are the
system subscriber address capacity and use factor; the associated qual-
ity or error rate; modulation parameters such as basic modulation clock
rate and modulator-output-pulse duty factor; and code frame parameters
such as the number of system frequencies and the number of pulses per
frame on each frequency. Some systematic procedure is needed for
determining an optimal choice of parameters for a particular application.

Considerations in the design of RADA systems can usefully be
classified in two areas--factors associated with modulation and RADA
coding, and factors associated with the physical environment during a
communication. These factors are listed separately in this section al-
though they are in fact interrelated, which complicates the design of an
optimum RADA system. A near-optimal design can be found by consid-

ering aspects of the problem separately and by compromising judiciously

for overall system design.
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1. 4.1 Modulation (Source Coding) Problems. The information

signals handled by RADA systems may be continuous or discrete in level
and may be continuous or quantized in time. For a given number of
users, the quality of a RADA receiver output c}epends on the modulation-
demodulation methods employed. Therefore, modulation (source coding)
methods should be employed which minimize the effect of errors on over-
all system performance. Efficient modulation schemes tend to be char-
acterized by a low (binary) pulse rate, so that mutual interference and
therefore, the number of errors at the demodulator input is small.

These modulation schemes should also tend to minimize the receiver
output distortion caused by a demodulator input error.

1. 4.2 RADA Coding Problems. RADA code sets are needed

which produce, for a particular modulation scheme and parameters, the
"highest quality” signals at the receiver demodulator output. Two ex-
tremes in choosing code sets are their generation by a systematic pro-
cedure and their generation randomly, with provision for discarding
codes which have undesirable properties. In either case, the digital
computer is a useful tool. Since RADA transmissions are asynchronous,
the codes chosen should have '"good properties' at all relative timings

among transmissions.

1. 4.3 Mutual Interference. The mutual interference problem

is related in a complicated way to problems discussed previously. A

description of the error rate at the output of the RADA decoder is
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required for specific choices of modulation parameters and RADA code
sets. Such a description involves a characterization of the statistics of
the error process at the receiver decoder output,

Various measures can be used fq_; evaluating RADA system per-
formance. Error rate and information transmission rate are conventional
measures of digital system performance, and are useful for evaluation
of RADA links driven by digital information sources. Such evaluations
usually can be based directly on the statistics of the RADA decoder out-
put errors.

Demodulator output signal-to-noise ratio is a conventional
measure of analog system performance. It is useful for evaluation of
RADA links driven by analog information sources. The demodulator
output signal usually contains one noise component because of quantiza-
tion, and another which arises because of errors at the demodulator input.

Some measure of the subjective property "quality' of the demod-
ulated signal is needed for RADA links driven by voice sources. The
quality of the demodulated signal is closely related to the error rate at
the demodulator input. The relationship between error statistics and
quality must be studied through listening tests.

For any of these types of information source, mutual interfer-
ence effects can be evaluated experimentally by observing the demodula-
tor output in the presence of either actual interference, or ina simulated

error process with the appropriate statistics. It is apparent that the
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error rate at the RADA decoder output is a useful specific measure of

RADA system performance.

1.4.4 RADA Receiver Time-Synchronization. Error pulses

at the output of the receiver AND gate sometimfis occur between mess-
age pulses. These may be partially gated out based on estimates of
timing between message pulses. A gate placed at the AND gate output
for this purpose is called a "'post gate" in this. dissertation. Receivers
with and without post gates will be referred to as gated and ungated re-
ceivers, respectively. In a given communication, a gated RADA receiv-

er operates in time (clock) synchronization with a particular transmitter.

1.4.5 Environmental Problems. A significant parameter of a

RADA net is the ratio of range extremes, r2ma,x/ ro--the ratio of the
maximum to the minimum distance separating RADA transceivers in the
net. Since line-of-sight paths in a ground based net exhibit approximate-
ly an inverse fourth power attenuation characteristic (Ref. 1); the ratio
of the attenuation of transmissions (signals as well as mutual interfer-

ence), traveling the shortest and longest paths (r /r0)4, increases

2max
rapidly with this distance ratio. As a result, when this ratio is large,
both the signal power density and the total interference power density
vary over extremely wide limits. Because of these wide limits, and be-
cause the signal power density may fall anywhere within these limits, it
follows that the dynamic range of the receiver must be extremely large

so that the receiver will be able to detect and process received RF pulses

even in the presence of pulses of much larger amplitude.
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In addition to the extreme level of variation of the target and
the direct mutual interference signals which result from the inverse
fourth power attenuation characteristic of the ground based net environ-
ment, this environment also imposes other problems. Line-of-sight
propagation over the ground at VHF and UI;F is subject to multipath and
scatter effects. RF energy arrives at a given receiver along a direct
path from a transmitter, as well as after single and multiple reflections
from hills, trees, shrubs, personnel, vehicles, and other objects. Re-
flected pulses delayed, with respect to the direct pulse, by a small
fraction of a pulsewidth tend to distort the pulse envelope. When the
reflected pulse delay is of the order of a pulsewidth, the reflected pulse
tends to stretch the direct pulse. When the reflected pulse delay exceeds
the pulsewidth, two distinct pulses are received. In a typical situation
involving line-of-sight propagation over the ground there are many re-
flections; a received pulse exhibits all three types of multipath effects,
particularly when short pulses are transmitted. ""Residual interference"
is another class of interference which does not originate within the en-
vironment, but which has the same effect as the multipath interference.
The short pulses typically used in RADA systems tend to produce cross-
talk among frequency channels in the RADA receiver. In particular, de-
creases of pulse duration tend to increase both capacitive and inductive
coupling among RF frequency channels, as well as increasing radiation

within the receiver. As a result, such practical problems as coupling
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through ground loops, pick-up of interfering signals radiated within the
receiver itself, and construction of RF and IF filters with sufficiently
large skirt rejection, are enhanced. These problems are especially
severe in small portable units. Thus, in addition to direct mutual inter-
ference, a RADA receiver is also subject to nlaltipath and residual
interference. Further, the extreme variation in the levels of the re-
ceiver input signals causes variation of the widths of the detected pul-
ses, particularly as a result of the limiting which is employed in pro-
cessing received signals.

1.4.6 Problems in Military Applications of RADA. Desirable

attributes of a division-level military communications system are reli-
ability, mobility, random-access capability, and efficiency of the band-
width utilization in a high-signal-density environment. The mobility
attribute implies a small, light, wireless system. The use of a switch-
ing center, an "Achilles' heel" exposed to direct enemy action, is unde-
sirable.

Because of the wide amplitude range of received signals resulting
from geometric and propagation characteristics, a RADA receiver must
be highly insensitive to signal amplitude. Therefore, RADA coding should
not be used with amplitude modulation. When other types of modulation
are used, separation of the desired signal from undesired signals at the
receiver is feasible even though the power of the desired signal may be

much smaller than that of the interfering signals. An advantage of RADA
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systems for division communications is that their receivers can be made
both sensitive to the timing of received pulses and relatively insensitive
to their amplitude.

In the communications system sought, the receiver output sig-
nal-to- mutual-interference power ratio should be highly independent of
receiver input signal-to-mutual-interference power ratio. Thus, those
"bandspreading' systems, proposed for use in a co-channel environment
(Ref. 2), which exchange bandwidth of the transmitted signal for signal-
to-noise ratio enhancement should not be considered for this application.
For such systems, the receiver input and output signal-to-noise ratios

are related by (1. 1).

(s/ Nour = 2WT(S/ Min (1. 1)

where W is the receiver input bandwidth and T is the effective receiver
output integration time. Because of the extremely small signal-to-
mutual-interference power ratios typically encountered in a ground
based net environment, it follows from (1. 1) that the bandwidth expan-
sion factor TW required to produce a usable value of (S/ N)OUT is ex-
cessive. In addition to this inefficiency in the use of bandwidth, the

required bandwidth expansion factor, 2TW, is well beyond the "state-of-

the-art. "
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1.5 Review of the Literature

1.5.1 Co-Channel Systems, General, The possibility of co-

channel operation of communications systems is implicit in Shannon's
epochal work on information theory (Ref, 3).

Various coding and modulation techniques for co-channel com-
munications were proposed and studied before 1958, 1In 1958, Taylor
studied the problems of multiplexing information over a common wide-
band channel, for both continuous and binary signals (Ref. 1.1). Employ-
ing information theory concepts, he obtained channel-capacity expressions
for an asynchronous co-channel system which uses a noise-like waveform
for receiver ""coding"; and, for a general class of systems called ''chan-
nel-synchronized-asynchronous' systems.

Using a "coding theory' approach, he also investigated two
specific multiplexing schemes: one based on recognition of binary sig-
nals chosen for their correlation properties, and the other based on rec-
ognition of randomly generated binary signals.

The merits of co-channel systems were becoming apparent when,
in 1959, Costas pointed out the fallacy of the traditional instinctive
approach of reducing bandwidth and data rate to reduce the error rate
of a received signal. Costas indicated some of the advantages of co-
channel systems over an FDM system with fixed-address frequency
channels and the advantages over a system in which the total bandwidth

is used randomly by unsupervised narrowband channels (Ref. 2).
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In 1960, Hamsher described some aspects of applications of
RADA methods to a net communication system, including the extension
of range coverage by using single and multiple transponders (Ref. 4).

Spogen, Reading, and Latorre §uggested the use of an adaptive,
channelized system, and also the use of two RADA type systems in low-
use-factor communications applications which require a large number
of addresses (Ref. 1.2). One of these RADA systems uses a two-pulse
address on a single frequency, and the other system uses a k-pulse
address with one pulse on each of k frequencies. The RADA systems
described employ amplitude modulation of the transmitted pulses.
Spogen, Reading, and Latorre also presented analyses for error-pulse
generation, system bandwidth, and subscriber capacity.

In 1961, Fulton, Jr. applied concepts of information theory to
show that when the use factor of a net communication system is suffi-
ciently small, it is possible to transmit information more efficiently on
a co-channel basis than by either time-division multiplexing (TDM) or
frequency division multiplexing (FDM) (Ref. 1.3). More explicitly, he
assumed a bandlimited channel with additive Gaussian noise and showed
that it is possible to select a set of nonorthogonal waveforms to code an
arbitrary number of signals for co-channel transmission with an arbi-
trarily small error. The maximum number of active transmissions the
channel can accommodate is equal to the number of channels of an FDM

system of equal bandwidth. The powers of any subset of transmitters
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using the channel must be appropriate for the transmitted information
rate. The increase in power over that required for FDM or TDM is
moderate, so that a reasonable power-bandwidth trade-off is possible.

In 1961, Harris discussed the greater channel capacity of a
wideband co-channel system. He compared it with an unsupervised FDM
system of equal bandwidth, when the system use factor is small (Refs.
1.4 and 5). He suggested that advances in coding techniques would be
needed before the required trade-off between bandwidth and signal-to-
noise ratio could be achieved in co-channel systems. He determined
channel capacity for wideband systems with transmitters of equal power,
assuming the received signal power from randomly placed transmitters
varies inversely with the square of distance.

Chesler proposes (Ref. 30) an m-ary RADA system in which
each receiver is addressed by any one of a set of m coded groups of k
pulses. These groups are selected from N time and frequency cells.
The relation among the system parameter values which minimizes the
probability of a false k-fold coincidence of at least one of the m receiver
addresses is determined, and is used to define an optimal m-ary RADA
system. The probability of a false coincidence of at least one address
for an optimal m=2 system is compared with the probability of a false
alarm for a binary RADA system in which the two signaling symbols are
a coded pulse group. In addition, the "'channel utilization"” of an m-ary

RADA system is compared with that of an m-ary co-channel multiplexing
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system which employs pseudo-noise addressing sequences.
Einarsson (Ref. 33) also compared the probability of false

coincidence for an m=2, m-ary, RADA system with that of a binary

RADA system.

»

Recently, the applicability of RADA techniques to satellite
communications has been investigated (for example, see Refs. 1.34 and
1. 35).

Various multiplexing methods have been proposed and studied
(for example, see Refs. 6, 7 and 8). Dawson gives a good general dis-
cussion of co-channel systems, and includes an annotated bibliography
describing the work done in this area (Ref. 9). Included in Refs. 1.19
through 1.33 is a thorough description of the theoretical and experimen-
tal aspects of design of particular systems.

1.5.2 RADA Systems. One of the first applications of the

RADA concept was in the work of Pierce and Hopper of the Bell Tele-
phone Laboratories (Ref. 10). In this work, a RADA-like system using
a code of two pulses per frame on a single frequency, one positive and
one negative in phase, was constructed and analyzed. Random samples
of voice were transmitted by amplitude- modulating the pulses of the
frame.

The Bendix Radio Division of the Bendix Corporation proposed
the CAPRI (coded-address, private radio intercom) system, a RADA

system in which the amplitude of periodic information samples is used
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to frequency-modulate the pulses of a frame (See appendix and Ref. 1. 5)

The Martin Company, Orlando Division, has developed RADA
systems using the acronyms RACEP (random access and correlation for
extended performance) and "RADA. " Initial prototype RACEP systems
employed RADA coding in conjunction with pulse position modulation
(See appendixand Refs. 11- 13 and 1.6- 1.8). RADA coding was also
employed in conjunction with modifications of delta modulation (Ref. 14).

Most recently, the acronym "RADA" has been applied to a
Martin net communications system in which the information is modula-
ted in pulse-position modulation and transmitted in adaptive frequency-
division multiplex after a search for a vacant frequency channel (Refs.
1.19-1,23). RADA techniques are employed for both the vacant channel
search and for other supervisory functions. The system, not described
in this dissertation, is a complex one which is characterized by many
special functions.

The Motorola Corporation developed the RADEM (random access-
delta modulation) system (Seeappendix andRefs.11-13, 15, 1.9, 1.10
and 1.28- 1. 33) which uses delta modulation.

The extent of U. S. Army Electronics Command's interest in
RADA techniques, including foreseen applications, is indicated by the
scope of the RADA work which they have sponsored. In 1963, USAEC
supported three concurrent studies of the feasibility of using RADA

systems for Army divisional communications (Ref. 11). Some early
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aspects of this work (Refs. 14, 16 - 19) were summarized in papers
presented at the 1964 International Convention of the Institute of Elec-
trical and Electronics Engineers. More recent and complete results of
these extensive studies are presented in Refs. 1. 19 through 1. 33.

1.5.2.1 Modulation Methods; Studies of optimum modula-

tion methods applicable to RADA systems have concentrated on two
techniques for sampling voice: namely, DATEC (digital adaptive tech-
nique for efficient communications) (Ref. 14), and "extremal sampling”
(Refs. 20, 21 and 1. 11 through 1. 18). Both modulation methods have
been used with RADA techniques because the required transmission rate
of samples is lower than the Nyquist rate. Initial results obtained for
extremal sampling indicate that because of the low level of information
redundancy, the received signal is quite sensitive to the occurrence of
false samples. This factor may reduce the utility of this modulation

technique in RADA systems (Ref. 1.15).

1.5.2.2 Coding. Selection of RADA vocabularies and char-

acterization of the mutual interference characteristics of RADA code
vocabularies are an important aspect of the study of RADA systems.
Gilbert (Ref. 32) investigates the coding of pulses on a single frequency
channel. He shows how to construct lists of N digit (N = At) code words
so that the weight (number of "ones", or pulses) of each word is less
than a specified upper limit. The lists are also constructed so that the

Hamming distance of any given word from all N shifts of all other words
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is greater than a specified minimum value. Einarsson (Ref. 33) de-
fines a RADA system in which a frame consists of M pulses placed in

a frame of K frequency channels and A time cells, with at least one
pulse in the first time cell. For such a code frame, he specifies the
size of the code vocabulary as the number of ways of placing the M
pulses in the KA cells conditional on a pulse being in the first time cell.
A study of a code using a frame consisting of a single pulse on each of
three frequencies is reported in Ref. 1.8. Several coding methods for
RADA systems are described in Ref. 1.23.

1.5.2.3 Mutual Interference. The statistics of the RADA

decoder output error process, their suitable approximation, and their
use in evaluating RADA system performance have been a primary con-
cern of several studies. Spogen and associates (in Ref. 1. 15) use a
particular model and set of assumptions to investigate the error process
in RADA systems. They also make comparisons of the error rates of
RADA systems using pulse position modulation with those of systems
using extremal sampling (Refs. 1.11- 1,18, 20 and 21).

Sommer (Ref. 31) and Einarsson (Ref. 33) defined RADA sys-
tems in which the code frames consist of n pulses randomly distributed
among p frequencies and in j time cells. Employing slightly differing
analyses, both authors determined the probability of a false receiver
output signal at a given time instant (equivalent to the duty factor deter-

mined in this dissertation). They also determined the relationship among
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the parameter values which minimizes the probability of a false re-
ceiver output signal.

Einarsson also investigated and compared the effects of false
receiver output signals on pulse position modulation, pulse code modu-
lation, and delta modulation. A model of a RADA system is developed by
Dawson and Sklar (Ref. 16) and independently in this study which is based
on the assumption that the times of occurrence of mutual interference
pulses at the different receiver AND gate inputs are independent Poisson
processes. The work of Dawson and Sklar, and that of this author,
employ similar methods in determining a duty factor of the error process,
the distribution function of the duration of an error pulse, and the aver-
age error pulse rate. Other statistics, including the autocorrelation
function of the error process are also obtained in Ref, 16.

Evaluation of the effect of the error pulse process on the intel-
ligibility of a demodulated signal has been the subject of several studies.
Psycho-acoustic testing was undertaken by Diaz and Norvell, who deter-
mined, for three kinds of pulse modulation, the effect of commissive and
omissive modulator input pulse errors on the intelligibility of the demod-
ulated voice (Ref. 17). The effects of errors on demodulated PPM and
"DATEC" signals is investigated experimentally and theoretically in
Ref. 1.23. We also note the investigation by Spogen and associates of

the effect of omissive and commissive errors on extremal amplitude

sampling (Ref. 1. 16).
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1.5.2.4 RADA Receiver Time Synchronization. RADA re-

ceiver time synchronization has essentially been considered in various
other contexts, for example, in studies of synchronization of the early
and late range-tracking gates in radar. In addition, some effort has
been directed specifically at the problem of receiver synchronization in
RADA systems which use pulse position modulation (Ref, 22).

1.5.2.5 Environmental Problems. An experimental study

was made to determine the effects of propagation (over the ground)
phenomena on RADA systems (Ref. 18). Path attenuation, variation in
the level of pulses in a frame, and pulse stretching because of multipath
were measured. For a ground-based net in which transmitters are ran-
domly distributed with a fixed probability per unit area, Einarsson (Ref.
33) theoretically determined the distribution of the number of interfer-
ing signals which exceeds a threshold within the target receiver. Using
both this result and an analysis of the probability of error at the output
of a RADA receiver in the presence of a given number of interfering sig-
“nals, he determined the net reliability (i.e., the probability that the
number of interfering signals which exceeds the receiver threshold is
less than the number for which the RADA system is designed).

Heffner used a theoretical backscatter model to predict pulse-
stretch effects in a pulse communication system using line-of-sight
propagation over the ground (Ref. 19).

In a study conducted by the Martin Corporation (Ref. 1.23), a
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computer simulation is used to determine the probability distribution
of the envelope of the mutual interference for a particular net con-
figuration. This distribution, in turn, is used to determine the proba-
bility that a signal from a transmitter at a particular range is not with-
in the dynamic range of the receiver.

Similarly, in this dissertation, the probability of a "useful"
receiver signal at a target receiver imbedded within a RADA net is
defined as the probability that the signal-to-mutual-interference power
ratio at the target receiver terminals exceeds the reciprocal of the
receiver dynamic range. A lower bound is determined for the proba-
bility distribution of the signal-to- mutual-interference power ratio as
a function of the distance separating the given transmitter, target re-
ceiver, and the basic net parameters.

There are no known theoretical results which account for the
effects on the RADA receiver output of the fluctuation of detected pulse-
widths resulting from the wide range of variation in power level of
received pulses described in Section 1.4.5. However, a computer
simulation of RADA systems has included the effects of variation of

the widths of detected pulses (Ref. 23).

1.6 The Basic RADA System

The following definition of a ""basic RADA system, ' having
certain essential features, unifies subsequent discussion and analysis.

These essential features are common to current prototype RADA
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systems (described inthe appendix) which differ considerably, how-
ever, in implementation details.

The transmitter, transmitted waveform, and receiver of this
"basic RADA system' are shown in Figs. 1.4(3),“ 1.4(b), and 1. 4(c). In
the transmitter of Fig. 1.4(a), the information is subject to some type
of pulse modulation (source-encoding). Subsequently, each modulator
output pulse causes the transmission, through RADA encoding, of a
group of pulses (termed a "frame") coded within a "matrix of time-
frequency cells"” (or simply matrix) which occupy a time interval T d
seconds long and a frequency band W cycles per second wide centered
at the nominal RADA system center frequency. Further, the matrix
contains At equal "time slots' within the time interval of length T d

and A, equal "frequency channels’ within the frequency band (of width

f
W ). In each frame, pulses are transmitted in A, out of the A, "time

slots" within Af out of the Af "frequency channels.” Addressing to
particular receivers is accomplished by the choice of time-frequency
cells in which pulses are transmitted. A representative frame has
the form indicated in Fig. 1.4(c).

To prevent overlapping of successive frames, a frame dura-
tion T d is chosen which is less than or equal to the minimum interval
between modulator output pulses. To minimize system bandwidth,
the frame duration is usually chosen to equal the minimum interval

between modulator output pulses. The average number vy of interfering
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pulses which occur per second on each frequency channel is an im-
portant parameter for the description of RADA system performance.
In (1.2), y is expressed in terms of Af, g Ap interms of m, the
number of active transmitters; and, T, the average time interval

between successive transmitted frames.

mA.A
ot
7 = _— . (1-2)

In a RADA system which uses clocked binary modulation,
information pulses gate the occurrence of pulses of a clocked binary
pulse train. For such a system, the frame duration T d is usually
chosen to equal the clock period Tc’ When the average fraction of on-

modulated pulses is k, the mean number of frames which occurs per

second is,

- X (1. 3)

Substituting Eq. 1.3 into Eq. 1.2, y is determined for clocked

binary modulations with clock period Tc and parameter Kk,

) mkhf)\t
‘y - AfT .
(¢

(1. 4)

Whenever a group of pulses with the proper timing occurs at
a receiver input, the receiver AND gate produces an output pulse.

The major effect of mutual interference in this type of system is the
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production of error pulses at the output of the receiver AND gate.
This gate output has been indicated by an x in Fig. 1.4c). When the
times at which the AND gate might be triggered by a message pulse
can be predicted from the reception of previous message pulses, a
receiver "post gate” may be used to gate some of the interference
from the AND gate output. The post gate is characterized by the time
interval T_ (the "gate interval") that it remains open. The use of a
post gate implies receiver time synchronization, since the gate inter-
val must be synchronized with the times at which there are AND gate
output message pulses. Post gates will be further considered in

Section 1.6.2.

1.6.1 Definitions and Parameters. The following list of

terms will facilitate future discussion.

Definition of Terms

Frame - Abbreviation for time-frequency code frame. A group of

pulses within a matrix of time frequency cells.
Epoch - The epoch of a pulse is the leading edge of the pulse.

Message Frame - A received signal frame [ Fig. 1.4(b)] at the antenna
terminals of a particular receiver which has been properly

coded for that receiver by a given transmitter.
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Error Frame - A received signal frame present at the receiver an-
tenna terminals which causes an AND gate output as a result
of a chance correct phase relationship of frames of signals

coded for other receivers.

Message Pulse - A pulse at the AND gate output which is caused by a
message frame. The corresponding pulse at the post gate

output when the post gate is specified.

Error Pulse - An AND gate output pulse caused by an error frame.
The corresponding pulse (if any) at the post gate output,

when the post gate is specified.

Gated Receiver - A RADA receiver with a post gate is referred to as

a gated receiver.
Ungated Receiver - A RADA receiver with no post gate.

Synchronism - A gated target receiver is time synchronized with its
given transmitter when the receiver post gate intervals are

centered on message pulses from the given transmitter.

Definition of Parameters

T d Frame Duration. The time interval measured between the

beginning of the first time cell of a frame and the end of the

last time cell.
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Frame Interval. The average time interval between suc-

cessive transmitted frames.

Clock Period. For a system using clocked binary modula-

tion, Tc is the modulator clock period.
The number of time slots in a frame.

For any transmitter, the number of pulses transmitted per

frame on each frequency channel. ?\t < At'

The total number of frequency channels used by a RADA

system.

For any transmitter, the number of frequencies on which

pulses are transmitted. A; < Af.

Width of rectangular pulses transmitted by a modeled RADA
system. Also, the equivalent rectangular width of non-

rectangular transmitted pulses, as defined in Section 5. 3.

In a system using clocked binary modulation, k is the average

fraction of on-modulated clock pulses.

The number of wideband RADA transmitters which interfere
with a particular RADA receiver at a particular time. Nu-

merical results are obtained in terms of m.
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% The average number of interfering pulses per second on each

m?xfht

ffrequency channels. In general, y = —
./\f T

For systems using clocked binary modulation, y can also be

m k hfkt
expressed as y = T ?
fc

of the A

T Gate Interval. For a gated receiver, the period of time when

the post gate is open.

1.6.2 The Post Gate., RADA receiver performance can us-

ually be improved by gating interference from the AND gate output by
means of a post gate. Different types of post gates will be described
in this section.

When frames are transmitted with random intervals, the posi-
tion of a message pulse cannot be used to predict the position of the
following message pulse. No interference gating method is effective.
For example, in the Pierce-Hopper system (Ref. 10) a voice waveform
is sampled randomly at a sufficient rate to convey the voice intelligence.
Each sample is coded into a frame and transmitted. Because of the
random sampling process, there is no clocking rate associated with
the transmitted waveform. The position of a sample cannot be pre-
dicted from the position of the preceding sample, and, therefore, a
post gate cannot be used with this system.

When it is possible to predict a range of possible positions of

the next message pulse from a given message pulse, a post gate can
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be used to gate out some of the error pulses which occur between
message pulses. The post gate is synchronized as long as the post
gate timing is based on message pulses. If error pulses occur in the
interval between the opening of the post gate and the epoch of the mes-
sage pulse in several successive frames, the post gate may lose syn-
chronization and gate out runs of message pulses. The average length
of runs will depend on the amount of interference, the gate parameters,
and the signal parameters. A post gate of the type just described uses
a pulse-to-pulse type of post gate synchronization, which is somewhat
unreliable in moderate or heavy interference.

If a message pulse train is derived from a clocked waveform,
as in pulse position and delta modulation, a more reliable type of post
gate synchronization can be used. For example, by use of gating cir-
cuitry analogous to the early and late range tracking gates used in
RADAR, the clock rate and phase of a message pulse train may be de-
termined even in moderate or heavy interference. A clocked gating
waveform derived from the early and late gating circuitry can then be
used to gate the AND gate output. In future discussion of gated receiv-
ers, receiver synchronization will be assumed. That is, it will be
assumed that the post gate uses a clocked gating waveform with a gate
interval Tp which is centered on the expected positions of message

pulses.

The types of post gate errors which are significant depend on
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the kind of modulatioﬁ which is used. In the case of a position- modu-
lated signal, it is assumed that the message pulse is the first pulse which
occurs in the gate interval in that frame (the other pulses are gated out).
If the first pulse is a message pulse, the frame information is correct;

if the first pulse is an error pulse, the frame’ information is erroneous.
This error event is referred to as a "'type one false alarm, "

In a system using clocked binary modulation (e.g., PCM,A
modulation), it is assumed that the gate interval is centered at the times
when a message pulse might occur. Errors ("type two false alarms')
occur when at least one error pulse occurs in a gate interval Tp in
which there is no message pulse. Errors of both types will be inves-

tigated in Chapter III



CHAPTER II

ENVIRONMENTAL CONSIDERATIONS

2.1 Introduction

In a ground based RADA net with transceivers within line-of-
sight range, the power density of the field associated with a transmission
falls off approximately as the inverse fourth power of distance from the
transmitter., Since the ratio of the maximum to minimum separation
of receivers from transmitters may be as large as 1000, both the re-
ceiver signal power and the mutual interference power at a given in-
stant may differ greatly (+ 150 db) among the receivers, To enable
signal detection of these highly variable signal levels in an interference
background, the RADA receiver is typically constructed with a large
dynamic range, The dynamic range is defined here as the maximum
value of the ratio of interference power to the power of a detectable
receiver input signal, The dynamic range is thus defined in an aver-
age sense which depends upon both the number of interfering signals
and upon their power, There are multipath and residual interference
effects, described in Section 1. 4.5, that limit the maximum value of
dynamic range which can be used to advantage, A receiver with this
maximum value y of dynamic range, can detect signals which cause a

receiver input signal power which is greater than the mutual interference

42
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power divided by y. Given a receiver with dynamic range y, it follows,
approximately, that the probability of a "useful" received signal equals
the probability that the receiver input signal to mutual interference
power ratio exceeds 1/y. The probability of a useful signal depends,
then, upon the probability distribution of the réceiver input signal to
mutual interference power ratio. In this chapter, the probability dis-
tribution function is defined with respect to an ensemble of equally like-
ly sets of m transceivers which are "uniformly distributed" in the net
area. The use of this ensemble distribution function has the advantage
that analytical results can be obtained in terms of a small number of
basic parameters which characterize the net, From a practical point
of view, the ensemble distribution of the signal-to-mutual interference
power ratio is the fraction of random nets, constructed according to a
particular set of rules and assumptions, for which the signal-to- mutual
interference power ratio exceeds a given value, The assumptions

upon which the results are derived are presented in Section 2,2, They
include the assumption that there are m interfering transmitters in the
net; that all transceivers are separated at least by a distance ro; and
that a distance Ty separates the given transmitter and target receiver.
If the probability of a useful signal is small, it can be concluded that
the other net constraints are too severe for the particular values of m,
Tos and Iy which are used, and that they must be relaxed.

Theoretical determination of the ensemble probability
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distribution of the mutual interference power is difficult. 1

However, a theoretical lower bound of the distribution is determined
in this chapter which in turn gives a lower bound of the probability of
a useful signal. It turns out that because the primary source of inter-

ference power is from transmitters which are relatively close to the

1For example, a good approximation to the distribution results from
determining the total interference power as the sum of the interference
power from all of the m interfering transmitters, as follows, Each of
the transmitters is assumed situated at a point which is randomly posi-
tioned within an annular area centered at the target receiver, The
radius, ry, of the inner boundary of the annulus is the minimum dis-
tance separating transceivers in the net area, As a first order ap-
proximation, the outer boundary is assumed at a radius ry= 2r0‘ as
subsequent results (Section 2, 3. 4) indicate that the major contribution
to the interference power is from transmitters within this radius. The
probability that each transmitter is positioned at any point within the
annular area is assumed constant throughout the area. With these
assumptions, it can be shown that the probability density p(P) of the
interference power P from a single transmitter is

—%; P <PJP
P1°5 min = © = " max
p(P) =
0 otherwise
where
c.P cP
P -—t; p -t
min 4 max 4
r r
1 0

and where c is the propagation constant, and Py is the transmitted
power (Section 2.3). The probability density of the total interference
power is then assumed to equal the sum of the power received from m
transmitters, the power from each being distributed as p(P). This
assumption does neglect the statistical dependence of the power from
the various transmitters. The dependence exists because, when a
number of transmitters are distributed within the net area, the re-
maining transmitters cannot be independently placed within the area;
but must be placed in such a way that the transmitters are separated
by a distance greater than r, from those which are already within the
area, The assumption of independent transceiver locations, and inde-
pendent distributions of power from each interfering transmitter yields
accurate results with the typically small density of packing of trans-
mitters within the net area,

The probability density of the total interference power P, from the
m transmitters is the m fold convolution of the density p(P). The eval-
uation of this convolution either directly, or by utilizing characteris-
tic functions is difficult, and the results are in an unwieldy series form.



45

target receiver, the lower bound of the probability distribution is
essentially independent of the position of the target receiver in the
net area, and independent of the shape of the net area. The bound
depends only upon the density of "packing’ of transmitters in the
net area, and the ratio of the transmitter-receiver distance I to
the minimum allowable distance r between the transceivers.

The objective of this chapter then, is to obtain a theoretical lower
bound for the probability of a useful signal at a target receiver
within 2 RADA net. In Chapter III, the interaction of the message
process and the error process at the receiver output is investigated
theoretically, under the assumption that there is a useful receiver
input signal.

There is intuitive justification for considering that the probability
distribution, defined for an ensemble containing nets with m trans-
ceivers, is equivalent to other probability distributions. The ensemble
probability distribution also approximately equals the fraction of

receivers in a given net, at a given time, which receive useful signals.

1The lower bound for the probability of a useful received signal is

based upon the assumption of a (random) uniform placement of trans-
ceivers in the net area. When clustering occurs, the inequality for the
probability of a "useful'" received signal at a transceiver within a
cluster is determined by the active transceiver 'packing density," 44995
for the cluster area ( with no clustering, 4199 is specified as the
average for the net area). This simple extension of results to the
clustered situations is possible because nearby transmitters (within

the cluster area) are the primary source of interference power in all
practical situations.
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When the transceivers are mobile, but in such a way that the assump-
tions are always satisfied, the probability distribution can be given
both of the preceding interpretations, and can also be interpreted as
the probability distribution of signal-to- mutual interference power, in
time, at a particular target receiver.

For the readers' convenience, the results of this chapter are
summarized in Section 2, 2, and then derived in Section 2,3. The
definitions and assumptions which apply to the most general model

developed in Section 2, 3 are given in Section 2, 2,

2.2 Problem Characterization and Results for Mutual Interference

Power Analysis

In the previous section, it was indicated that for a given pack-
ing density of transmitters in the net area, a given receiver dynamic
range y, and a given ratio of transmitter-receiver separation to min-
imum specified distance between transceivers, and for other pre-
scribed conditions; a lower bound is determined for the probability that
the signal-to-mutual interference power ratio exceeds 1/y. This lower
bound is also a lower bound on the probability that a given transmitter
radiates a signal which is useful at its target receiver,

The objectives in this section are to characterize a model for
estimating the distrib ution of the ratio of signal-to-interference power
in a RADA net, and to summarize the results of its analysis detailed

in Section 2,3, The idealized net geometry assumed for this analysis
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is depicted in Fig, 2.1, The m transmitters which interfere with a
target receiver, the given transmitter, and the target receiver itself
are contained in the "simply connected" net area A, Within the area,
the given transmitter and the target receiver are at particular posi-
tions, and the interfering transmitters are positioned randomly under
the conditions imposed below. The minimum distance separating
transceivers is r, so that each transceiver can be thought of as occupy-
ing a circle of radius ro/ 2 which does not overlap the circle corres-
ponding to any other transceiver., The a-priori probability that any
interfering transmitter is placed at any position in the net (which
does not overlap the given transmitter or target receiver) is the same
throughout the net area, When a fraction of the m transceivers have
already been placed in the area, the conditional probability that any
one of the remaining receivers is placed at any point in the remaining
area is the same throughout the remaining area, The previous con-
straints define interfering transmitters which are "uniformly distribu-
ted" over the net area.

The following definitions and assumptions further define the
model and delimit the applicability of results:

1. The transceivers of a net are uniformly distributed over
an arbitrary area A.

2. All antennas are omnidirectional in a horizontal plane.

3. Equal power is radiated by each transmitter of the net.
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Transceivers with
minimum allowable
distance T, separating
them

@ interfering transmitter
enclosed in a circle with
radius ro/ 2

O given transmitter

e target receiver

1. The target receiver is a distance ry from the given transmitter

2, The target receiver is within the area A, and further than a distance
2r0 from the boundary of A (i. e., the target receiver cannot be within

the crosshatched area).

3. The minimum distance between transceivers is ro.

Fig. 2.1. Geometry for determination of the ratio PS/ E(P,) of signal
power to mutual interference power at a receiver within the
net environment,
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4. The interference power at any given receiver in the net
is the sum of the powers received from all active interfering transmit-
ters (co-channel operation),

5, Iy is the distance between a particular transmitter and a
particular receiver of the net, these being a given transmitter and a
target receiver, Radiations from m other active transmitters of the
net interfere with communication between the given transmitter and its
target receiver.

6. ro is the minimum separation of transceivers.

7. M is the number of transceivers which could be placed in
the area A at this minimum separation T excluding the given trans-

mitter and its target receiver, which is given by (2, 15).

mr 2

M = .3612( A _ z) (2. 15)
0

8. For the results to apply, the target receiver must be at
least a distance 2r0 from the boundary of the area A.

9. Let Ty be defined as the greatest separation of trans-

max
ceivers in the net so that the results of Section 2, 3 apply for a trans-
mitter and receiver separated by at most a distance Ty - 2r_ (see
max 0

Fig. 2.2). Then the minimum value of signal-to- mean-mutual interfer-

ence power ratio for which the results apply occurs for Ty = o oy

2ro. When'rzmaX >> ZrO, this minimum value approximately equals



Transmitter

Transceivers with the
minimum allowable
distance r o separating
them

net area A

¢ interfering transmitter
enclosed in a circle with
radius ro/ 2

[J given transmitter

e target receiver

1. The target receiver a distance Iy = (fomax - ZrO\ from the
given transmitter.

2. The target receiver is within the area A, and further thana
distance 2r from the boundary of A (i. e., the target receiver can-
not be within the crosshatched area.

3. The minimum distance separating transceivers is r o

Fig. 2.2 Geometry for determination of the minimum value, Ps/ E(Pi)

of the ratio of signal power to mutual interference power min
at a receiver within a net environment.
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the value of the ratio calculated for Tg = To ax’ This value of the
ratio is used in ""worst case" calculations of the distribution of the
signal-to- mean-mutual interference power ratio.

10. ql(ql < 1) is an (area) packing density for net transceiv-
ers. The quantity qq is the ratio of the actual iumber of transceivers
in an area A to the maximum number M of transceivers which can be
placed in the area A at the minimum separation T

11, q2(q2 < 1) is the instantaneous fraction of the number
Mq1 of transceivers which are transmitting and contributing to the
interference power.

12, m is the number of active transceivers which are inter-
fering with communications between the given transmitter and the

target receiver, so that

m = ¢4y M (2. 1)

13. The randomness of the interference power is due to the
probabilistic character of the positioning of the sets of m interfering
transmitters in the area A.

14, PS is the signal power density at the target receiver which
is produced by the given transmitter,

15, Pi is the mutual interference power density at the target
receiver,

16, E is an operator denoting ensemble average, The
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members of the ensemble of interest are sets of m transceivers.
Each different set corresponds to a different, equally likely placement

of the m transceivers in the area A,
17. E(Pi) is the expected value of the mutual interference

power at the target receiver input terminals, under an ensemble

average.

18. O(Pi) is the standard deviation of the distribution of Pi

resulting from an ensemble average,

To reiterate, the objective of this section is to characterize a
model for determining a lower bound of the distribution of the signal-
to-mutual interference power ratio, and to summarize this primary
result which is detailed in Section 2. 3. The major steps in obtaining

the result are as follows. The ratio PS/ E(Pi) of received signal power

PS to average interference power E(Pi) is determined analytically as a
function of the known packing density 4499 of receivers in the net area,

and as a function of the known ratio rz/ro of transmitter-receiver

separation Iy to minimum permissible separation T The quantity

P
_ 8
E(Pi)
at a receiver as a function of the use factor of the communication sys-

P
S - :
tem; —E@; is plotted in Fig. 2.3. The ratio G(Pi)/E(Pi) of standard

deviation O(Pi) of the received interference power to the mean E(Pi)

indicates the signal-to-interference power ratio to be expected

of the interference power is determined as a function of the known
o(P,)

packing factor 499 The quantity fﬁ—’}j indicates the relative
i
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fluctuation which can be expected in the signal-to-interference power
ratio because of random placement of a given number of transceivers
in a prescribed area, as a function of the ratio of the transmitter-

receiver distance and the minimum distance I, between transceivers;
o(P.)

E(Pl) is plotted in Fig. 2.4 as a function of the system use factor, 4499
i

Using Chebychev-type inequalities (specifically here, the

Chebychev and Markov inequalities (Ref, 24), 2 lower bounds for the

P
probability distribution function P(-P;§~ > x) of the signal-to-mutual
i

interference power ratio can be expressed analytically in terms of
PS/E(Pi) and O(Pi)/E(Pi)‘ It is noted that for values of P(Ps/Pi > x)
in the range of interest, .50 to .90, the inequalities are usually close
enough to the true distribution so that they may be employed as first
order approximations for design purposes. Their use is realistic in
view of the approximations which must be made in developing any tract-
able analytical model. The errors in approximations using the normal
distribution, which are justified for sufficiently large m by the central
limit theorem, are not known. Results obtained using a normal ap-
proximation typically indicate a significant probability of negative

mutual interference power Pi so that this distribution appears to be a

poor approximation to the true one.

2There are stronger inequalities which are also applicable here, in
particular, for example, those due to Guttman (Ref. 35, p. 935) and
Bernstein (Ref. 35, p. 936). However, the use of these inequalities
is not as convenient as the use of the Chebychev and Markov inequal-

ities.
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When the receiver dynamic range is y, then the probability
of a useful received signal is given by (2.2), where P(a) is the proba-

bility of the event a.

PS
P—?:—>

In Section 2. 3. 5, when the fraction of active transmitters, 499>

13 2.2)

satisfies the inequality qq 99 < .1, the Chebychev inequality is expressed as3

( x° x°
>1 - ; <1
E(P.)|? x E(P.)]?
P 22 _X 1 221 - 1
S X (P
p (_ﬁ_ S x){ X o) X o(P)
i
>0 ;  otherwise (2.32)
.
where the parameter A is defined by (2. 29).
P, E(P)
A= E(P) o(P) (2.29)
The Markov inequality is given by
E(P)) E(P,)
>1-x 5 Xp <1
p S S
P —1-,—9’— > x] (2. 34)
b >0 ; otherwise

3Alternately, higher order moments than the second can be employed in
a generalized form of Chebychev's inequality (Ref. 36).
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A numerical example of the application of these results is
given in Section 2. 3,7, the results of which are presented here. In
this example,1 Mq1 = 2000 transceivers are distributed nearly uniform-
ly over an area A = 100 square miles; m = Mqlq2 = 20C of them are
active. The maximum distance, between transceivers in the area A
is Lo max - 15 miles. The minimum distance is r,= 100 feet, The
receiver dynamic range is 60 db.

Using Figs. 2.3 and 2. 4 for a transmitter receiver pair with

the maximum range separation, r
g p » Tomax ?

P
S
E@ = -96 db
db
or(Pi)
db

Chebychev's and Markov's inequalities specify lower bounds
of the probabilities. In this case, the lower bound is zero so that the
inequalities provide no information; this particular result does not
assure that a useful received signal is available in a net with the given
parameters. More precisely, the result indicates that either the sig-
nal-to- mutual interference power ratio is seldom more positive than
-60 db, or that the inequalities are too weak to provide useful informa-

tion in this case.

1This example merely illustrates the use of the derived results and is
not necessarily typical of an actual ground-based communication net.
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For the same net, using Markov's inequality, it was found
that when Iy = 8000 feet, the signal-to-mutual interference power ratio
exceeds -60 db at least 50 pércent of the time, Thus, the received
signals in at least 50 percent of the nets constructed with the parame-
ters specified above will be useful, and these parameters would be a

good starting point for initial specification of the net parameters.

2.3 Derivation of Results for Mutual Interference Power Analysis

In the remainder of this chapter, approximate analytical ex-
pressions will be obtained for the ratio of standard deviation-to-mean
of interference power, for the signal-to- mean-interference power ratio
at a target receiver, and for related quantities. Both of these ratios
will be used to evaluate Chebychev-type inequalities which provide a
lower bound for the probability distribution function of the ratio of signal
power to interference power at a target receiver, when a given number
of transmitters are interfering. As a starting point of the following
development, assume a circular net area A of radius ry (refer to Fig.
2.5). In addition to the definitions and assumptions previously given

in Section 2. 2, the following definitions and assumptions also apply:

The radius of the circle which includes all trans-
ceivers. The target receiver is at the center of

the circle.
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Transceiver with the

minimum allowable

distance r_ separating
o)

them

Boundary including all
transceivers -
Probability density of a
transmitter being at any
point within the annulus
defined by ro, Ty is
constant

target
receiver

® interfering transmitter
enclosed in a circle with radius

ro/2
e target receiver

Fig. 2.5. Initial geometric model of transceiver placement
in the net area.
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P The transmitter power. Pt is assumed to be
the same for all active transmitters.

d A propagation constant which depends on the

terrain, on the antenna polarization, and on the

antenna height.

The restriction to circular geometry is the least realistic of
these assumptions. It will be seen that, with small error, this as-
sumption can be relaxed considerably so that the results apply to
general and realistic situations. In the preceding definitions, M, dq)
qy are defined with respect to sets of transceivers which exclude the
given transmitter and its target receiver. As a result, q49 has a
direct interpretation as the fraction of the M transceivers which are
interfering with the target receiver.

2.3.1 Maximum Transmitter '"Packing"”, Circular Boundary.

Since the target receiver is at the center of the circular area, M is the
maximum number of interfering transmitters which can be placed in the
annular area of Fig. 2.5 with at least a distance ry separating them.
The type of packing which allows this maximum number is shown in
Fig. 2.6. Boundary effects at the perimeter of the circle are ignored.
The efficiency of packing transceivers in the circle with radius r,can
be determined by dividing the area in the three sectors in any equila-

teral triangle in Fig. 2.6 by the total area of the triangle. It is
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Fig. 2.6. Circles of radius ro/ 2 arranged for maximum
packing in circle of radius ry
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M=2r 1 "o (2. 4)

2.3.2 Mean Interference Power, Annular Boundary. The

interfering power Pi at the receiver terminals for the geometry of

Fig. 2.5 is given by (2. 5).

m
21 £ (2.5)

Neglecting the slight tendency of the given transmitter to re-
duce the probability of interfering transmitters at radius Ty, the mean

interfering power is given by (2. 6),

E(P,) = cP, I}i E(l/r‘;) = cPtmE(l/r4) (2.6)
1=

where E(1/r*) is given by (2.7).

r
1
2 1
E(1/r*) = f ____;_7!_1'___2. (1/r*) dr = — (2.7)
r, 11(r1 -ro) r.Cry
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Substituting (2. 4) into (2. 1), (2. 1) into (2. 6), and using (2. 7); E(Pi)

is determined by (2. 8) as

2 2
_cPiqqa Y (ry" - 2r %)

i 2
r 2r 2 V3 r
o 1 o -

=
s
I

2.3.3 Approximation to the Variance of the Interference Power,

Annular Boundary. Using the same method as was used in Section 2. 3. 2

to obtain the second moment,

2 2

2 U 2 2
E(P.*) E[cPt 121 -r—;] = P*ec E[

Now it is noted that l/ri4 is not statistically independent of
1/r].4. That is, if transmitter i is at a position at radius r, the total
number of transmitters allowable at this radius is reduced. Hence,
the probability of other transmitters at radius rj =T, is reduced, which
makes the dependence of the two probabilities clear. For low values of
499> that is, a low-packing density in the annulus, conditions of sta-
tistical independence are approached. Hence, an approximate expres-
sion for E(Piz) based on the assumption of statistical independence can

be used. In many practical situations, the packing density will be low.
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The variance of the interference power is approximated below, but no
information is given concerning the size of errors resulting from

assumptions of statistical independence. From (2.9)

2 o2 mE(i;>+ m(m - 1) [E(-l—)]zs (2. 10)

2y ~
E(P®) = P - -

t
r

Also,

of(P) = E(P) - [E(P)]* (2. 11)

Substituting (2. 1) and (2. 4) into (2. 10) and (2. 8), and (2. 10 into (2. 11),

1 1.]°2
o*(P) = P c? {qquME(‘—;) + 4,0y M(dyq, M-1) [E(—-;)] f
r r

4

1 2
2 Pta qlz qzz M2 [E(_r__)]

27P,% c? q,q,(r,% - 2r %)
_ t 192\ 0 §E(—-1—) ) [E (_1_)] zz (2. 12)
V3 ro2 r® r!

Neglecting the presence of the given transmitter at radius Iy < Ty
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Substituting (2. 7) and (2. 13) into (2. 12) gives (2. 14).

2 2 2 2
(P = 21rPt c” q4q, {rl - Zro }
! 33 ro8

for 499 small. The variance results from the different possible dis-
tributions of a given number of transmitting transceivers within the
circular area.

2. 3.4 Extension of Results to General Net Areas. In this

section, it is shown that the expressions previously obtained for E(Pi)
and U(Pi), obtained by assuming circular geometry, can be extended
to apply within a general, simply connected net of area A. Approxi-
mate expressions will also be obtained for PS/ E(Pi)’ for O(Pi)/ E(Pi)’

P
and for P,[FS-— > x] at a target receiver within the general net area A.
i

In addition to the other assumptions upon which these expressions were
obtained, the following assumption also applies. The target receiver
is within the area A, and is farther than a distance 2r0 from all points
of the boundary of A. The target transmitter may be at any point with-
in the area A, subject to the following restriction. All transceivers
must be separated by at least a distance I, as initially indicated in

the assumptions of Section 2.2. The maximum number M of transceivers,
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excluding the given transmitter and target receiver, which can be
placed in the general area A with at least a distance Ty separating

them is given by (2. 15).

M = .3612( A 2) (2. 15)

ar 2 -
0

Expression 2. 15 is obtained in the same way as (2. 4).

Assume, then, that a target receiver within the net area A
which is farther than a distance 2r0 from all points of the boundary of
A, as indicated in Fig. 2.7. A circular net area of radius ry= 2r0
centered at the target receiver is completely enclosed within the net
area A, and a circular net area with radius ry=o completely encloses
the net area. It follows that the number of transceivers which contri-
bute to the mutual interference at a target receiver in the actual net
area A is intermediate between the number which contribute in a cir-
cular net area with radius ry = 2r0 and in a circular net area with
radius ry=o. Since the expected value of interference power is a
monotonically increasing function of the number of interfering trans-
mitters, it follows that the expected value of interference power E(Pi)
for the area A is bounded below by the expected value of interference
power in a circular net area with radius ry= 2r0, and is bounded above
by the expected value of interference power in a circular area with

radius ry = w. That is, using (2. 8), the expected value E(Pi) of
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g given transmitter
e target receiver

@ interfering transmitter enclosed in a circle
with radius ro/2.

Fig. 2.7. Distribution of transmitters and receiver
within a particular boundary.
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interference power in a general net area A satisfies inequality (2. 16).

cP, qq cP, q.q
_12 an _“,t_.;.l_.z_ < E@) < 21 ._.,._t...zl...?_ (2. 16)
V3 r, V3 r

»

An approximation for E(Pi) which is within +3 db of the correct value

is given by (2. 17).

cP, q,q
E(P,) = 2r ~—-—-‘5—-}—-2~ (2. 17)
V3 r,

An argument similar to the preceding one applies for G(Pi)’
and using (2. 14) it can be shown in the same way that for any simply

connected area A, O(Pi) satisfies (2. 18\7.

21 c® P, q.q 21 ¢® P.% q,q
,g%'\/ L% ey o ta% g,
3x/§r08 3\/§r08

Equation 2. 19 is an approximation for O’(Pi) which is within +3 db of

the correct value

o(P) = (2. 19)
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The inequalities (2. 16) and (2. 18) for E(Pi) and O‘(Pi) will

now be used to obtain bounds and approximations for PS/ E(Pi) and for
O’(Pi)/ E(Pi)‘ The signal power PS at the target receiver input termi-

nals produced by the given transmitter is given by (2. 20).

P = (2. 20)

The inequality (2., 21) for PS/ E(Pi) follows from (2. 16) and (2. 20).

4 4
B (% Py 2v3 (%o
o )] SEP) S ™ T (2.21)
9199 \Tg i 4199 \T9

It also follows that within -3 db of the correct value,

4

P r
s V3 o)
~ ) (2. 22)
E(P) — 2mqqqy (rz
Also,
P r
S N V3 0
ED) = 10 logyy 5o 0q (——-—r ) (2.23)
i 172 2
db
Similarly, from (2. 16) and (2. 18), O(Pi)/E(Pi) satisfies (2. 24)
and (2. 25).

9 1 o(Py) T
\/37 J < 755 < 2‘[——-——-—-—-— (2. 24)
21 V3 444, i 2w x@qlqz
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Within 3 db,

;—(-(:%) SR - S— (2. 25)
i 21 V3 q,q
19
Also,
o) 101 L \* (2. 26)
E(D) = 0gy (————— :
o) ’db O \ar 3 q199

The quantities PS/ E(Pi) ldb and O'(Pi)/ E(Pi) i given by (2. 23) and
(2. 26) are plotted in Fig. 2.3 and Fig. 2. 4.

A case of particular interest occurs when the distance separat-
ing the given transmitter and target receiver is the longest chord,
Ty nax’ which spans the net area A. On the average, the smallest
value of signal-to-mutual-interference power occurs for this particu-
lar link, and it follows that if the net parameters are chosen to pro-
vide, for this link, a useful received signal with an acceptable proba-
bility, then the probability of a useful received signal is acceptable for
all other links. Because the assumptions require that the target
receiver be within the area A, and farther than a distance 2r0 from the

boundary of A, the longest value of Iy for which the assumptions apply

is actually given by

Ty o~ 2T, (2. 27)
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However in typical cases, Ty nax >> 2rO so that a negligible error
results from using Tg=Tg oy i} the calculations.

2.3.5 Chebychev Type Inequalities. It was indicated in Sec-

tion 2. 1 that it is difficult to analytically determine the probability
P

distribution function P(—ﬁ-s- > x) in a particular situation. For this
i

reason, Chebychev-type inequalities are used to bound the probability
distribution function (Ref. 24). The two inequalities which are used
are the Chebychev and Markov inequalities. The interest here is in
the determination of lower bounds for the probability distribution func-
tion of the signal-to-interference power ratio at the terminals of the
target receiver. The distance Iy separating the intended transmitter
is a parameter of the result (i. e., intended transmitter range is not a
random variable). The transmitters which produce the mutual inter-
ference are uniformly distributed over the area A in accordance with
the assumptions of Section 2.2, Inequalities for the distribution func-
tion of signal-to-interference power ratio are developed as follows.

P P
P(_§>x) - P(P. <—x§-)

P.
i

1
J
o)
VAN

PR
H
Yl w
2]
dJ
2

d
™~

Do
]
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Define:
PS E<Pi)
A= E(P) o(P) (2. 29)
Then from (2.28) and (2. 29),
Ps A
P<~15T~ > x) = P[Pi - E(Pi) < ~ O(Pi) - E(Pi)]
! (2. 30)
A X E(Pi)

In many typical net situations, the fraction of active transceivers, dq 9y
satisfies the inequality ;9 < . 1; and it follows from Fig. 2. 4 that E(Pi)
is less than o(P.) in these situations. When E(P,) is less than O’(Pi), and

E(P.) !

when in addition » {1- % —-L }> 1, it follows from (2. 30) that
X X O(Pi) -

PS
P<T>X) = P

1

>

: (2.31)

\ E(P)

Application of Chebychev's inequality (Ref. 24) to the right hand side of

(2.31) yields,

(> 1 - x” : X : 1
= E®JP EP )]z <
22 l1-X ! 2l1-2 %
P \{ X (D) X o(P))
i i
P(F > X) (2.32)
! >0 ; otherwise
.

A good approximation to Ps/E(Pi)’ expressed in decibels, is given by (2. 23),
which is plotted in Fig. 2.3. A good approximation to U(Pi)/E(Pi)’ expres-

sed in decibels, is given by (2. 26), which is plotted in Fig. 2. 4. By using
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Fig, 2.3, Fig. 2.4, (2.29), and (2. 32), a Chebyshev inequality for

p

P<~13—§ > x) is obtained.

i
Application of Markov's inequality (Ref. 24) to the right side of

(2.30) gives,

x E@) , E®@)
> 1 - X y 3 <1
- U(Pi) A G(Pi) =
A {
P [Pi <2 o(Pi)] | (2. 33)
>0 ; otherwise

. E(®) E(P)
2l-3 5 *7p_ =<1
p S S
! >0 ;  otherwise

P
By using Fig. 2.3 and (2. 34), a Markov inequality for P(—p—-s— > x) is
i
obtained. The stronger of the equalities of (2. 32) and (2. 34) for a
given choice of parameters is the one which has the larger right hand

side.

2.3. 6 Effect of Changes in Geometry. A change in geome-

try by a constant scale factor results in a new geometry for which the
same Chebychev and Markov inequalities apply as in the original geo-
metry. Therefore, the same lower bound for the probability distribu-
tion of Ps/Pi applies to all sets of geometry which are related by a

constant scale factor. The change in scale factor is defined so that
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r_, Ty and VA are increased by a constant factor, and m remains
constant. This definition implies that 49 remains constant when
the scale factor is changed. These relations may readily be shown
as follows. For A >> 7rr02, a constant scale factor increase in

vA/ r_ results, according to (2. 15) in the same value of M. Allowing
the number m of transmitters in the expanded area to remain the same
as in the original area, it follows from (2. 1) that 499 remains con-
stant through the expansion. It follows directly from (2. 25) that
O(Pi)/ E(Pi) remains constant in the expansion. Since ro/r2 remains
constant in the expansion, it follows from (2. 22) that Ps/ E(Pi) also
remains constant. Since O‘(Pi)/ E(Pi) and PS/ E(Pi) remain constant
in the expansion, it follows from (2.29), (2.32), and (2. 34) that the
same Chebychev and Markov inequalities apply after the expansion

as before it,

2. 3.7 Application of Results. As an example of the use of

the foregoing results, consider the following situation. Mq1 = 2000
transceivers are distributed nearly uniformly over an area A = 100
square miles. A number Mq1q2 = 200 of them are interfering with the
target receiver. The maximum distance separating transceivers in
the area A is ry = 15 miles. The minimum distance r = 100 feet.
max )

The receiver dynamic range is 60 db, that is, the receiver can detect
signals for which the signal-to-mutual-interference power ratio is

more positive than -60 db. Using Chebychev's and Markov's inequalities,
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the following will be determined:

1. Whether it is likely that the signal-to-mutual-interference
power ratio at a receiver operating at maximum range from a trans-
mitter in the net (r2max = 15 miles) will exceed the -60 db level.

2. The range Ty between transmitter and receiver corres-
ponding to a signal-to- interference power level which is greater than
-60 db with a probability of greater than ,50.

For the first situation, using (2. 15)

M = .3612( A 2) - 3.22x 10%
mTr 2
0
From (2. 1),
agay = AL = 6.21x 107°
r
2max _ (15)(5280) _
r =00 - /¥
(0]
From Fig. 2.3,
P /E(P) - -96 db
min
db

From Fig. 2.4,

o(P)/E(P)| = Tdb
db
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From (2. 29),

» = 107103 _ 54107 H

Using Chebychev's inequality, (2.32), with x = 10_6,

dJ

is greater than one, and therefore P _1_)_5. > x) > 0. Using Markov's
i

inequality, (2.34),

P
is greater than one, and therefore again, P(—IS—S— > x) > 0. These
i

results indicate that either the inequalities are too weak to provide
useful information in this case, or that the signal-to-mutual-interfer-

ence power ratio is seldom more positive than -60 db. For the second

situation, again,

M = 3.22x 10
-3
4449 = 6.21x 10
o(P.)
L ~ 7 db
E®P.)



(i

Using Chebychev's inequality in the form of (2.32), it is required that

= .50
JIREs)
Y- 3 P))

1

—t
i
>

>
=

or that

Rearranging, and substituting O‘(Pi)/ E(Pi) and the value of x,
A = 1.61x10°°

Substituting A, and, O(Pi)/E(Pi) into (2.29) and rearranging

P
S -6 -6
= (1.61)(10 ")(5) = 8.05x 10 = = -50.94 db
EiPi)
From Fig. 2.3
rz/rO = 60

hence ry = 6000 feet. Therefore, using Chebychev's inequality when

ry = 6000 feet, Ps/Pi exceeds -60 db at least 50 percent of the time.

Using Markov's inequality in the form of (2. 34), it is required
that
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P E(P.)
P(T,§»> 10'6) > 1-10°% =L - 50

P
i S
Thus,
Ps _
-E‘(-P—i; = 2x10 = -5T7 db
From Fig. 2.3
rz/ro = 80

ry = (80)(100) = 8000 feet .

Therefore, using Markov's inequality with r, = 8000 feet, PS/ P,

exceeds -60 db at least 50 percent of the time. It is seen that in this
case, Markov's inequality is stronger than Chebychev's. The results
of Section 2. 3. 6 can, of course, be used to extend the applicability of

this result.



CHAPTER III

ANALYSIS OF A RADA SYSTEM MODEL

3.1 Introduction

In Chapter I, the principles of RADA systems were described,
and in particular, a "basic RADA system' was characterized in
Section 1. 6. The terms and definitions of Section 1. 6 constitute the
background for this chapter. A lower bound of the probability of a
"useful signal" at the input terminals of a target receiver within a
RADA net was determined analytically in Chapter II, as a function of
the net parameters. In this chapter, a model of a RADA system is
presented and analyzed. It is assumed that in modeling the system, at
the input terminals of the target receiver, an RF pulse from one trans-
mitter is never canceled by an RF pulse from another. It is further
assumed that the individual detected and delayed RF pulses, the AND
gate video input pulses, are all rectangular pulses of equal amplitude
and of the same duration A pasa transmitted pulse; except when the
overlapping of several video pulses on a particular frequency results
in a composite rectangular video pulse of duration longer than A t*
These assumptions are explained in greater detail, and additional ones
are presented in Section 3. 2,

In the process of evaluating the performance of a target RADA

79
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receiver, consider the case where both message frames and mutual
interference constitute the receiver input. Because of the AND oper-
ation, and because pulse cancellation does not occur, the receiver
AND gate output voltage at any instant is the logical union of the volt-
age which would be produced by the signal alone and that which would
be produced by the mutual interference alone. That is, the receiver
AND gate output voltage waveform is the binary waveform obtained by
superimposing the error process on the message process. It is,
therefore, convenient to use a two-step procedure in evaluating RADA
system performance. First the statistics of the error process are
determined theoretically (Section 3.3). Then, assuming a useful sig-
nal is present at the target receiver input terminals, measures of
system performance are evaluated by considering the interaction of
the error process with the message process (Section 3. 4). These
measures apply to systems which use pulse position modulation and
clocked binary modulation, respectively, and to systems which employ
ungated and gated receivers, respectively. Performance measures
are also developed which apply to systems using clocked binary modu-
lation and a "sampling' receiver.

The basic concern of this dissertation is with voice communi-
cations systems. At best, the measures which result: from analysis
are error rates and information rates for samples of received infor-

mation. "Quality' and "intelligibility "', which are preferable measures
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for voice, can be related to the error rates and information rates by
listening tests. The work of this dissertation is restricted to the
determination of error rates, information rates, and similar analy-
tically determined measures; no subjective tests have been performed.
For purposes of discussion, it is considered that a maximum error
rate of about . 1 error pulse per frame causes the maximum permis-
sible distortion for a system which codes each sample into pulse
position or frequency (assuming the sampling rate equals the Nyquist
rate--about 8000 samples per second for voice). For an integrating
system, such as delta modulation, it is considered that the maximum
permissible distortion occurs at a higher error rate--perhaps .2-.3
error pulses per frame., These values will be used in numerical cal-
culations in Chapter IV which require specification of maximum per-
missible error rates. Data relating error rates of a pulse modulated
waveform to the quality and intelligibility of the demodulated waveform,
have recently become available (Refs. 14, 17, 1.16,and 1. 23).

A more detailed summary of the content of the remainder of
this chapter is presented now. In particular, a description of the use-
ful results is stressed. In Section 3.2, the model of a RADA system
is presented, and the differences between the modeled system and an
actual system are discussed. The statistics of the error process are
determined theoretically in Section 3. 3; the following results are in-

cluded. The duty factor, Pm’ of the error process is determined in
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Section 3. 3.1, and is plotted in Fig. 3.1 as a function of the "mutual
interference parameter,” yA . with A fx pasa parameter. The quan-

tity yA, is the average number of detected mutual interference pulses

t
which occur at each AND gate input in a time interval A t correspond-
ing to the duration of a transmitted pulse; the quantity X ¢ equals the
number of receiver AND gate input connections from the delay devices.
Physically, the duty factor Pm of the error process is the fraction of
the time that the AND gate output produces an error pulse (or, equiva-
lently, is in the "one" state) when only mutual interference is present
at the receiver input terminals. The quantity Pm increases monotoni-
cally with yA, and with fixed system parameters (xf, Mo By Mgy T),

yA, increases linearly with the number of interfering transmitters, m;

t
it follows that, as would be expected, the duty factor of the error
process increases as the number of interfering transmitters increases.
Although it is an important statistic of the error process, Pm
is an incomplete statistic; it determines what fraction of the time error
pulses are present, but gives no idea of the duration of these pulses.
The probability distribution function H(t) of the duration, t, of an error
pulse is determined in Section 3. 3.2. The normalized distribution is
specified by (3.29), (3.33), and (3. 39), and is plotted in Fig. 3.5a
through Fig. 3.5i as a function of the normalized argument t/A t° In

each figure, yAt is a parameter; different figures (figures having a

different alphabetic index in the set a through i) correspond to systems
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having a differing number )\fkt of receiver AND gate inputs. The dis-
tributions follow trends which would be expected intuitively. Ina

given figure (for a given value of A fkt)’ the error pulse duration tends
to increase as the mutual interference parameter yA t increases. This
tendency results because, with a higher mutual ‘interference pulse rate
at the AND gate input, more interference pulses are available to sus-
tain the duration of an error pulse. A trend of the distribution of the
duration of an error pulse is that as the number A fk ¢ of AND gate inputs
increases, with other parameters remaining constant, the duration of
the error pulses tends to decrease. This effect would also be expected
intuitively since, given an error pulse, this pulse terminates as soon
as one of the AND gate input pulses terminates. The probability that
at least one AND gate input pulse terminates before any specified time
increases as the number of AND gate inputs, and hence input pulses,
increases. The distributions of Fig. 3.5a through Fig. 3.5i have a

discontinuity at t = A, which can be explained as follows. A discontim-

t
ity in the distribution function corresponds to an impulse in the
probability density function, which in turn implies that there is a

finite probability that the error pulse will end at time t = A ¢ To
complete the explanation, it must be shown why there is a finite proba-
bility that the error pulse will terminate at time t = A t* An error

pulse starts at time zero, if mutual interference pulses are present

at all but one of the AND gate inputs at time 0_, and if a mutual



84

interference pulse (the "turn-on pulse') occurs at the remaining input
at time zero. The error pulse ends when any one of the interference
pulses (including the turn-on pulse) terminates. There is a finite
probability that all pulses except the turn-on pulse are extended past

A ¢ by overlapping interference pulses and that the turn-on pulse ter-
minates at time A ¢ This finite probability accounts for the discontim-
ity in the distributions of the error pulse duration. It is noted that
for a given value of Af}‘t’ the amplitude of the discontinuity decreases

as yA_increases. This trend occurs because the probability that an-

t
other pulse overlaps the turn-on pulse increases as yA t increases,
which decreases the probability that the turn-on pulse terminates at
time A t which in turn reduces the amplitude of the discontinuity in the
distribution H(t). The mean value, t, of the duration of an error pulse
is expressed in terms of H(t) in (3. 41) of Section 3. 3.2. Two approxi-
mations, T and T, for T are presented in (3. 43) and (3. 52) of Section
3.3.3.

The average error pulse rate is an important statistic of the
error process. This average rate, N, is shown in (3. 55) of Section
3.3. 4 to equal to quotient of P_ and t. A normalized plot of N A p the
average number of error pulses which occur in a time duration At’ is
presented in Fig. 3.6 as a function of yA b with kfk pasa parameter.

For a fixed value of )\fht, and for increasing yA . the error rate at

first increases, reflecting the tendency of an increased interference
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pulse rate to increase the error rate. With further increases of yA t
the error rate levels off, then decreases. Values of yA t in the region
to the right of the peak appear to be of little practical interest. In this
region, the error pulses tend to become longer and fewer in number,

until in the limit, YA, - 0, and there is a singleﬁ error pulse of infinite

t
duration, corresponding to an error rate of zero, and no reception is
possible. Another point of view is that the region to the left of the peak
is the region where Pm increases more rapidly with yA t than does t.

However, as yA, increases, Pm is bounded above by unity and t is

t
bounded above by infinity, It follows that for some value of yA . the
quotient, N, of P and t will first level off, then decrease. Typically
the system parameters will always be chosen so that with the mutual
interference levels anticipated, Pm will be less than 0. 1, and the re-
ceiver operation will be to the left of the peak of the appropriate curve
of NAt vS. A
Finally, using the previously determined error process statis-
tics, P, t, and N, two additional statistics, P _(r)and P (7) are in-
vestigated in Section 3. 3.5 and Section 3. 3, 6, respectively. The
quantity Pm(T) is the probability that an error pulse starts in a time
interval 7, An approximation ﬁm('r) for Pm(r) is given by (3. 58) and
(3.60). The quantity Pe('r ), which is determined by using Pm(T), is

the probability that an error pulse, or part of an error pulse, is

contained in the interval 7. This probability is a crucial one in
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evaluating the performance of RADA systems which use gated receiv-

)

are given by (3. 62) and (3.65). This completes the discussion of the

ers, An approximation IN’e('re) and a lower bound T’e(re) for Pe(Te

investigation of the statistics of the error pulse process.
Measures of system performanceﬂare presented in Section 3. 4.

The measures which are reasonable in a particular case depend upon

both the modulation process and the receiver type which are being con-

sidered., For ungated receivers using either pulse position modulation

or clocked binary modulation, the duty factor Pm and the error rate

N are suitable measures of system performance. That is, it is ex-

pected that the intelligibility and quality of signals observed in listen-

ing tests are correlated with the duty factor, and even more highly

correlated with the error pulse rate N. When gated receivers are

considered, the gate is assumed to be synchronized with the message

pulses, The measure of performance of a system using pulse position

modulation and a gated receiver is taken as the probability that at least one

error pulse precedes the message pulse in a gate interval (Section

3.4.3), The occurrence of an error pulse within the gate and prior to

the message pulse is defined as a type one false alarm, and the corres-

ponding probability is denoted by P1F A The measure of performance

of systems which use clocked binary modulation and a gated receiver

is the probability that at least one error pulse occurs in a gate inter-

val in which there is no message pulse (Section 3. 4, 4). This event is
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called a type two false alarm, and its probability is designated by
Pz FA® Analogously, the measure of the performance of systems
using clocked binary modulation and a sampling receiver is the proba-
bility that an error sample occurs at a sampling time when there is
no message sample (Section 3. 4.5). The corresponding event is
called a sample false alarm, and its probability is denoted by PSF A
In addition to these measures, the information transmission rate is

determined for systems which use clocked binary modulation, and

either a gated or a sampling receiver (Section 3. 4. 6).

3.2 Model of a RADA System

In this section, a model of a RADA system is presented which
embodies the essential features of the system, and which allows tract-
able analytical results, The model, and the error process statistics
Pm, H(t), and N obtained by analyzing it are essentially the same as
those of Ref. 16, although the results herein were obtained independent-
ly using slightly different mathematical techniques prior to publication
of the reference. The definition of a "basic RADA system' which was
given in Section 1, 6 is a required background for this section., The
model of a RADA system will be obtained by making the following
assumptions. First, only direct transmissions from RADA transmit-
ters which are addressing other RADA receivers cause mutual inter-
ference at the target receiver. Second, at the target receiver input

terminals, the mutual interference from a given transmitter causes
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spurious receiver input pulses; it does not cause cancellation of the
message pulses, or of the spurious pulses from any other interfering
transmitter. Third, all received RF pulses produce (rectangular)
video AND gate input pulses of equal amplitude and of duration A ¢
seconds, The overlapping of several video pulses results in a compos-
ite pulse which has the same amplitude as the video pulse, and which
is of longer duration than A t seconds. Fourth, defining the epoch of a
pulse as the leading edge of the pulse, it is assumed that the time of
occurrence of the epochs of the mutual interference pulses at the dif-
ferent AND gate inputs are independent Poisson processes. Fifth,
when gated receivers are considered, it is assumed that the target
receiver is synchronized with its given transmitter.

The assumption that the primary source of degradation of
receiver performance results from direct mutual interference neglects
the effects of multipath and residual interference as discussed in Sec-
tion 1.4.5. This assumption, therefore, tends to produce a model
which gives an upper bound of system performance.

The extreme variations in the level of received RADA signals
was pointed out in Section 1. 4,5. Because of this variation, there is
only a small probability that the timing, phase, and amplitude relation-
ships of a group of received RF pulses will result in sufficient cancel-
lation among pulses so that some of them will not be detected. Al-

though the probability of pulse cancellation is small, degradation of
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receiver performance Will occur in those cases in which a message
pulse is cancelled. For this reason, results obtained which neglect
pulse cancellation tend to give an upper bound of RADA system per-
formance,

In Section 1. 4.5, it was shown that the widths of the RF pulses,
and therefore of the video AND gate input pulses, vary with the nearer
transmitters tending to produce wider pulses. The wider video pul-
ses tend to be more effective in producing error pulses than the
pulses having the nominal system pulse width, Ato The assumption of
rectangular video pulses of width A ¢ equal to the nominal RADA sys-
tem transmitted pulse width tends to give analytical results which are
an upper bound of RADA system performance.

For systems in which only a single pulse is transmitted on
each frequency of a frame (A - 1), the assumption that the pulse
epoch process on each channel is a Poisson process is a valid assump-
tion, For systems with At > 1 which transmit more than one pulse on
each frequency in a frame, the pulse process on each frequency chan-
nel is no longer strictly Poisson, For systems using A ¢ > 1, the
pulse epoch process on each frequency channel is not strictly inde-
pendent of the pulse epoch process on each other frequency channel,
The assumed condition of independent Poisson processes on each fre-
quency channel is approached as the number of system users, m, is

increased.
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Since a receiver which is maintained in synchronization will
always open the post gate, or sample, at the correct time instant,
receiver performance calculations predicted on a synchronized post
gate provide an upper bound of RADA system performance.

In summary, performance measures calculated for the mod-
eled system tend to be an upper bound of the actual receiver perform-
ance (e, g,, the modeled system has a smaller duty factor P ,anda

smaller error rate N than an actual system).

3.3 Mutual Interference Statistics of the Basic RADA Receiver Output

In this section, theoretical expressions are obtained for the
statistics of the error process at the RADA receiver AND gate output.
In deriving these statistics, it is assumed that the probability of a
pulse epoch at a particular AND gate input in an incremental time in-
terval dt equals ydt. This probability is assumed to be independent of
the epochs of the pulses at the other (xfxt -1) AND gate inputs,

In Section 3. 3. 1, a duty factor Pm of the RADA receiver AND
gate output is determined., In Section 3. 3.2 the probability distribution
function H(t) of the duration of a RADA receiver AND gate output error
pulse is determined. An expression is also determined for the mean
duration t of an error pulse in terms of the distribution function H(t).
ApproximationsAtJ andt for T are determined in Section 3. 3,3, The

quantities t and Pm are used to determine N, which is the average
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number of error pulses per second at the RADA receiver AND gate
output in Section 3. 3. 4. An approximate expression ﬁe('r), and a
lower bound f’e(’r) are determined for Pe(T), which is the probability
that there is at least one receiver AND gate output error pulse in time
7, in Section 3, 3. 6.

Using the results of Sections 3,3.1 - 3, 3.6, various meas-
ures of RADA system performance are specified in Section 3, 4. For
RADA systems using PPM or clocked binary modulation, and an un-
gated receiver, the duty factor Pm and the average number N of
receiver AND gate output error pulses are used as measures of sys-
tem performance., Probability of a false alarm is used as a measure
of performance of RADA systems using gated and sampling receivers,
respectively, Information transmission rate is used as a measure of
performance of RADA systems using clocked binary modulation and a
gated or sampling receiver.,

3.3.1 Receiver AND Gate Qutput Error Pulse Duty Factor,

When no message pulses are received, Pm is the duty factor of the
error pulse process at the RADA receiver AND gate output. The quan-
tity Pm equals the fraction of the time that an error pulse is present
at the AND gate output. Equivalently, Pm is the fraction of the time
that the AND gate output is a binary ONE, when mutual interference is
the only receiver input. The probability that a ONE occurs at a par-

ticular AND gate input at a time t0 equals the probability that at least
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one input pulse epoch occurs in the interval [to - A . to]. The proba-
..»)/A
bility of this occurrence is (1— e t). The probability of a ONE

at all Ahy AND gate inputs at time to is, therefore, given by (3. 1).

va, My
P = [1-e (3.1)

m

The quantity Pm is plotted in Fig. 3.1 as a function of v and the

parameter Afkt.

3. 3.2 Relating to the Distribution of the Duration of an Error

Pulse, In this section, the characteristic function of the duration of
the pulses at each AND gate input will be determined. The character-
{stic function will be used to obtain the probability density function
and the probability distribution function of the duration of pulses at the
AND gate input. This distribution function, and a closely related dis-
tribution function will then be used to determine the distribution func-
tion of the duration of error pulses. The mean error pulse duration
will then be determined.

The method by which pulses are generated at the output of
each delay line tap by overlapping is shown in Fig. 3.2. Pulses of
width A t overlap to produce wider "composite' pulses as shown. A
composite pulse of n pulses is referred to as an n-pulse. For an n-
pulse to occur, given the first pulse (i. e., given there is a composite

pulse), n-1 successive pulses must overlap, and the following pulse
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must not overlap. A number of probability functions will be defined
now and will be used to determine the probability distribution function
of the duration of a composite pulse. In much of the development which
follows, it will be convenient to make use of characteristic functions.
The characteristic function Cht( £) of a random variable t having a

probability density function p(t) is given by (3. 2).

0 . Et
Chy(f) = [w p(t) e' 5t at (3.2)

Conversely, when the characteristic function Cht( £) is known, the
probability density function p(t) of the random variable t is given by
1 0

pO) = 5= [ ch(p ettt (3.3)

=00

Let t1 be defined as the time between epochs of successive
pulses of a composite pulse, as shown in Fig. 3.3a. The probability

density function p l(tl) of t1 is given by the truncated exponential func-

tion in (3. 4).

_o}/tl
Yy € .
pl(tl) _,)/At ; 0 S tl é At
1-e
(3.4)
pl(tl) =0 ; tl <0
tl > At
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The characteristic function of ’c1 is given by (3.5).

A
t (ig-»)t

_ Y T

Chy (8 = ~yAt{) © dty = 3% -y

Given an n pulse, the time t2 from the epoch of the first pulse to the
epoch of the last pulse of the n-pulse is the sum of the (n-1) indepen-
dent time intervals t1 between epochs of successive pulses as shown

in Fig. 3,3a., Therefore, the characteristic function Cht In( £) of the
2

time t,, given an n-pulse is the (n-1) fold product of the characteristic
function of t,, as given in (3.6).
-1
che 1,0 = [on (9)]" (5.6)
2 1

Substituting (3, 5) into (3. 6) yields (3. 7).

_ Y e -1
Cht [n(g) = —t— - (3.7)

1-e

It follows from (3. 3) that the conditional probability density p2(t2 In)

of the time t,,, given an n-pulse, is given by (3. 8).

27

(t, | ——LfooCh ( T (3. 8
Py 2n) T 2n - tzlng)e § -8)
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Let P3(n) be the conditional probability of an n-pulse, given that
there is a composite pulse. The probability density function pz(tz)
of the time 1:2 between the epochs of the first and last pulses of an n-

pulse is obtained by averaging pz(t2 In) over n as in (3. 9).
Pylty) = ), Pgln) py(tyIn) (3.9)

The characteristic function of t2 is obtained by substituting (3. 9) into

(3.3), and is given by (3. 10).

o0
Chtz(g) = ) Py(n) Chy | (&) (3. 10)
n=1 2

To determine Chtz(’é), it is only necessary to determine P3(n), since
Chtz | n(5) has already been determined in (3. 7). For an n-pulse to
occur, given the first pulse, each of (n-1) successive pulses must
overlap the previous pulse, and the nth pulse must not overlap the
(n-1)st pulse. The probability of a pulse overlapping the previous
pulse equals the probability of a new pulse epoch within A ¢ seconds

after the previous pulse epoch. This probability, P & is given in (3. 11).

_-)/A
P, = [ ye ‘dt- (l—e t) (3.11)

The probability P3(n) is the probability that (n-1) pulses start before

the preceding pulses end, and that no pulse starts before the (n-1)th
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pulse ends,

P3(n) = P e (3.12)

Substituting (3. 11) into (3. 12) yields (3. 13).

-yA, n-1 Sz
P3(n) = \1-e e (3.13)

Now, substituting (3.7) and (3. 13) into (3. 10), we obtain Cht (¢) in
2

(3. 14).

0 -vA -yA n-1 )
Ch, (&) = Y e t(1-e t) S — € 1
2 n=1

|
®
g

(3.14)

I
o®
-
e
—_
[Vao's
1 R
\<
o™
1
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In Fig. 3. 3a, it is seen that the total duration, t5, of a com-

posite pulse is given by (3. 15).

t5 = t2 +At (3. 15)

)

The characteristic function of t. is thus given by (3. 16),

(lg'Y)At )
Chy (5 = e "Chy (§) = (ig_(f);:) (3. 16)
it-v e

and from (3. 4), the density function of the duration ty of a composite

pulse is given by (3. 17).

o0 .
pelts) = o [w Chy (8 AT (3. 17)

A closed form expression for p5(t5) does not exist. The den-
sity p5(t5) must be represented as a series of singularity functions.

In review, composite pulses are generated randomly by the
overlapping of pulses at each AND gate input. An AND gate output volt-
age results whenever there is a composite pulse at all >‘f>‘t AND gate
inputs.

Information about the distribution of the AND gate error pulse
duration will now be found. Consider that there is an AND gate output
error pulse epoch. The error pulse epoch occurs when there are com-
posite pulses at (A, -1) AND gate inputs and a composite pulse (the

fot
"turn-on pulse') epoch occurs at the (xfx t)th AND gate input.
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The AND gate output ceases when any one of the A fk ¢ composite
pulses turns off.

The probability density of the duration of the turn-on pulse is
known. It is just the density p5(t5) of the duration of a composite pulse.
The turn-on pulse epoch occurs at t= 0, and defines the reference time
origin. As shown in Fig. 3.3b, for each of the (Afht-l) composite
pulses, let t6 denote the time to the (negative) epoch of the first pulse
in the composite pulse which occurs in the time interval -At < t6 < 0.

Given that there is a composite pulse, the density function p6(t6) isa

truncated exponential density function with time origin at -A t

r), e—y(t6+At)
_.},At ) 'At S t6 S 0
1-e
Pylte) - | (3. 18)
0 ; t < -At
t>0
\
The characteristic function of p6(t6) is,
-vA -iéA
Y 1 t t
Ch = . e - e 3.19
19 T (3. 19)

From Fig. 3.3Db, it is seen that the time t7 to the end of each of the

AgA -1 pulses is given by (3. 20).
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by = ts o+t (3. 20)

The probability density function p7(t7) of the duration t7 of each of the

(Afkt -1) pulses is the convolution of the density functions p5(t5) and
p6(t6). In terms of characteristic functions,

Chy (£) = Chy (&) Chy (8) (3.21)
T 5 6

From (3. 16), (3.19), and (3.21)

(i5 - 7) A
1]

.Y .
Ch, (§) = 77, (3.22)

e -1 it-vye

The probability density functions of p5(t5) and p7(t can be

7)
determined by inverting the transforms Cht (&), Cht (£). To put the

5 7
transforms in a more familiar form, the characteristic function will be
changed to a one sided Laplace transform [both density functions p5(t5),

p7(t7) are zero for negative time] by making the change of variable
s = -if (3.23)

Substituting (3.23) into (3. 16) there results,
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-(s+y)A
Ch. (s) (s+y) e t
t5 B -(s+y)At
S+y e
-(y+s)A
- (1+2) e t T (3.24)
( 'VA) ot
t] e »
1+ \ve S
-SnA
-(y+s)A, -y SN2¢
t t
= e L (e T+l f—
n=0 S
) Z (v)"e n ¥ n+l
n=0 S S
Substituting (3.23) into (3. 22),
[ —(s+y)At]
Ch, (s) = —Y 1-e
t7 T oyA -(s+y)A
e -1 s+y e
-(s+y)At
_ % 1-e¢
= 7 Yy (3.25)
-yA t
e -1 t
s |1+ ye 5
-SnA
y 0 n TYDA, -(s+*y)At t
= T Z (-y) e 1-e -
t n=0 S
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Denoting an impulse function, and a unit step function at the
origin by §(t), u(t), respectively, and taking the inverse transform of

Ch, (s), there results,
5

p5(t5) = 0; t <',0

-YA -v(n+1) A

o0
pelts) = e [6(t5- A) + ulty- At)] iy n; )" e t

{y[ts-(m—l)At]}n-l {r 1t~ (a1 8,74

mo1)] + = (3.26)
u [t5 - (n+1) At] ; ts >0
The distribution function P5(t5) is determined by
t5
Pg(t,) = {) ps(t) dt (3.27)
Substituting (3. 26) into (3. 27),
P5(t5) = 0; ty < Ay
0 -y(n+1)At {y[t5-(n+1)At]}n
P5(t5) = ;O (— 1) e n
(3.28)
1
{r[t5- (arna
+ CYSHE u[t5-(n+1)At], t5 > At
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Equation(3. 28)can be expressed more compactly by expressing the
argument in normalized form and eliminating the unit step function by

restricting the range of the sum index. Denoting the "largest integer

in x" by [x], P5(t5) is given by (3.29).

t
[—A%] -1 ([ts n
— - (n+1)
-y(n+1)At [At ]
Piiy) = Y (vagle et
n=0 g
t n+l 1
5
')/At[z-“ - (n+1)]
+ (tn+1)! Lot > A (3. 29)

J

Similarly, inverting (3.25),

-vA -yA _
Prlty) = T At N e i
foe Tty Tt n=l
- N (3.30)
[y(t,7 - nAt)]n ['y(t,7 - nAt)]n_1
t, - nA))

ﬂ n! * (n-1)! > u(7 '’
. y
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The distribution function P7(t7) is determined by

t

7
Py(t,) = {) po(t) dt . (3. 31)
Substituting (3. 30) into (3. 31),
P.(t;) = 0; t, < 0
-vA )
P (t) - 0 i Foygne
t,) = + - e
T —'yAt -'yAt o1
1-e 1-e
- (3. 32)
1
[ty - ma)]"  [yity - ma)]""
n! * (n+1)! ) u(t7 - ndy);
J t;>0

Normalizing the argument of (3. 32), restricting the range of

summation, and rearranging the terms of the sum,

P7(t7) = 0; t7 <0
2]
A
-e-.yAt e YAt : n -VnAt
P7(t7) - -yAt * -'yAt Z (_yAt) €
1-e 1-e n=0
+1 )
t7 n t7 n
“A: -n ’}/At z—; - 1n >
n! * (n+1)! b >0 (3.33)
)




107

Using P5(t5) and P7(t7), the probability distribution function
H(t) of the duration of an error pulse will now be determined. The
time reference used is the epoch of the turn-on pulse which corres-

ponds to the error pulse,

Define:
(i) - the event a turn-on pulse occurs at AND gate input i,
t(i) - the event the duration of a pulse at the ith AND gate
input is greater than t.
F(a,b, c---) - the joint probability of events a, b, c, --- .

F(a,b, c---lu,v,w---) - the joint probability of events a, b,

c --- given events u, v, w --- .
Then
AeAg
1- Ht) = Z F[(i), t(1), t(2), -- t(), --t@;2)]
?x )\
= Z Flt F{t(1), t(2), --t(i-1), t(i+1)--t0 A ) 1t(0), (1)]
MA
= _Zl F(1)  F(0)1 ()] F[t(1), t(2)---t(i- 1), t(i+1), ==t 2 ) 11(3), ()]

(3.34)

Since a turn-on pulse is as likely to occur at any AND gate input,

F(i) = l/hfht (3. 35)
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By definition
FIt() ()] = 1- Pg(t) (3. 36)

Since the processes at the AND gate inputs are assumed to be independ-

ent processes,

A, -1
[1- 2] (3. 37)

Substituting (3. 35), (3.36), and (3. 37) into (3. 34)

Mt A, -1
1-Ht) = ), w5 [1-P 0] [1- P (1)]
i=1 "™t
A, -1
=[1-Pgﬂ][1-P¢ﬂ] (3.38)
Rearranging,
Aehy -1
H(t) = 1- ([1- PSu)Hl- P, (t)] (3. 39)

The function H(t) is the probability distribution of the duration
of error pulses at the RADA receiver AND gate output.
The fractions ]%(t), P7(t), H(t) are plotted in Fig. 3.4 to illus-

trate their form and relationship. Parameter values are:
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A = 3 T = 125 microseconds
Af = 3 m= 10

kt = 1

A, = 10 microseconds

The function H(t) is plotted in terms of t/At with 12 and A A
as parameters in Fig. 3.5a through Fig. 3.5i.
The mean, t corresponding to the distribution function H(t)

will be required for future results; t is determined by the following

theorem.

Theorem: Lett be a real random variable with distribution function

H(t) such that t is "one sided.” [H(t) exists only for t > 0 here. |

Then if
E(tk) exists ,
for every to such that H(to) =0
o
{ k[ HW] at = EW9 -t K (3. 40)
0

This theorem can readily be proved by using integration by
parts (see Ref. 25). It follows from the theorem that, with tO = 0, and

with the one-sided distribution of H(t) that

T = E(t) = foo [1- H({t)] dt . (3. 41)
(o]
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Or, substituting (3. 38) into (3. 41)

Af?tt -1

o0
t =/ [1- P(t)] [1- Po(t)] dt (3. 42)
(0]

Let the t axis be partitioned in successive intervals of duration

A For t in any interval, P5(t), P7(t) can be described by a finite se-

A, -1
riesof functions using (3.29) and (3. 35). In any interval, [1 - P7(t)] tt

can be expressed by a multinomial expansion, and the terms in the

)\fkt-l

product [1 - P5(t)] [1- P7(t)] can be determined. If (3. 42) is

evaluated by integrating the terms in the product [1 - P5(t)] [1- P,7(t)]kf>\t—1
in successive intervals of duration A . practical difficulties are encoun-
tered because for t—-o the number of terms becomes infinite. These
difficulties are bypassed in the approximations for t which are given

in Section 3. 3. 3,

3.3.3 Approximations for the Mean Duration, t, of an Error

Pulse. Although, as was pointed out in Section 3. 3.2, an infinite
number of terms is required to determine t exactly, only a finite
number of terms is required to approximate t to any desired degree of
accuracy. Two approximations, T andzt, for t will be given in this sec-
tion.

A practical method of approximating t of (3. 42), using machine

computation, is to evaluate?, which is defined by
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B - a A f)\ ¢ 1

t =2t = {) [1- P (0)] [1- Py(t)] dt (3. 43)
Using (3. 43), numerical values of T have been determined with an IBM
7090 computer; these numerical computations are used in Section 3.3.4.
The value of a used is such that 1 - H(a) = . 02; it is expected that the
error in t resulting from this approximation is of the order of one per-
cent for all values of the parameters.

A second approximation for t is determined now. 1 Approxi-
mate but quite accurate results can be obtained for t for A Ay > 4and
for yAt < 1,0. Note in Figs. 3.5a through 3. 51 that for Afht > 4 and

12 <10, Ht)=1lfort> Ay It follows that

1-HE) = 0; t> A (3. 44)
A > 4
)/At < LO
Therefore from (3. 41),
A
_ 0 t 0
T= [ [1-H®]dt = [ [t-H®]dt+ [ [1-HE]dt.
0 0 At (3. 45)

1This method of approximation is taken from Ref. 16.
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Define

LA
t= [ [1-HW®]dt . (3. 46)
0}

Substituting (3. 46) into (3. 45),

~ 00
t=t+ [ [1-HW]dt (3. 47)
A
t
Substituting (3. 44) into (3. 47)
At
t >t = {) [1-BB)]dt;  rr >4 (3. 48)
yA, < 1.0
t =
From (3. 38)
Ak -1
1-H®) = [1- Py(t)] [1- Py(t)] (3.38)

For t in the range 0 < t < At, (3.29) can be written as (3. 49).

1-P5(t) = 1, t< A (3. 49)

-t

Similarly, (3.33) can be written as (3.50).
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e .
1-P. () = 1 K, 0t);  0<t< A (3. 50)

1-Ht) = |1 - S (1) ;o 0<t<aA (3.51)

From (3. 44),

1-H({) = 0; tZAt

Substituting (3.51) into (3. 48), and integrating,

\
( o MM
] 1- e_YAt ('yAt)e t >
f = =y <1- 1-———-——_—y—A—t— oA > 4
A, € 1-e
Y A yAy < 1.0
. J
(3.52)

3.3.4 Determination of the Error Rate at the AND Gate Output.

In this section, an expression will be determined for the average number
of error pulses per second at the output of a RADA receiver AND gate.

Consider the ensemble of AND gate error pulse trains of
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duration 7 produced by m interfering RADA transmitters; 7 is chosen

sufficiently large that truncation of error pulses at the extremes of the

interval does not significantly affect the average duration of error

pulses in the interval. Let there be K(K ~x) ensemble members of

duration 7, each denoted by the index k. Different ensemble members

are generated by different groups of A ¢ A ¢ statistically independent

Poisson pulse epoch processes at the Afht AND gate inputs.

Define:

the duration of the nth error pulse of the kth ensemble
member.

enumerator of the nth error pulse in the kth ensemble
member.

number of error pulses in the kth ensemble member.
the expected number of error pulses per second.

let a single error pulse process be formed by plac-
ing successive ensemble members "end to end" so
that the end of the 7 second duration of the kth
ensemble member corresponds to the beginning of

the T second duration of the (k+1)st ensemble member.
The quantity r is the index of successive error pulses
of this error pulse process.

the duration of the error pulse which corresponds to

the index value r.
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(k)

t the mean of t .

The duty factor Pg? of the kth ensemble member is,

()

7)
k) 1 K) .
pl - 1 tn()
n

k
(8.,

The expected duty factor is,

m Koo —~ k=1 ™
K N(k)(T)
= lim "112‘ E l t(k)‘
T n
K- k=1
(k)
K
Y Nr)
k=1 KT
= lim 1L t = lim L 7
K T r KTt L
K- K- r=
r=1
_ [ { KN L
= lim N — ), t.) = N%
K- KTN r=1
Thus,
_ P
N = -2

(3.53)

(3.54)

(3.55)
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The average number of AND gate output pulses in a frame period is NT.
The average number of AND gate output pulses per second is N.

An approximate computer solution for N has been obtained by
substitutingAtI of (3. 43) into (3.53). The approximation? for t is deter-
mined using a value of a determined by 1 --H(a) =.02. It is expected
that the error in?, corresponding to this value of a, is of the order of
one percent, for all values of the parameters. In Ref. 16, an approxi-
mate solution for N is obtained by substituting t of (3.52) into (3.55);
this solution gives an accurate approximation for N for x fA t > 4 and
YA ¢ < 1.0,

The quantity N A, is plotted in Fig. 3.6 as a function of yA ¢

t

with A A, as parameter. N T is plotted in Fig. 3.7 as a function of
A
f .
m K; with A t
onds; these parameter values correspond to those of prototype RACEP

as parameter, and with A, =3, A, = 1, T = 125 microsec-

systems (Appendix A). The quantity N T, is plotted in Fig. 3.8as a
A

function of mk—f~ with A, as parameter, and withA, =3, A, =1, T =
Af t f t c

26 microseconds; these parameter values correspond to those of proto-

type RADEM systems.

3.3.5 Properties of the Error Pulse Process at the Receiver

AND Gate Output. In this section, a new approximation will be obtained

for the probability distribution function of the time to the epoch of an
error pulse, given that no error pulse is present initially, This result

will be used in Section 3. 3. 6 to determine the probability that at least
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one error pulse occurs in a given time interval.

The quantities H(t) and t provide a fairly complete description
of the error process at the AND gate output. The process has three
distinct states, an ON state, a transition state, and an OFF state.
After an error pulse epoch, the process is in the ON state and is de-
scribed by the distribution function H(t). The transition state begins
when the error pulse output stops, and ends when either an error pulse
appears or A ¢ seconds elapse, whichever occurs first. If A ¢ seconds
elapse first, the process is in the OFF state and is described, approxi-
mately, by Poisson statistics and the parameter N.

The significance of the transition state is that within A ¢ seconds
of the last occurrence of an error pulse, the probability of the epoch of

an error pulse in a time interval A, is dependent upon the fact that an

t
error pulse occurred within the last A t seconds. Assuming that the
transition state ends after A t seconds (there is no error pulse epoch in

the A t second transition period) the process goes to the OFF state. In
the OFF state, the probability of occurrence of an error pulse epoch in
any small time interval of A t seconds duration is constant. The distri-
bution of the time to the epoch of an error pulse, measured from any
time instant in the OFF state is, therefore, exponential.

As an approximation, assume that the OFF state begins when

the error pulse ceases, and that there is no transition state. With this

assumption, the mean time 1/y' from the beginning of the OFF state to
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the epoch of the next error pulse is equal to the difference in the mean

interval, 1/ N between error pulse epochs and the mean error pulse

duration t. That is

1.1 % (3.56)
14 N
or
A p— (3.57)
1-Nt
Substituting (3. 55) into (3.57),
., N
e (3.58)
m

When the duty factor Pm is much smaller than unity, as will

frequently be true,
y' = N; Pm << 1 (3.59)

Let Pm('r) be the probability distribution of the time, 7, to the

epoch of an error pulse, measured from any time instant in the OFF

state. Then
P (1) =0 ; 7<0
m
. e (3. 60)
Pm(T)ng(T)=1-e7/ ;0 T>0
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By definition, P_(r) is also the probability that there is at
least one error pulse epoch in the time interval 7. The probability
distribution function ﬁm(r) is used in Section 3. 3. 6.

3. 3.6 Approximation and Lower Bound for the Probability of

an Error Pulse in a Time Interval. In this section, the approximate

distribution of the duration of the AND gate output OFF-state process
described in Section 3. 3.5 is used to determine approximations, Se(Te)
and §e(Te), for the probability density and distribution functions pe(re),
Pe(Te) which will be employed in Section 3. 4 to evaluate the perform-
ance of gated receivers.

Let Te be the time from the opening of the post gate to the
first occurrence of an error pulse; Te = 0 if there is an error pulse at
the AND gate output when the post <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>