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Abstract. This paper is the first of a series addressing the macroscopic surface properties of 
the simple metals (the alkalis, Mg, Zn,  AI, Pb) using pseudopotential perturbation theory 
to include the effects of discrete ions beyond the first-order Lang-Kohn jellium calculation. 
Here we give explicit formulae for the self-consistently screened inhomogeneous electron 
susceptibility dq,, z ,  z ‘ )  calculated around the jellium surface results of Lang and Kohn. In 
terms of Xwe then give explicit formulae, up to second order in the ionic pseudopotentials, 
for: (i) the energy of a bounded metal; (ii) the effective ion and ion-ion potentials near a 
surface; (iii) the unreconstructed surface formation energy U at T = 0 K ;  (iv) the surface 
dynamical matrix; (v) the relaxation of ionic layer positions due to the surface; (vi) approx- 
imate T # 0 K contributions to the surface free energy in the solid phase. 

As tested on  face-dependent surface energies, our second-order method is a decided 
improvement on first-order theories, and on one-dimensional variational theories. It has a 
further advantage over variational approaches in that expressions for (iv), (v) and (vi) can 
be given in analytic form. 

1. Introduction 

Many properties of simple-metal surfaces are strongly influenced by electronic screening 
of the ion cores. Such properties include the surface free energy (especially its face and 
temperature dependence), surface relaxation and reconstruction, surface vibrational 
frequencies, the energy (and existence) of surface electronic states, and chemisorption 
bonding energies. 

In this series of papers we calculate some of these surface quantities, assuming that 
the conduction-electron-ion interactions are adequately represented by a weak pseu- 
dopotential which drives a screened linear response of the electron density. The linear 
response function is then used to compute the energy of the system up to second order 
in the pseudopotential. (Strictly, up to second order in the difference between the total 
pseudopotential and the potential due to a locally uniform jellium background.) 

This pseudopotential perturbation approach has been widely used in the context of 
bulk simple metals, for which the linear response function (i.e. the screened bulk 
electron susceptibi1ityf’lk(r - I-’)) is well known from the theory of the uniform electron 
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gas: see for example Ashcroft and Langreth (1967), Hammerberg and Ashcroft (1974) 
and Finnis (1974). In the case of a metal surface of the zeroth-order problem, about 
which the linear response is calculated, is spatially non-uniform, necessitating a trans- 
lationally non-invariant response function furface(r, r ’ ) .  (Finnis (1975) has shown that a 
bulk x is inadequate.) Our theory takes the broken symmetry explicitly into account, 
using Kohn-Sham density functional theory to provide the self-consistently screened 
electronic susceptibility xsurface. The Kohn-Sham approach to linear response in inhomo- 
geneous systems was first used by Stott and Zaremba (1980) in the context of atomic 
polarisabilities, with Kohn-Sham atomic wavefunctions describing the zeroth-order 
system. 

For the surface susceptibility problem which we solve, the zeroth-order wavefunc- 
tions are the Lang-Kohn (1970) self-consistent wavefunctions for a one-dimensional 
‘jellium’ surface (i.e. one without discrete ions). Our expression for xsurface is derived in 
the Appendix, and appears to be computationally tractable, while being more realistic 
than previous calculations. 

An important advantage of our pseudopotential perturbation approach over direct 
electronic variational schemes (e.g. those of Monnier and Perdew (1978) and Bohnen 
and Ying (1979, 1980)) is that closed expressions in terms of x can be obtained for 
quantities involving the displacements of the ions from the perfect surface configuration. 

In the first paper (I) we develop a detailed theory of the energetics of simple-metal 
surfaces, including zero-temperature surface energies, relaxation of ionic positions, 
surface dynamical matrix, and thermal vibrational free energy. We do not at this stage 
discuss the surface electron states or chemisorption energies mentioned in the first 
paragraph, since these presumably require a non-perturbative treatment of the discrete 
ion effects. 

In paper I1 of this series we will report in detail our numerical results for the face- 
dependent T = OK surface energies of Li, Na, K, Rb, Cs, Mg, Zn, Pb and Al. A brief 
report has already been published (Rose and Dobson 1981). Despite our use, so far, of 
a simple (but non-trivial) ansatz for furface, our numbers appear to be the best obtained 
to date for the dependence of surface energy on exposed crystallographic face, for the 
range of metals considered. 

In further papers of the series we intend to give numerical results for the full 
Kohn-Sham surface susceptibility xsurface, and for the other surface quantities whose 
formulae are derived in the present paper in terms of xsurface. 

The present paper, I ,  is organised as follows: 
Section 2 introduces the linear response theory of strongly non-uniform electron 

systems up to second order in AV,,, the difference between the total pseudopotential 
and the potentialK”(r) due to an appropriate jellium background. We obtain an expres- 
sion for the total energy and show that the changes in energy up to second order due to 
displacements of the ions can be expressed in terms of effective one-ion potentials w ( X )  
and self-consistently screened ion-ion pair potentials gFr(X, X ’ ) .  The latter are not 
merely functions of the displacement X - X ’  , for ions near the surface. We give detailed 
microscopic expressions for w and qF which provide an ab initio basis for force-constant 
models of metal surfaces. 

Section 3 sets up the T = 0 K surface energy problem in a consistent fashion, starting 
from the electronically relaxed second-order bulk metal and computing energy changes 
step-by-step until the electronically relaxed second-order surface system is attained. 
The first-order Lang-Kohn (1970) surface energy uLK appears as the energy involved in 
one of our steps. The problem of numerically subtracting large surface and bulk terms 
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to obtain a small surface energy is avoided by a careful analytical combination of our 
terms. 

Section 4 considers relaxation of ionic layer positions in a direction perpendicular to 
the surface. Any number of layers can be relaxed analytically within our lattice statics 
formulation. We do not consider intralayer reconstruction in this section. 

In § 5 we obtain expression for the layer dynamical matrix D,p(ql, 1, 1’) appropriate 
to phonon calculations for metal surfaces. This can be used to study surface reconstruc- 
tion, and in principle also to calculate surface thermodynamic properties. 

Section 6 discusses Einstein and self-consistent Einstein approximations which 
promise to simplify the calculation of integrated phonon properties such as 
temperature-dependent surface free energies and thermal expansion. A first-principles 
study of temperature-dependent reconstruction appears possible by combining the 
results of this section with those of § 5 .  

The Appendix contains a discussion of self-consistently screened surface response 
functions X(q11, z ,  2’). 

2. Energy of bounded metal: linear pseudopotential response 

It is convenient to refer the energy of the bounded metal to that of a comparable ‘jellium’ 
system. In jellium, the positive ions are replaced by a half-space of uniform charge, with 
charge density 

lelnlP(r) = JeJnoe(-z),  (2.1) 
and the total unscreened ionic pseudopotential Vps(r) is replaced by the potential 
V$’(r) due to the density (2.1). When the discrete ions are put back in, the electrons feel 
a change in unscreened, external potential equal to 

AVp,(r) = Vp,(r) - V?ell(r). ( 2 . 2 )  

We define the (self-consistently screened) linear electronic susceptibility, ~ ( r ,  r ’ ) ,  of 
the bounded jellium system in terms of the linear change in electronic number density, 

An-(r) = n-(r) - nI_”(r), (2.3) 

which is induced by an arbitrary perturbation AVp,(r): thus 

An-(r) = ~ ( r ,  rf)AVps(r’) d3r’ + O((AVps)3 .  I 
We stress that Xincludes self-consistent screening. Thesymbol x will refer to the bounded 
metal except as noted. 

We now perform a Feynman integration with respect to the electronic part of the 
Hamiltonian. (That is, we replace AVps by LAV,,, and use the Feynman-Hellman theo- 
rem to compute the change in total energy as A varies from 0 to 1.) This gives the 
following expression for the total energy of a set of discrete stationary ions at positions 
{ X ( l ) } ,  plus interacting conduction electrons: 

+ 41 AVps(r)dr,  r’)AVps(r’) d3r d3r’ + O( (AVps)?. 
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Here udlrect is the bare ion-ion potential energy, andEF1i is the Coulomb self-energy 
of the positive jellium background. Note that all effects of AVps on the electron kinetic 
as well as potential energy are included via the factor &(=SA A dA) in the last term of 
(2.5). Equation (2.5) is a real-space equivalent of the well known k-space pseudopoten- 
tial (or ‘structural’) expansion of bulk simple metal energies (see Hammerberg and 
Ashcroft (1974) and references therein). An equation of the form (2.5) has been 
discussed by Inglesfield (1979), though his A V  is due to displacement of ions already 
present in the zeroth-order system; no jellium is involved. 

We willassume, as have most authors (e.g. Lang and Kohn 1970), that the unscreened 
pseudopotential ups appropriate for a single ion near the surface is the same as for an ion 
in the bulk. We can then write the total unscreened pseudopotential perturbation as the 
sum of terms due to charge-neutral entities: 

AVps(r) = r Aups(r, X ( 0 )  (2.6) 

where 

AuPS(r, X ( 1 ) )  = ups(r - X ( 0 )  - ublock(r - Ro(l)). (2.7) 
Here uPs(r) is the potential energy of an electron at r ,  due to a pseudo-ion at the origin. 
Aublock(r - RO(1)) is the potential energy of an electron at r ,  due to a block of uniform 
jellium background centred at a perfect lattice site Ro(l ) .  The blocks fit together without 
spaces to make the jellium background. For crystalline surface problems the blocks can 
conveniently be chosen to have a surface direct lattice cell as base, and a perpendicular 
height equal to the ionic layer spacing d.  Then (2.5) can be written 

where 

w ( X ( l ) )  = j n- le‘’ (r)AuPs(r, X ( 0 )  d3r 

is an effective one-ion potential, and 
(2.9) 

F(X(f), X ( 1 ’ ) )  = J X(r, r’)AuPs(r, X(l))AuPyr’, X ( 1 ’ ) )  d% d%’ 

+ udlrect(X(I), X(1’))  (2.10) 

is an effective screened ion-ion potential. 
The constant Eo is E’‘” -El+’!; it depends on volume and shape. Note that (2.8) 

explicitly allows the ion 1 to interact with itself via g F ( X ( 1 ) ,  X ( l ) ) .  This is a real effect: 
the polarisation cloud induced by an ion does interact with the ion, as expressed in the 
first term of (2.10). This self-interaction can be position-dependent (e.g. near a surface). 
Of course the direct term in (2.10) is spurious when 1 = 1‘ ,  if we take udlrect to be the 
ion-ion Coulomb interaction. We can take udlrect(X(I), X ( 1 ) )  to be any finite constant, 
however, and this only changes the constant Eo in (2.8); the variation of the energy with 
changes in { X ( l ) } i s  unaffected, and it is convenient not to have a restriction 1 # 1’ in (2.8). 
We note also that other choices are possible for gF and w .  For example, we could use 
ups instead of AuPs in (2.10) and (2.9) (see for example Finnis 1974). This would change 
the constant Eo in (2.8) and also shift some terms from 9‘‘ into w :  this is not a paradox 
as there is no sharp distinction between one- and two-body terms when we are considering 
self-interactions (1  = 1 ’ ) .  
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We intend to make quantitative use of equations (2.5) and (2.8)-(2.10), and thus we 
require accurate values of the surface susceptibility X(r, r ' ) ,  or more conveniently its 
surface Fourier transformX(q11, z ,  2'). In the Appendix (equations (A31), (A37), (A38)) 
we give fully detailed expressions for X, as derived from Kohn-Sham local density 
functional theory, using Lang-Kohn (1970) jellium surface wavefunctions as input. Our 
expression: 

(i) treats electron kinetic energy exactly; 
(ii) includes electron exchange and correlation; 
(iii) is self-consistently screened; and 
(iv) employs a realistic smooth surface density profile. 

Our method is equivalent to that of Stott and Zaremba (1980) who performed a 
similar calculation to obtain atomic polarisabilities. Previous detailed calculations of the 
surface susceptibility have either treated the kinetic energy inexactly (e.g. Ying et a1 
1972) or have used unrealistic step or barrier models of the surface profile (e.g. Lert and 
Weare 1978, Garrido et a1 1979) or have omitted electron correlations or lacked self- 
consistency. Inglesfield (1979) has formally introduced a quantity F(r,  r ' )  which is our 
X(r, r ' )  except that his zeroth-order system (a transition metal) contains ions so that 
non-trivial three-dimensional zeroth-order wavefunctions are required, rendering accu- 
rate numerical computation of x a formidable task indeed. 

One of us (JFD) is currently evaluating our Xfor simple metals: the numerics appear 
to be tractable. Pending the outcome of these computations, we would like to offer a 
simple ansatz for x, to add to the above-mentioned simplified treatments. It is 

Xamurz(r, r ' )  = xbulk( I r - r' E(r, r ' ) )  (2.11) 

where 

d ( r ,  r ' )  = l(nJ?"(z) + n'e"(z')) (2.12) 

is an 'average zeroth-order density' formed from the Lang-Kohn (1970) jellium values. 
zbulk( 1 r - r' 1 ,  n )  is the three-dimensional Fourier transform of the bulk (screened) 
Kohn-Sham susceptibility 

(2.13) 

where xoL(k) is the unscreened Lindhard (1954) susceptibility of a uniform gas of density 
n. 

We have used x'"' so far in surface energy calculations (Rose and Dobson 1981), 
and find our results to be a qualitative improvement over previous work. Our only real 
justification for the average-density ansatz (2. 11), however, is its success (Chakravarty 
et a1 1981) when tested on H* molecule calculations. It is certainly inaccurate to use the 
bulk density for ri in equation (2.11), as shown by the work of Finnis (1975). 

3. The surface energy up to second order 

Several calculations of the surface energy of simple metals have been published to date; 
see, for example, Paasch and Hietschold (1977), Lang and Kohn (1970), Monnier and 
Perdew (1978). None of these produced satisfactory face-dependent surface energies 
for the whole range of simple metals (see Rose and Dobson 1981). In a recent paper, of 

C36 - L 
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which we received a preprint when the present work was substantially complete, Bohnen 
and Ying (1980) have used a density matrix variational method to obtain good results 
for the 110 and 100 faces of Na, K, Rb and Cs. The method we describe here gives good 
face-dependent results across the whole range of simple metals with the possible excep- 
tion of Zn, agreeing with Bohnen and Ying’s numbers for the metals they considered. 
We are also able to compute surface lattice statics and dynamics in a simple fashion using 
our method (see § § 4,5 and 6 of the present paper). 

In a previous publication (Rose and Dobson 1981) we asserted that our second-order 
corrections for the surface and bulk systems could simply be added to and subtracted 
from the Lang-Kohn results, respectively. We now justify this assertion systematically. 
(Computational details are left to paper I1 of this series, however. Some preliminary 
numerical results, based on a simplified susceptibility x, have already been reported in 
Rose and Dobson (1981).) 

nC’ ’ r 1 nc 
$ I 4 I 
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S t a t e  i Sta te  3 

Figure 1. The steps involved in computing the formation energy of an ionically unrelaxed 
surface. 

We start from the bulk metal and change it, in three steps, into a pair of semi-infinite 
metal slabs, each with area A .  We keep track of the total energy of each step, carefully 
choosing our intermediate quantum states ‘2’ and ‘3’ so that their energy difference EZ3 
per unit area is exactly twice the total surface energy uLK which Lang and Kohn (1970) 
computed up to first order in AV,,,. Figure 1 illustrates our procedure. The open circles 
represent static ions at perfect lattice sites. We cleave between planes separated by a 
spacing d.  Broken lines represent the cleavage plane, which is distant d/2 from the 
adjacent ion planes. The cleavage plane is drawn even in the cleaved states 3 and 4, 
since we will later use it as a reference plane for ionic coordinates of a half-space. The 
full curve represents schematically the electron density profile n(r) for each particular 
state. The arrows indicate the order of our steps, and each is labelled with an energy E 
required to perform the step. 

Stare I is the bulk metal. The electron densitynb-”’(r) is not uniform, a fact which has 
sometimes been neglected in previous work where the small non-uniform contribution 
to the bulk energy has been taken to imply only a small contribution to the surface 
energy, leading to erroneous results. Using second-order pseudopotential perturbation 
theory around the bulk jellium problem, we write the energy of state 1 according to 
equation ( 2 . 5 )  as 

E - - E’ jell (bulk) - €$‘i (bulk) + 1 2 udirect(RO(Z) - Ro(l’)) + no I AVgY’Tr) d3r 
I # / ’  

+ 1 I ?lk(r, r’)Avb,Y1k(r)AVb,:’k(r‘) d3r d3r’. 
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The terms have the same meaning as in equation (2 .5) .  In particular, AVi:lk(r) is the 
pseudopotential perturbation due to discrete ions at the perfect bulk lattice positions 
Ro(r); no is the average bulk electron number density. 

State 2 has a uniform electron density equal to no. The electron gas is in the many- 
body state of bulk jellium, despite the prQsence of the ions. This is not of course the 
ground state of the pseudo-Hamiltonian? 2 but it is a well defined quantum state and its 
expectation energy (2 I % j 2) is exactly 
E 2 - - E jell (bulk) - El+e'!(bulk) + no 1 Avb,;lk(r) 

J 

+ ; 2 Udirect (RO(I) - RO(l')). 
l # l '  

We note that (3.2) can be regarded in two ways: 

(i) it is the exact expectation energy of state 2; 
(ii) it is also the energy up tofirst order of the bulk metal, which is the starting point 

of Lang and Kohn's first-order surface energy calculation (see figure 5 of their paper). 

In state 3 the system has been cleaved and the electron density in each half is 
nl-e"(z), the density obtained by solving the Kohn-Sham equations with a jellium half- 
space background (Lang and Kohn 1970). Note that nl-e"(z) is not relaxed to the ion 
cores. To specify a definite quantum state we invoke the theorem of Hohenberg and 
Kohn (1964) which asserts that there is only one ground state of Coulomb-interacting 
electrons (requiring some external potential) which yields this density. The expectation 
energy E3 =( 3 1 $e 13) is given exactly within density functional theory by 

4E3 = EJe"(surf) - El+et(surf) + E,,(surf) + n'el'(z)AVKrf(r) d3r (3.3) 
where 

i,,lj<O 

and the other terms are defined as in equation (2 .5) ,  with all quantities now referring to 
a half-space problem. The pseudo-ion positions {Ro(l)} are spaced as in the bulk, however 
(i.e. we omit any ionic layer relaxation or reconstruction at this stage). Equation (3.3) 
is the exact energy of the artificial state 3 within local density functional theory. It can 
also be regarded, however, as the energy of the true metallic surface system within 
first-order pseudopotential perturbation theory: thus it is the energy used by Lang and 
Kohn (1970) for their final state when calculating their surface energy uLK. 

State 4 consists of the two semi-infinite metals with the electron densitynY"(r) relaxed 
in three dimensions to accommodate the equally spaced ions. From equation (2.5) the 
energy of each half-space up to second order in AV% is 

$E4 = EJe"(surf) - EY';(surf) + E,,(surf) + n ' e l ~ z ) A V ~ r f ( r )  d3r 

(3 .5 )  
J 

+ 1 I furf(r, r')AVs,.,"(r)AVs,.,"(r') d3r d3r'. 

It is now simple to obtain the energy differences indicated in figure 1. From (3.1) and 

E12 = E2 - El = -1 xbulk(r, r')AVF;lk(r)AVFylk(r') d3r d3r'. (3.6) I ( 3 4 ,  

t & = J $(r)&r)VPs(r) d3r + &,I,, + E,,,-,,,. 
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By explicit construction of the states 2 and 3 (see above) they have the initial and final 
energies of Lang and Kohn's (1970) first-order surface energy calculationt. Thus 

E23 = E3 - E2 = 2AuLK. (3.7) 

From (3.5) and (3.3), 

E 3 4  = E d  - E3 = 1 * I xsurf(r, r')AVE'(r)AVS,.,'(r') d3r d3r'. (3.8) 

The surface energy U is the energy, per unit surface area created, required to go 
from state 1 to state 4. Thus up to second order 

U =  (E4 - E1)/2A = (E34 + E23 + E12)/2A = uLK + (El2 + E34)/2A. (3.9) 

Unsurprisingly, our result (3.9) differs from Lang and Kohn's first-order estimate oLK 
by two terms (3.8) and (3.6) which are of second order in the pseudopotential pertur- 
bation AV,,. 

Equation (3.9) is not suitable for numerical calculation as it stands because EI2 and 
E34 are both bulk terms which almost cancel to yield a surface term. To combine these 
terms it is convenient once again to introduce the pseudopotential perturbation AuPs((r) 
due to a single ion at the origin, minus a block of jellium background of equal charge 
(see equation (2.7)). Then for the case of equally spaced ions we are considering here, 

AViY1k(r) = AuPS((r - Ro(l)) 
1 

and, for the left-hand semi-infinite metal slab, 

AVZrf(r) = 
/ : / 3 =  -1 . - l , . . .  

A P ( r  - R'(1)). 

(3.10) 

(3.11) 

In (3.10) and (3.11) we have placed our origin at the cleavage plane (see broken vertical 
lines in figure 1) so that the z coordinates of the layers of ions are 

(3.12) R%I) = 13d, 13 = ?i, *$, *$ .  . . 

for the bulk, with l3 = - 8, -i, -3  . . . for the left-hand surface. Using the identity 

(3.13) 

which is valid for summands with inversion symmetry about the origin$, we decompose 
(3.6) and combine it with (3.8) using (3.10) and (3.11). Then (3.9) becomes 

(3.14) U = uLK + (34.4 + U& 

where 

x A P ( r  - RO(Z))AU~~(~' - Ro(l ' ) )  (3.15) 

is the negative of the second-order interaction between two half-lattices of ions in the 

t In obtaining the energy uLK, Lang and Kohn actually used rwo steps (see their figure 5 )  whose details are not 
relevant to our argument. 
$ This symmetry exists for all metals and faces we consider, with our choice of origin in the cleavage plane. 
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bulk, and 

Uax = - E j d3r d3r’(xsurf(r, r ’ )  - Xbulk(r - r ’ ) )  
2A / , / ‘ : / 3 , 1 3 =  -i,-$. . . 

X AuP’(~  - R0(l))Aups(r’ - Ro(l’)) (3.16) 

represents the difference in second-order energy due to having surface rather than bulk 
electron response in each semi-infinite surface system. 

Numerical evaluation of (3.15) is facilitated by Fourier-transforming all quantities 
in three dimensions. This gives, for a primitive surface lattice, 

X AuP’(-g)AuP’(g) exp[ig 9 (Ro(O, 0,/3) - Ro(O, O, l i ) ) ]  (3.17) 

where {GI\} are the reciprocal-lattice vectors of the surface lattice structure, and g = 
Gli + q,i; A .  is the area of the primitive surface direct cell. The sums over l3 and 1; in 
(3.17) can be performed analytically as convergent geometric series provided that the 
dq, integration is performed as a numerical contour integration above the real axis. 
Details are given in paper 11. 

The expression (3.16) only has two-dimensional translational symmetry because of 
the surface. We therefore Fourier transform all quantities in the surface dimensions 
using the definition f (q!l, z )  =J d2qi f ( r )  exp( - i q  . r ) .  This yields 

x AuP’(Gl,, z ’  - Rg(l’)) exp[iGi . (Ro(O, 0,13) - RYO, 0 ,  I $ ) ) ]  (3.18) 

where dx = xsuriace - XbUlk 

4. Static relaxation of ionic layer spacings 

We have derived our expressions (3.14)-(3.18) for the surface energy assuming that the 
ionic layers in each half-space maintain their bulk spacing d when the surface is formed. 
We now relax the positions of the ionic layers, allowing ions in the 13th layer (13 = -4, 
-8, -4 . . . ) to change their z coordinate from R!(Z) = 13d to 

R3(1) = 13d + 5 ( / 3 )  = 4 / 3 1 .  (4.1) 

This layer relaxation is shown schematically in figure 2 ;  see also figure 3. We do not 
consider intralayer reconstruction in this section. 

The expression (3.5) for the energy iE4 of a half-space is now modified by replacing 
R0(Q by Ro(l) + [(l,)? in the relevant definitions (3.4) and (3.11). It is convenient once 
again to introduce compensating blocks of background which fit together to make the 
jellium background, as was done in 0 2 .  Thus we write (3.11) in the form 

AVgrf(r) = 2 (uP’(r - R(I) )  - Vl_yuri(r)) = AuP’(r, R ( t ) )  (4.2) 

where the compensating block is still centred at Ro(l) even though the ion has relaxed 
to positionR(I). Applying a surface Fourier transformation to (3.5) and using (4.2) we 

1:i3<0 1./,<0 
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Figure 3. Unrelaxed position Ro(I), statically relaxed position R(I) and instantaneous non- 
equilibrium positionX(I) are shown for the Ith ion. c(/j)z is the relaxation of the I3th plane of 
ions. u(l) is the dynamic excursion of the Ith ion. 

A + - 
Anh<o _I 

dz n’-’l(z)AuPs(Gil = 0, z ,  Z ( / 3 ) )  

z dz’ fUrf(Gi, Z ,  z ‘ )  
+ & /2<o? I 
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Here the constant U0 does not depend on the {z(13)}: it contains jellium terms and the 
Coulomb interaction of layers with themselves. Ze is the ionic core charge. The surface 
lattice is assumed primitive. 

To obtain the equilibrium layer positions {z(13)} we demand that the ‘Kanzaki force’ 
F(l )  on each layer 1 be zero: 

Differentiating (4.3) we obtain 

t 

X 

X 

X 

where 

(4.5) 

Note that, even though y(k81, z, z ’ )  = y(k11, z ’ ,  z ) ,  the inhomogeneous screening causes 
the corresponding screened susceptibilities to be unequal, 

Evaluating (4.5) is a computational task of the same order as obtaining the surface 
energy from (3.18). If we wish to relax only a few layers it is possible to solve the non- 
linear equations (4.4) iteratively, using (4.5) at each step. A similar procedure was 
carried out by Landman et a1 (1980) who used only the first two terms of (4.5): that is, 
they neglected screening of the ions and the associated electron-gas compressional 
kinetic energy effects which we include by the furface term in (4.5). These screening 
effects substantially weaken the Coulomb interaction (Perdew and Monnier 1980). 
Landman et a1 obtained a large ( q d  = 20%) relaxation of the first layer at the (110) face 
of Al, but for the most densely packed faces of A1 and Na even the first layer only relaxed 
by 1%. We feel the proper inclusion of screening, as in equation (4.5), will reduce the 
relaxations further and we propose that a linearised lattice statics relaxation scheme will 
be sufficient for all layers except possibly the first. Thus we Taylor-expand the energy 
(4.3) to second order in the layer displacements <(l): 

where p(l) is evaluated at the bulk spacing (i.e. z ( l )  =RQ(I))  and the one-dimensional 
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stiffness matrix D is obtained by differentiating (4.5): 

(4.7) 

To determine the layer displacements we minimise (4.6) with respect to the { ( ( l ) } .  
This is solved by a matrix inversion 

~ ( i )  = ( D - ~ ) ~ ~ , F ~ ( V )  (4.8) 

(4.9) 

and the resultant lowering of energy is 

AE(1ayer) = -42 I p(l)[(l). 

Thus if we choose to allow relaxation of the first M layers of the metal surface, we 
have an M x M matrix inversion to perform. Note that if we relaxed all layers our matrix 
D would be singular since an equal displacement of all layers does not change the energy. 
This well known difficulty of lattice statics is not encountered here as the system is 
stabilised by layers M + 1, M + 2 ,  . . . which are not relaxed. 

When relaxing multiple layers as above it is important to work with a correctly chosen 
pseudopotential ups such that the true density is obtained for the bulk metal at zero 
pressure, as determined from equation (2 .5) .  If this is not done, we expect the layer 
relaxations c(l) from equation (4.8) to increase as the number of relaxed layers, M ,  
increases. This is due to the system relaxing toward bulk density. Even if this occurs, 
however, we might hope the differences (('(1) - c(l + 1) will correctly represent true 
surface effects for the first few layers. 

We should mention the approximate calculations of A1 surface layer relaxation by 
Perdew and Monnier (1980) which agree with some measurements. As they note, 
however, their method is not quantitatively reliable for the less densely packed faces 
(see also Perdew 1982). We expect ours to be a substantial improvement. 

5. Harmonic lattice dynamics 

Assuming that we have found the relaxed static equilibrium positions R(Z) = 
Ro(Z) + [(13)i for the metal surface problem, we can use the energy expression (2 .5)  to 
investigate harmonic motion of the lattice in the Born-Oppenheimer approximation. 
Writing the instantaneous positions of the ions (see figure 3) as 

X(Z) = R(I)  + u(Z, t )  (5.1) 
we obtain the harmonic equations of motion in the usual fashion by expanding (2.5) to 
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second order in the displacements U :  

Here u,denotes the a h  Cartesian component of displacement and M is the ionic mass. 
The derivatives of E are to be evaluated at the equilibrium positionsX(I) = R(1). Assum- 
ing that the bulk crystal structure is preserved in the surface directions ((U = 1,2) :  we 
can solve (5.2) with the ansatz 

u41, t )  = udql, 13) exp(iq1 * R O ( I ) )  exp(-iwt), (5.3) 

thus obtaining (Maradudin et a1 1971, Trullinger et a1 1973) 

Judqll, l3) = 2 D,p(qI', 13, li)up(qll> I ; )  (5.4) 
/3P 

where the dynamical matrix D ,  for a primitive surface lattice, is 

Equation (5.5) is to be evaluated at X ( I )  = R(I) .  
Inserting (5.5) into the expression (2.8) for the energy variation in terms of effective 

one- and two-ion potentials, and Fourier-expanding in the surface direction, we obtain 

Dwg(q1, 1 3 , 1 4 )  = DkPdy(qIi, 13 3 14) + D $ p ( q l 3  1% l4) (5 .6)  

where 

DkPdy(q1, 13, 14) = - S , ~ S ~ S / $ , ~  \-: nFIi(z) 7 vps(k1 = 0, z - ~ 3 ( / 3 ) >  ciz 
a2 1 

M 82 (5.7) 

and 

X [6fi,,@a'p)(q + GI, R3([3), RdlS)) - 61, /j@&,(Gii, R3(/3), R3(l$))I. 

( 5 . 8 )  

Here the derivatives @a' p) and @a', of the two-dimensionally Fourier-transformed 
effective ion-ion potential can be expressed so that the derivatives appear explicitly only 
on the pseudopotential ups and on the Coulomb interaction udlrect, both of which are 
usually known analytically: 

@,'B)(kl,Xf,Xj) = - u ~ : g t ( k , x 3 - x ; )  + dz d z ' f " ' f ( k , Z , Z ' )  



In (5.9) and (5.10) we have used the abbreviations 

(5.11) 

for an arbitrary function f(k11, z )  in two-dimensional Fourier space. Also, y' is the 
symmetrised screened susceptibility defined in equation (4.5a). 

By comparing (5.8)-(5.10) with (3.18) we find that evaluation of any one element of 
the dynamical matrix is a computational task similar in magnitude to that of evaluating 
the surface energy. (The sum over riin (5.8) is rapidly convergent except for G = 0, )  

6. Temperature-dependent surface free energy: Einstein and self-consistent Einstein 
models 

A major goal of this development is to estimate the temperature-dependent lattice 
dynamical contribution to the surface free energy of solid metals. We recall that the 
most reliable surface energy determinations come from liquid surface tension measure- 
ments (Tyson and Miller 1977). It is necessary to extrapolate though freezing and down 
to T = 0 K, in order to make contact with existing microscopicsurface energy calculations 
(Wawra 1975a, b). We concern ourselves here with the solid phase extrapolation. 

In principle it is possible to obtain integrated quantities such as the surface vibrational 
free energy by calculating the frequencies from the dynamical matrix ( 5 . 7 ) ,  (5.8), then 
performing a suitable layer summation and surface zone integration (see, e.g., Mara- 
dudin eta1 1971, Allen and de Wette 1969). This is a formidable task, however, because 
of the complicated form of the effective ionic potentials (2 .9) ,  (2.10). 

Furthermore, such an approach only yields results in the strictly harmonic regime. 
In the face of these difficulties we resort to simpler lattice dynamical schemes, the 
Einstein and self-consistent Einstein models. The latter is capable of describing a degree 
of anharmonicity which is an advantage at temperatures near to, but below, the melting 
temperature. 

6. I .  Non-self-consistent Einstein model 

The 'standard' or 'non-self-consistent' Einstein model postulates that each ion (labelled 
2,) moves in its own independent potential VFwhich is harmonic in the excursion u(Z): 

3 

VF(u(Z)) = 1M a,@= 1 ( U 2 ) n @ ~ a ( l ) U @ ( C ) .  (6.1) 

Here the Einstein frequency matrix U is obtained from an expansion of the total 
energy E (equation (2 .8))  up to second order in the excursion u(Z) = X ( l )  - R(I),  holding 
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all other ionic positions {X(Z’), I’ # I }  constant at their equilibrium values {R(I’ ) } :  

Putting (6.2) into (2,8) and Fourier-expanding all quantities in the directions parallel to 
the surface we obtain one-ion and ion-ion contributions: 

d(2) = ( d ( 2 ) ) i o n  + (02(l))ion-ion (6.3a) 

(6.3b) 

X qy&B ~(GII, R3(111213), R3(1112&?). ( 6 . 3 ~ )  

Here the notation is as in equations (5.8)-(5.12). 
Each symmetric frequency matrix d(Z) has three real eigenvalueso$([), p = 1,2 ,3 ,  

characterising decoupled vibrations in three orthogonal directions. The vibrational 
contribution to the crystal free energy is the sum of harmonic oscillator free energies, 
three for each ion (see Dobson and Ashcroft 1977): 

3 

Fnb = I u = l  kBTln[2sinh(o,(l)/2k~T)]. (6.4) 

Equations (6.3) are written in a mathematical form suitable for metal surfaces, with 
crystal translational invariance broken in the z or ‘3’ direction. Nevertheless for purposes 
of comparison we can also use (6.3) to express the bulk Einstein frequencies w,(bulk), 
provided that nF” in (6.3b) is interpreted as the zeroth-order uniform bulk electron 
density instead of the Lang-Kohn density, while qF appearing in ( 6 . 3 ~ )  is defined as in 
(5.9), (5.10), but with the bulk susceptiblityXbulk in place of xsurf. 

The vibrational contribution to the surface free energy (per unit surface area formed) 
is 

o,ib - - - (2F”b($-space) - F”Ib(bulk)) 
2A 

where A0 is the primitive direct surface cell area. 
In practice we expect only the first layer or two into the surface to have Einstein 

frequencies very different from the bulk. In particular we expect the surface layer to 
have a somewhat altered frequency ~3 for motion perpendicular to the surface. As a 
first approximation, then, only one or two terms in the sum (6.5) will be large. Smaller 
contributions from deeper layers, if significant, can be treated linearly in the difference 
A(&) between frequency matrices (6.3) for surface and bulk systems. Like the static 
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surface energy (3.14), layer sums over such differences can presumably be expressed 
usefully in terms of a '4-4' bulk contribution and a '62' part due to surface effects on the 
electronic screening. 

6.2. Self-consistent Einstein model 

The scheme just described does not allow for anharmonic effects at high temperature. 
Such effects can be partly included by variational schemes of the self-consistent phonon 
type. The simplest variational scheme of this type is the self-consistent Einstein model, 
which is well suited to situations of broken crystal symmetry such as surfaces: see 
Matsubara and Kamiya (1977) and Dobson and Ashcroft (1977). It gives a rigorous 
upper bound on the free energy of a lattice dynamical system, and reduces to the standard 
Einstein model in the limit of small excursions. 

We choose a reference Hamiltonian 2 describing a fictitious set of independent, 
possibly anisotropic, harmonic oscillators: 

1 
320 = E @(1)2/M + Mu(2)  ' W*(Z) ' U@)) 

L I  

where u( l )  is the excursion of the Ith lattice ion about its mean positionR(I). We consider 
{R(I)} and the frequency matrices {w(l)}  to be a set of variational parameters chosen to 
minimise a trial free energy, and capable of describing temperature-dependent changes 
in layer relaxation and thermal motion. This approach differs from the non-self-con- 
sistent Einstein model because, in the latter, CL? is fixed as a second derivative calculated 
at static equilibrium. 

We use (6.6) in conjunction with the Gibbs-Bogoliubov variational principle for the 
exact Helmholtz free energy F. This states that 

F S  Ftrial = FO + Tr[exp(-pkO) (V - V0)yTr[exp(-Pk0)] (6.7) 

= Fo + ( V -  &)I). 

Fo = - kBT In Tr exp( -PXo) 
A proof of this result is given in Feynman (1972), p. 67. In (6.7), 

(6.8) 

is the exact free energy corresponding to the fictitious Hamiltonian (6.6) at temperature 
T = (kBp)- ' ;  vo is the potential part of (6.6) and V is the true lattice potential energy 
which we take as the linear response expression (2.8)-(2.10): 

Q ( N r ) > )  = E({". (6.9) 
Because (6.6) describes decoupled harmonic oscillators, the traces prescribed in (6.7) 
are easily performed quantally at arbitrary temperature (Messiah 1965): 

(6.10) 

= -E Tr[thw(f) coth(lPhw(I))]. (6.11) 

F0 = k B T 2  Tr ln[2 sin(ihpu(r))] 
I 

I 

The expectation value of the true potential Vis 

(@rJ = Eo + c fi(R(C)) + 1 @ y R ( I ) ,  R(1')) (6.12) 

where the thermally smeared ion and ion-ion potentials Kj and fl can be written SO that 

I 1,l' 
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the smearing only enters via modification of the bare pseudopotential and direct ion 
interaction: 

*(R( l ) )  = 1 nle’!(r)Aups(r, R ( l ) ) ,  

v ( R ( l ) , R ( Z ’ ) )  = 1 d3r d3r’X(r, r’)&F(r,  R(Z))&uPS(r’, R ( l ’ ) )  

Here, 

+ iPrec t (R( l )  - R(Z’)).  

(6.13) 

(6.14) 

huPs(r, R(Z)) = d3kup’(k) exp[-lk * ;4l) . k ]  exp[ik a ( r  - R ( l ) ) ]  

- ublock(r - ~‘(4) (6.15) 

is the potential due to a thermally smeared pseudo-ion. minus a block of positive 
background, and 

x exp[ik @ ( I )  - R(Z’))] (6.16) 

In (6.15) and (6.16), the mean-square excursion matrix y has elements yap(l) = 

y(Z) = (h/2m)u(T)-’ coth(@w(l)). (6.17) 

(In (6.10)-(6.17), a function f ( w )  of a matrix is defined as a matrix with the same 
eigenvectors as U but with eigenvalues cf(u,). p = 1, 2, 3). Thus in particular 
Tr f ( U) =Xi= f ( up) .) If udlrect is the Coulomb potential, isotropic thermal smearing has 
essentially no effect on udlrect(R - R ’ )  when lR - R ’ (  2 U R M S ,  because of Gauss’s theo- 
rem. For anisotropic smearing, however, multipole terms are present in f id l r ec t .  

In principle one could obtain the optimal bound on the vibrational free energy 
directly from (6.7) by varying {u(l)} and {R(Z)} numerically until the trial free energy 
(the sum of (6.10), (6.11) and (6.12)) is minimised. In practice it may be preferable to 
obtain the frequencies from an equation similar to (6.3). By taking the derivative of 
(6.10)-(6.17) with respect to the elements of u(l), one can formally obtain the minimi- 
sation equation for the trial free energy in the form of an equation for U’ similar to the 
non-self-consistent equation (6.3): 

is the thermally smeared direct ion-ion potential. 

(ud l )  ua(l)) and can be evaluated as follows: 

d = as in equation (6.3) with w + a (6.18) 

That is, d has been expressed as a second derivative of a self-consistent potential (which 
involves a? itself via the smearing implicit in the potentials * and e). 

Varying the free energy with respect to the {R(Z)} one also obtains a condition that 
the self-consistent ‘Kanzaki forces’ are zero (see for example Matsubara and Kamiya 
1977) : 

(6.19) 

i [;::;cl). 

0 = Fp(l)  = -aFt*al/aR.(r). 

This equation will govern thermal expansion of the lattice. 
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Putting the self-consistent solutions {w(Z)} and {R(Z)} into (6.7) using (6.10)-(6.17) 
we obtain the optimal Einstein bound Ftr ia lSopt  on the free energy of a simple metal 
system, be it a bulk or a surface configuration. This bound is rigorous to the extent that 
the effective potentials wand er of equations (2.8)-(2.10) are an adequate description 
of the lattice dynamical potential. The vibrational part of the free energy is given by 
subtracting the static energy (2.8) from the sum of (6.12), (6.11) and (6.10): 

FVib(self-consistent) = Tr {ln[sinh(thpw(Z))] - 4hw(E) coth(th/3o(Z))} 
I 

(6.20) 

To obtain the vibrational contribution to the surface free energy, we subtract the 
bulk energy from that of two surface systems. This unfortunately means we have lost the 
rigorous variational character of the solution, if we treat both bulk and surface systems 
via (6.20). Nevertheless, such a model is sensible for two reasons: 

(i) Because the trial free energy Ftrla1 is an extremum in the true thermal ensemble, 
it is relatively insensitive to departures from the correct ensemble. Thus our Einstein 
model gives not only a bound on the free energy, but also a reasonable approximation. 
(The approximation is worse for, say, the mean square excursion. which is not the 
extremised quantity.) 

(ii) At very low temperatures where low-lying long-wavelength modes presumably 
invalidate the Einstein model, the vibrational free energy is only a small part of the total 
surface energy. 

Thus finally we arrive at our self-consistent Einstein result for the total 
temperature-dependent surface free energy including some anharmonic effects: 

(6.21) 

where d'"' is given by (3.14), and Pb(surf)  and Pib(bulk) are the self-consistent 
solutions (6.20). 

a(T) = dtatic + (1/2A) [2P'b(surf) - P'b(bulk)] 

7. Summary and discussion 

We have obtained explicit ab initio expressions for a number of quantities relating to 
simple metal surfaces, within electron density functional theory: 

(i) We give the unscreened inhomogeneous surface electronic susceptibility 
f ( q l ,  z ,  z ' )  as an integral over real solutions vf;(z), v;(z) of the one-dimensional 
Lang-Kohn Schrodinger equation for a jellium surface. (f is defined by equations (A7) 
and (A19) of the Appendix, and is evaluated in equations (A31).) 

(ii) The self-consistently screened surface electronic susceptibility x(q, ,  z ,  z ' )  is 
defined by equations (A32) and (A33), and can be obtained numerically by solving the 
integral equation (A38). 

(iii) The q + x limiting behaviour of both f ( 4 ,  z ,  z ' )  (equation A50) and 
x(q , z ,  z ' )  (equations (A46) and (A48)) has been found. 

(iv) We have proposed a simple ansatz 

x(q11, z , z ' )  - Xb"'k[ql,, z - 2': f i  = t ( n ( z )  + W))]  
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for the self-consistently screened surface response in terms of the equivalent bulk quantity 
at an average electron density ri determined from the zeroth-order densities at z and z ' .  
We do not propose such an ansatz for the unscreened susceptibility, however. We have 
found that such an ansatz seems to work quite well, as tested so far on calculations of the 
total energy of systems containing discrete ions (see Chakravarty et a1 1981, Rose and 
Dobson 1981). We do not, however, know at present how well the ansatz works when 
compared point-by-point with exact numerical values referred to in item (ii) above. 

(v) We have expressed the total energy of an inhomogeneous metal (up to second 
order in the ion pseudopotentials) in terms of ~ ( r ,  r ' )  and the ionic positions {X(I )}  
(equation (2.8)). 

(iv) We have used (v) to obtain an expression for the static ( T  = 0 K) surface energy 
of any perfect face of a simple metal (equations (3.14)-(3.18)). We have evaluated this 
expression elsewhere (Rose and Dobson 1981), and find agreement with available 
experimental data across a range of simple metals and faces (see also paper I1 of this 
series). 

(vii) We have obtained an expression for the linear static relaxation of ionic layer 
spacings near a simple metal surface (equations (4.8), (4.9) with (4.5) and (4.7)). 

(viii) The surface dynamical matrix D,p(q,, I ,  1') is given by equations (5.6)-(5.12). 
These results are similar to those of Inglesfield (1979), but refer to simple metals so that 
a much simpler susceptibility Xcan be used. 

(ix) The temperature-dependent harmonic vibrational contribution to the surface 
free energy is given approximately by equation (6.5) with the definitions (6.3). An 
anharmonic (self-consistent Einstein) result, which should yield improved results near 
melting, is given by (6.21) together with (6.20) and (6.12)-(6.15). 

We defer discussion of our results (i)-(viii) to later papers in this series. We would, 
however, like to comment at this stage on a possible further use of the self-consistent 
Einstein lattice vibration calculation developed in 8 6 of the present paper. 

In a previous publication (Dobson 1977) one of us noted that the smeared? pair 
potential from the self-consistent Einstein approach can be substituted into the usual 
expression for the harmonic dynamical matrix, giving a modified matrix D". The result- 
ant phonon frequencies were shown, for the case of the soft modes of the quantum 
crystal metallic hydrogen, to agree quite well with the results of a full self-consistent 
phonon calculation incorporating anharmonic zero-point motion. 

The relevance of this to the present work is that some metal surfaces may have 
temperature-dependent structural instabilities which will presumably be heralded by a 
softening of the surface phonon frequencies obtained from the self-consistent surface 
dynamical matrix DFp (4 ,  , l , l ' ) .  See Trullinger and Cunningham (1973a, b) and Trullin- 
ger et a1 (1973). A good approximation to Dsc in the case of large surface thermal motion 
may well be obtained by using our thermally smeared surface potentials (6.13) and (6.14) 
in our expressions (5.6) and (5.8) for the harmonicsurface dynamical matrix. We believe 
this would be the first truly ab initio theory of temperature-dependent surface 
reconstruction. 

Appendix. Formulae for self-consistently screened surface response function 

We consider electrons moving in an external potential VI;"(z) due to a half-space of 
t 'Smearing' due to lattice motion should not be confused with 'screening' due to electron polarisation. All 
our ion-ion potentials are 'screened' via the screened electronic susceptibility x. 
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uniform jellium background, plus an external three-dimensional perturbation AVp,(r) 
due to replacement of the jellium background by discrete pseudopotential ions. The 
self-consistent Kohn-Sham equation (Kohn and Sham 1965) is 

- - Vz + VkK(z) + AV"'(r) Y d r )  = &kYk(r). 

Here the total self-consistent potential energy is composed of external, exchange- 
correlation and self-consistent Coulomb terms; 

~ K ( ~ )  + AV"'(r) = VJ?"(z) + AVp,(r) + px&n;K(z) + An(r)) 

where h c ( n )  is the exchange-correlation contribution to the chemical potential of a 
uniform gas of density n.  

The total self-consistent electron density is 

where EF is the Fermi energy and the factor 2 accounts for spin orientations. 
The zeroth-order problem is the one-dimensional jellium problem solved by Lang 

and Kohn (1970). It is characterised by the conditions AV,,, = 0 = AV"', An = 0 ,  with 
normalised wavefunctions 

W) = (2/Q)' e x p [ i ( b  + k Y ) l  V l k , ( Z )  

& = h21k12/2m + pxc(l i )  + q(- m) = h21kI2/2m + vk"(- m ) .  

(A41 

(A51 

and eigenvalues 

The total zeroth-order self-consistent potential is V,'"(z>. (Lang and Kohn (1970) des- 
ignate it by Veff(n, z ) . )  The wavefunctionYj in (A4) has been box-normalised in a large 
volume Q = A x L ,  and the real one-dimensional Lang-Kohn wavefunctions have the 
following asymptotic behaviour deep inside the metal: 

y l k ( z )  - sin[kz - y ( k ) ] .  (A61 
z + - x  

y(k) is a phaseshift introduced by Lang and Kohn (1970), hc(li) is the exchange- 
correlation potential at z + - = where the density has the bulk value f i ,  and q( - m) is 
the electrostatic potential there. 

A.1.  The unscreened response function 

We temporarily assume the self-consistent potential perturbation to be known, and to 
have a sinusoidal variation parallel to the metal surface: 

A1/sc(r) = AV'(z) cos(q . r ) ,  (A71 

[-(h2/2n2)V2 + V ~ " ( Z )  + Al/"'(z) COS(q r)]W = CY. (A8) 

4 = q x x  + 4 ) Y .  

The Schrodinger equation for the perturbed Kohn-Sham eigenfunctions is 

The first-order correction, SW, to the zeroth-order Lang-Kohn solution Yp(r) satisfies 

[-(h2/2m)V2 + VbK(z) - & ] I Y d r )  = -AVSc(z) cOS(q1 * r)Yxr). (A9) 
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The right-hand side of (A9) can be written 

Thus the wavefunction correction is 

The solution of (All)  is 

fkq(z) = 1: dz‘ G(zz’ ,  Ekql) AVSC(z’) vk,(z’)  

where 

E,  = R - (h2/2m> (kll + 4Ill2 

and G is the one-dimensional Green function satisfying 

The boundary conditions for (A14) must be specified. If we assume the perturbation 
to be switched on adiabatically from time t = - m, then causality demands that (A10) 
must represent waves travelling outward along the z axis as 1 z I + m, wherever the kinetic 
energy 

(h2/2m) p 2 ( z )  = E - vtK(z) (A15) 
is positive. Wherep2(z) is negative, the solution must decay as 121 + m, The boundary 
conditions for (A14) are therefore 

constant x exp(-ilp(-m)lz) p 2 ( - = )  > o  (A16a) 

(A16b) i constant x exp( + lp( - E) 1z) p 2 ( -  < 0, 
G ( z , z ‘ : E )  - 

z + - x  

G ( z ,  z’ ,  E )  - constant x exp( - 1p( + m) 12). 
Z’+X 

It should be noted that the energy (A13) can take on ‘unphysical’ values below the 
minimum value of the potential VkK(z). In such cases the Green function is damped as 
z + - CI:, though it is oscillatory there for the ‘physical’ range of energies. On the other 
hand, (A13) is always less than which ensures that the Green function is always 
damped as z + + CQ, corresponding to the classically forbidden region outside the metal. 

A linear expansion of (A3) gives the perturbation to the electronic number density 
as 

An(r) = 4 Re( ik 7 < k p  vp*(r) dyk(r)). 

An(r) = cos(q1l . r )  I dz‘p(q11, z ,  2’) AVsc(z‘) 

( A W  

Using (A10) and (A12) we then obtain 

(‘419) 
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where the unscreened surface susceptibility is 

There are two possible approaches when evaluating the one-dimensional Green 
function G. The first approach employs the eigenfunction expansion, with causality built 
in: 

L 
~ ( z ,  z ’ ,  E )  = t1-0- lim ZX k; yk,(Z) ?#k,(Z‘) ( E  - E&, + iq)-l. (A21) 

Here L is the length of the normalisation ‘box’, and the prefactor (2/L) arises because 
of the normalisation condition (A4). Using (A21) in (A20) we have 

Here 

4 +qi,k,  = (h2/2m) [ ( k l ~  + q1J2 + k:2]*  
The expression (A22) can also be derived directly from (A8) with the aid of time- 

dependent first-order perturbation theory which naturally gives the imaginary term, iq, 
as a result of switching on the perturbation adiabatically. The kl integration in (A22) can 
be done analytically, yielding 

where 

LY = qf + ki2 - kf,  S = sgn(a) 

and 

P2 = max[O, 2 - 4qf(@ - k:)].  

(A23a) 

(A23b) 

(A23c) 

There are two difficulties with this approach. Firstly, the zeroth-order eigenfunctions 
q k ;  are required for arbitrarily large energies. One can presumably avoid solving the 
Schrodinger equation numerically for very large energies, however, since the WKB 
approximation will be adequate when the kinetic energy is sufficiently dominant over 
the potential energy, so that the wavelength is very short. Secondly, the convergence of 
(A23a) does not appear to be very rapid. 

The second approach to numerical evaluation of (A20), which was suggested to us 
by E Zaremba, proceeds by construction of the one-dimensional Green function 
G(z,  z’;  E )  out of ‘left’ and ‘right’ solutions $ ( z ) ,  q;(z)satisfying 

h2 d2 + V F ( Z )  - E )  q i ( z )  = 0. i- 2mdZ2 (A24a) 

Like the Lang-Kohn eigenfunctions (A6), these solutions are labelled by their wave- 
number deep inside the metal: 

(A24 b)  p =p(-”c) = (2m)W’(E  - V~“(W))1’2. 
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Here, however, p may be imaginary since (A20) calls for the Green function at a range 
of energies E including 'unphysical' values below the minimum value of the potential 

The 'right' solution has the same boundary condition (A17) as the Green function, 
V&). 

forz- 00: 

q l ( z )  - constant x e-" 
z-+= 

(A25a) 

where 

K = (2m)'/*h-'( viK( + m) - E )  ' 1 2  > 0 (A25b) 

is the decay constant outside the metal. The 'constant' in (A25a) is chosen to make y- 
agree with the Lang-Kohn eigenfunction, for real p and z + - 00, while the choice is 
made for later convenience in the case p2 < 0: 

(A25c) 

The 'left' solution yp has the same boundary condition (A16) as the Green function, for 
z - t~ ; we choose the following normalisation, involving the phaseshift yp specified in 
(A6): 

The behaviour as z + + 00 is then a growing exponential: 

y;(z) - constant e+" 
z - + a  

(A26a) 

(A26b) 

with R a s  in (A25b). 

constructed in the usual fashion: 
The Green function with the correct discontinuity in slope at z = z' can now be 

Here z ,  = max(z, z ' ) ,  z< = min(z, z ' )  and W(f, g) = f dg/dz - g dfldzis the Wronskian 
of two functions. From the Schrodinger equation (A24a) it is easily shown that 
W(I$+, I$-) is independent of 2, for two solutions I+' of the same energy. Thus we may 
evaluate W from the z + - m forms of q' and q-: 

W Y l ,  v i )  = - IPI. (A281 

The fact that W has the same form for real and imaginary p is not automatic, but was 
ensured by careful choice of the asymptotic forms (A25c) and (A26a). In evaluating the 
response function (A20) we require the real part of G which, from (A27) and (A28) is 

Re G(z ,  z ' ,  E )  = (2m/fL2jP/) v&>) y;(z<). (A291 

Here Ijlcp(z) is the real part of y;(z). It satisfies (A24a) with the boundary condition 

Note that, for 'physical' energies EF >E > ~ " (  - m) corresponding to real values of p, 
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q$ is the ‘cosine’ solution complementary to the Lang-Kohn eigenfunction I/Jl (the ‘sine’ 
solution). 

The unscreened surface response function is now found from (A29) ,  (A24b) and 
(A20)  : 

(A31a) 

(A31c) 

(see equation (A20)) ,  and y l  and 
with energy 

are solutions of the Schrodinger equation (A24)  

E = VkK( - C O )  + (h2/2m)k2 

and boundary conditions (A25)  and (A30);  these solutions must, in general, be obtained 
numerically. 

A.2 .  The self-consistent screening equation 

The unscreenedsusceptibility 3t) was defined as the density response to the total (screened) 
potential AV‘. We now define the self-consistent (screened) susceptibility x(qll,z,z’) in 
terms of the linear electron density perturbation resulting from an external (unscreened) 
potential AV,, localised at z’ on the z axis and varying sinusoidally in the xy plane. 

Thus if 

AV,,(r) = CYUS(Z - z ’ )  COS(q1, ’ r) CY-0 (A32)  

then 

To find an expression for x(q11, z ,  zf )  we linearise the self-consistency equation ( A 2 ) ,  
obtaining 

An(r2) 
Ir1 - r2l 

AV‘(r1) = AVps(rl) + &(z1)An(r1) + e 2 1  d3r2- 

where 

Substituting (A33)  and (A32)  into (A34)  and performing the surface part, Jdr2dy2, of 
the r2 integral, we find 
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We now multiply throughout by f (q l j ,z ,  zl) and integrate with respect to zl. Then, after 
using (A19) and (A33), we can cancel Cucos(qi1 r) throughout to give the integralequation 
for the screened susceptibility: 

x(q'l,z,z') =Xo(qij,z,z') + j & l Q ( q ~ , z s Z J  X ( q I t z ~ , z ?  (A371 

where 

Equation (A37) must be solved numerically (e.g. by discretising it and using matrix 
inversion). Analytic solution is not possible because f lacks translational invariance. 
(Note that in (A36) and (A38) the quantity exp(-qll/zl - z21)/qll is to be replaced by 
- /zl - 221 if 411 = 0.) 

A.3. Tests and limiting cases 

To see the kind of behaviour embodied in the unscreened response formula (A31) we 
consider the artificial case of non-interacting electrons confined to the half-space z < 0. 
Thus we fix the zeroth-order potential as 

Then, for z < 0, 

(A39a) 

(A39b) 

(A39c) 

Using product-to-sum trigonometric identities in (A31) we obtain a particularly simple 
result when q , ~  = 0: 

('440) X ( q  = 0, 2, 2') = XO(L)( / z  - 2' 1)  + XO(L)( / z  + 2' 1 )  
- 2x"'"'((jz - 2'1 + / z  + z'j)/2). 

Here 
4m cos(k,z) sin( k,lz 1 )  

f ' L ' ( z )  = - - n2k$) 
(2n)3fi2 ( d3k kz 

is readily shown to be the one-dimensional Fourier transform of the Lindhard function 
f ( " (q )  (Lindhard 1954): 

(A42b) 

The first term in (A40) represents bulk-style response due to electrons moving directly 
from disturbance z' to reception at z ;  the second term represents electrons reflected off 
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the infinite potential barrier before reception. The third term ensures that x = 0 if z or 
z ’  = 0, a necessary property since the unperturbed eigenfunctions vanish there. This 
third term is the ‘interference’ term of Garrido et a1 (1979). After some algebra it can 
also be related to the ‘non-diagonal response’ A Q , q , q , ( ~  = 0) of Newns (1970). For 
41, # 0 the result is not so simple, but the same basic physics emerges. 

With the more realistic smooth self-consistent jellium potential VkK(z), there is no 
one place (such as z = 0, as above) where electrons all suffer reflection, so the type of 
behaviour described above for the infinite-barrier problem could be smeared. By per- 
forming an asymptotic expansion of (A31) using (A25c) and (A30) we have shown, 
however, that ‘reflected Friedel oscillations’ persist in f(q1 z ,  z ’ )  for values of z well 
inside the bulk, even though V“,K(Z) is smooth. This is due to reflection of Fermi surface 
electrons at a well defined location. 

Although the response formula (A31) and the screening equation (A37)-(A38) must 
be treated numerically in general, an approximate analytic solution is available when 
qi b 2kF. In this case the ‘right’ and ‘left’ solutions $, ?& appearing in (A31) may be 
evaluated in the WKB approximation, because the ‘wavelength’ Ip(z)l-’ (equation 
(A15)) is always much shorter than the scale length&’ of the potential a“ (see also 
equation (A31c)). The WKB wavefunctions satisfying (A25c) and (A30), for the imag- 
inary values o fp  which are relevant here, are 

(A43a) 

(A43b) 

where zo is a point well inside the metal so that ~ K ( ~ , )  -VkK( - x ) .  The quantityp(z) 
is defined in equation (A15). Thus 

Since ?#k,(z) in (A31) is an occupied physical orbital, it cannot vary on a spatial scale 
smaller than about kF1. (The decay constant outside the metal does not greatly exceed 
kF so the above statement holds for all 2.) For 41; 9 2kF7 the exponential in (A44) cuts off 
on a much smaller scale and accordingly, for purposes of evaluating (A31), we approx- 
imate it by a delta-function: 

- - q z >  - z<)/1p2(z>)l - - q z >  - 2<)/4?. (‘445) 

Thus the response function (A31a) becomes local and depends on the wavefunctions 
only through the density: 
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This will be an adequate approximation when one integrates f with a slowly varying 
(A 2 k;') function of 2. 

In the same limit 411 % 2 k ~ ,  the screening kernel Q of equation (A38) becomes 

Replacing the exponential in (A47) by a delta-function as before, we have a local kernel 
and so (A37) can be solved giving 

where 

A(ql, z) = 4mnLK(z)/h2qi* 

We stress that (A48) is valid in the context of integration with functions of z whose scale 
length is k;' or longer. It is also apparent that the screening becomes ineffective at very 
large q 1 .  
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