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Labor market regulations that constrain the ability of firms to adjust employment 
levels are an important and controversial public policy issue in many countries 

around the world. Popular support for such regulation is quite high, and proposed 
changes often give rise to strong emotional reactions by opponents and proponents. 
For example, a recent proposed relaxation of firing rules for younger workers in 
France had to be withdrawn because of mass demonstrations.

There is considerable variation in the extent of labor regulation across countries, 
however (see Table 1). Given this variation, the impact of these policies on growth 
and employment at the national level is an important question for research. While a 
number of papers have examined this at a macro level (e.g., Edward P. Lazear 1990, 
Juan C. Botero et al. 2004), there have been very few microeconomic cross-country 
empirical studies of the impact of labor market rigidities on firm-level outcomes.

An important channel through which labor market rigidities could affect aggre-
gate growth would be by impeding reallocation of resources across firms, which 
should be reflected in labor choices made at the firm level. In this paper, we exploit 
a unique cross-country dataset to examine whether and how labor regulations affect 
flexibility and input decisions at a microeconomic level. Our dataset, which was 
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Do Labor Market Rigidities Have Microeconomic Effects? 
Evidence from Within the Firm†

By Francine Lafontaine and Jagadeesh Sivadasan*

We exploit a unique outlet-level dataset from a multinational chain 
with over 2,500 outlets in 43 countries to investigate the effects of 
labor regulations that protect employment. The dataset contains 
information on output, materials, and labor costs at a weekly fre-
quency over several years, allowing us to examine the consequences 
of labor market rigidity at a much more detailed level than has been 
possible to date. We find that higher labor market rigidity is associ-
ated with significantly higher levels of hysteresis. We also find some 
evidence that labor costs are less responsive to sales revenue in more 
highly regulated markets. (JEL: E24, J08, J23, K31, M51)
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obtained from an international fast-food chain, provides information on labor choices 
at a weekly frequency across more than 2,500 outlets in 43 countries, over multiple 
years. Confidentiality restrictions prevent us from disclosing the name of the com-
pany and also specific information on some of the variables in the dataset. Hereafter, 
we refer to the firm as the “Company” and its main product as “the product.”1

To our knowledge, ours is the first cross-country study to use establishment level 
data to examine the consequences of rigidity in labor market regulations on firm 
behavior. The paper closest in spirit to ours is by Ricardo J. Caballero et al. (2004), 
and uses cross-country 3-digit ISIC UN data to test for the effects of labor regula-
tion (also measured per the index in Botero et al. 2004) on adjustment costs. They 
find that adjustment costs are greater in countries with more rigid labor regulation, 
and that these effects are stronger for countries that have better law enforcement. 
In recent work, John Haltiwanger, Stefano Scarpetta, and Helena Schweiger (2006) 
also find that gross industry-level job turnover is affected by labor regulations.2

1 The product is a common fast-food item and, for the purposes of thinking about our results, the reader may 
consider her favorite fast-food item as the product here.

2 Other important papers that have examined the impact of labor regulation include Olivier Blanchard and 
Justin Wolfers (2000), who examined the effects of labor regulation on European unemployment, and Timothy 
Besley and Robin Burgess (2004), who analyzed the impact of variations in labor protection legislation across 
states in India. Thomas Piketty (1997) compares the distribution of employment across industries in France and 

Table 1—Index of Regulation Affecting Labor Hiring and Firing Flexibility

Country Code
Botero 
index

GCS 
index Country Code

Botero 
index

GCS 
index

Russia RUS 0.410 − 0.156 Turkey TUR − 0.015 − 0.074
Portugal PRT 0.391 0.233 Ecuador ECU − 0.021 0.128
France FRA 0.327 0.293 Bolivia BOL − 0.045 0.010
Spain ESP 0.327 0.185 Egypt EGY − 0.049 NA
Netherlands NLD 0.308 0.112 Australia AUS − 0.066 − 0.022
Germany DEU 0.284 0.450 Colombia COL − 0.074 0.129
Venezuela VEN 0.233 0.083 Ireland IRL − 0.075 − 0.024
Poland POL 0.222 0.023 South Africa ZAF − 0.097 0.237
Panama PAN 0.207 0.192 Singapore SGP − 0.106 − 0.218
Dominican Republic DOM 0.179 − 0.057 Israel ISR − 0.129 − 0.130
Mexico MEX 0.177 0.092 United Kingdom GBR − 0.135 − 0.153
Denmark DNK 0.155 − 0.193 Morocco MAR − 0.156 − 0.048
Brazil BRA 0.150 − 0.121 Canada CAN − 0.156 − 0.127
Greece GRC 0.101 0.077 Malaysia MYS − 0.229 − 0.008
Belgium BEL 0.096 0.116 Hong Kong HKG − 0.248 − 0.225
Lebanon LBN 0.085 NA Japan JPN − 0.254 0.107
Philippines PHL 0.058 0.136 Jamaica JAM − 0.255 0.021
Chile CHL 0.056 0.077 New Zealand NZL − 0.257 − 0.005
Sri Lanka LKA 0.051 − 0.060 Honduras HND NA 0.070
Peru PER 0.045 − 0.080 Guatemala GTM NA − 0.062
Taiwan TWN 0.036 − 0.153 Costa Rica CRI NA − 0.117
Switzerland CHE 0.034 − 0.139 Haiti HTI NA − 0.132
Korea KOR 0.028 − 0.039 Nicaragua NIC NA − 0.142
India IND 0.026 0.338 El Salvador SLV NA − 0.167
China CHN 0.014 − 0.098 Iceland ISL NA − 0.193

Notes: The Botero index of labor regulation is from Botero et al. (2004). The GCS index of hiring/firing inflexibil-
ity is constructed using data from the 2002 Global Competitiveness Survey. Both indices are demeaned. Larger 
values indicate less flexibility in hiring and firing regular and temporary workers.
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Our data present some unique advantages that we rely on in this study. First, 
the data cover outlets of the same firm operating under a single, common brand 
worldwide. In other words, we are comparing decisions at outlets that produce basi-
cally the same output using the same technology around the world. Thus, these 
comparisons are unaffected by firm-specific policy and technology differences that 
could confound other firm-level cross-country studies. Second, the availability of 
high frequency data at the outlet level allows us to include outlet, outlet-year, and 
outlet-year-season fixed effects in our analyses, thereby controlling for a variety of 
factors that could confound analyses of more aggregate data. Finally, most firm-level 
studies of labor rigidity and adjustment costs use annual data, which, as pointed out 
by Daniel S. Hamermesh and Gerard A. Pfann (1996), can hide a lot of turnover that 
occurs within the year.3 Our data allow us to examine weekly employment decisions 
and thus capture these changes.

We model the effect of an increase in the rigidity of labor regulation as an 
increase in the cost of adjusting labor levels. We generate testable implications first 
by examining a simple model of optimal labor choice based on a Cobb-Douglas 
production function, combined with quadratic adjustment costs and quadratic 
costs of being off-equilibrium. This model yields two important implications that 
we bring to the data, namely: increases in rigidity increase the persistence of labor 
decisions, as reflected in an increased elasticity of labor costs with respect to lagged 
labor costs; and increases in rigidity reduce the responsiveness of labor costs to 
changes in output (revenue).4 Both of these implications are intuitive, and the for-
mer has been tested extensively in a number of previous studies (see Heckman and 
Pagés 2004 for a review). Our tests on simulated data in a more general dynamic 
optimization framework show that these predictions also hold for asymmetric lin-
ear and for lump-sum, hence nonconvex, adjustment costs, and for independently 
and identically distributed, as well as persistent, shocks.

Results from our baseline specifications suggest a strong effect of labor regula-
tions on labor choice at the outlet level. For the labor regulation index developed by 
Botero et al. (2004), our estimates imply that the effect of a one standard deviation 
change in lagged labor on current labor demand is higher by 9.3 percentage points 
(increased from 17.3 percent to 26.6 percent) in a country that has the regulation 
index one standard deviation above the mean. For the revenue elasticity, we find that 
the effect of a one standard deviation change in revenue on labor demand is lower 
by 4.6 percentage points (from 27.0 percent to 22.4 percent) in a country where the 

the United States, and finds a large relative deficit in employment in the retail and hospitality sectors in France, 
which he attributes to the high cost of unskilled labor there (which, in turn, he attributes to the regulatory regime). 
A large literature has also examined the effect of labor regulation on overall employment levels, labor turnover, 
and unemployment duration using household survey data (see John T. Addison and Paulino Teixeira 2003, or 
James J. Heckman and Carmen Pagés 2004, for reviews of this literature). Victor Aguirregabiria and Cesar 
Alonso-Borrego (1999), and Amil Petrin and Jagadeesh Sivadasan (2006) consider the effect of increasing labor 
regulation on firm behavior within a country. A separate literature has looked specifically at the nature of labor 
adjustment costs, including whether they are symmetric, convex (smooth), or nonconvex (s, S) (see Stephen Bond 
and John Van Reenen 2007 for a review).

3 Examples of the use of higher-frequency data include Patricia M. Anderson (1993) and Hamermesh (1989), 
who used weekly and monthly data, respectively. See Hamermesh (1993) for a review.

4 Because of our data, we modify the standard model slightly to yield a regression specification of log labor 
costs on lagged log labor costs and log revenue.
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regulation index is one standard deviation above the mean. The statistical signifi-
cance and the magnitude of the effects are very similar when we use an alternative 
measure of hiring/firing inflexibility obtained from the 2002 Global Competitiveness 
Survey (GCS).

We use a number of strategies, including: 
	 •	 examining the effect of labor regulation on materials costs
	 •	 incorporating interactions of per capita gross domestic product (GDP) and 		

	 other country-level variables
	 •	 examining within-country changes, and
	 •	 vector autoregression (VAR) estimation
to address various potential identification issues. We find that our results concerning 
increased hysteresis in labor costs are robust across all our specifications. The find-
ing of negative correlation of revenue elasticity with labor regulation holds in most, 
but not all, of our specifications.5

The rest of the paper is organized as follows. Section I describes the theoretical 
motivation for our empirical analysis. Section II discusses the data and key vari-
ables. Section III reports results from the baseline specification and the robustness 
to using an alternative measure of the rigidity of labor regulations. Section IV dis-
cusses potential identification issues and reports the results from robustness checks 
to address these issues. Section V reports estimates of the extent of dampening of 
labor adjustment induced by labor market regulations. Section VI concludes.

I.  Theory and Econometric Specification

A standard test for the presence of labor adjustment costs is to examine whether 
hysteresis in labor demand (i.e., elasticity of current period labor with respect to 
lagged labor) increases with adjustment costs (Katharine G. Abraham and Susan N. 
Houseman 1994; several studies in Heckman and Pagés 2004). The intuition behind 
this effect is that with increased adjustment costs, firms facing demand or productiv-
ity shocks would not adjust fully from previously chosen labor levels.6 Similar rea-
soning suggests that the observed elasticity of labor demand with respect to output 
would be lower in the presence of adjustment costs.

In what follows, we present a very simple model with quadratic adjustment 
costs that formalizes these predictions and provides a framework for our empirical 
analyses below.7 The model draws on Heckman and Pagés (2004), who drew on the 
work of Charles C. Holt et al. (1960).

5 We also undertook a series of additional robustness checks discussed in Section IVE.
6 Another interpretation is that when faced with adjustment costs, firms would not adjust at all unless the 

shocks are sufficiently large. The former (partial adjustment) occurs in models with symmetric strictly convex 
adjustment costs, while the latter (lumpy adjustment) is the case in models with fixed costs. In either case, taking 
an average over a number of firms facing uncorrelated shocks, the correlation of current period labor with prior 
period labor would be higher when adjustment costs are higher (see Section IB).

7 The simplifying assumption of quadratic adjustment costs makes this model very tractable. In the next sec-
tion, we verify that the predictions derived here are robust to using a more general dynamic optimization model 
with other assumptions about adjustment costs.
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A. A Simple Model of Labor Demand with Quadratic Adjustment Costs

Let the optimal labor choice at date t be determined by a static theory. Assuming 
a Cobb-Douglas production function, outlet-level output is given by 

(1) 	  Qt = Θt ​L​t​ 
α​ ​M​t​ β​,

where Qt is the quantity of output produced by the outlet in period t, Lt is the level of 
labor used, and Mt represents materials. This specification assumes that the capital 
stock is fixed, so that the productivity term Θt can be interpreted as a Hicks-neutral 
total factor productivity term augmented by firm-specific capital stock.8

Assume the outlet faces an iso-elastic demand curve Pt = Λt ​Q​t​ 
1/μ​, where Pt is the 

price per unit of output in period t, Λt represents demand shifters, and μ is the own-price 
elasticity of demand.9 The outlet’s profit function is Πt = Pt Qt − Wt Lt − St Mt, where 
Wt is the wage rate per unit of labor in period t, and St is the price per unit of material. 
Assuming inputs are supplied competitively, first-order conditions yield optimal labor 
and materials input demand functions conditional on output (sales revenue) and input 
prices. Since input prices and quantities are not separately observable in our data 
(see Section II below), we derive input demand equations in terms of labor cost ( bt = 
log (Wt Lt ) ) and materials cost ( ft = log ( St Mt ) ), which are observable.

In the presence of adjustment costs, at any time t, the outlet may not choose 
labor levels corresponding to the static equilibrium. Let the cost of being off the 
static optimum be quadratic in log labor costs ​c​t​ 

o​ = γo ​( ​b​t​ 
*​ − bt )​ 2​, where γo > 0. 

Additionally, assume a cost of adjustment that is, again, quadratic in log labor costs: ​
c​t​ 

a ​ = γa​ ( bt − bt−1 )​ 2​. The optimal policy then minimizes the sum of the cost of being 
out of static equilibrium ( ​c​t​ 

o​) and the adjustment cost ( ​c​t​ 
a​ ). This yields the following 

equation for optimal labor cost: 

(2) 	  bt = ω j bt−1 + ( 1 − ω j )rt + ( 1 − ω j ) log α′,

where α′ = α ( 1 + ( 1/μ ) ), ω j = ​γ​a​  j​ /( ​γ​a​  j​ + γo ), small cap variables indicate logs, 
and rt = log ( Pt Qt ) stands for the log of sales revenue. In this setting, labor regula-
tions that affect labor market flexibility would be expected to increase adjustment 
costs. Hence, in the above equation, we expect the adjustment cost parameter in 
country j, ​γ​a​  j​, and thus ω j, to be an increasing function of the labor regulation index 
(i.e., ​ω ​a​ j ​= f ( τ  j ), ∂f/∂τ > 0, where τ  j = index of labor regulation in country j ). 
Using the first-order approximation for ω j, ω j ≃ a0 + a1τ  j, yields the following 
econometric specification: 

(3) 	  bit = ( a0 + a1 τ  j )bi,t−1 + ( 1 − a0 − a1 τ  j ) rit + ( 1 − a0 − a1 τ  j ) log α′

	 = γ bi,t−1 + β rit + δb τ  j bi,t−1 + δr τ  j rit + ηis + εit,

8 That is, the actual production function may be a three input production function, Qt = ​Θ​t​ ′​ ​L​t​ α​ ​M​t​ β​ ​K​t​  γ​. Then, in 
our two input production function, Θt = ​Θ​t​ ′​ ​K​t​ γ​.

9 If μ is finite, then the outlet faces a downward sloping demand curve and enjoys some market power. The 
case of a perfectly competitive output market in this context corresponds to μ = − ∞.
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where bit represents log labor cost, and rit is log revenue, for outlet i in period t, while 
τ  j represents the index of labor regulation for country j, where outlet i is located. The 
ηis are outlet, outlet-year, or outlet-year-season fixed effects, while εit represents the 
residual error term.

The parameters of interest are the coefficients on the interaction terms δb and δr. 
The model implies that δb = a1 > 0, and δr = −  a1 < 0.10 In other words, the model 
predicts that if labor regulations increase the labor adjustments costs faced by out-
lets, then in countries with a larger index of labor regulation, the elasticity of labor 
cost with respect to last period’s labor cost will be higher, and the elasticity of total 
labor cost with respect to output will be lower.

B. An Infinite Horizon Dynamic Labor Demand Model

One potential concern with the predictions above is that the specification and 
implied effects on labor demand may be driven by the simplifying assumption of 
symmetric, quadratic adjustment costs, and/or by the simplification of the complex 
dynamic labor choice problem to the simpler static problem (Heckman and Pagés 
2004). In this section, we briefly examine a dynamic stochastic programming model 
with four alternative specifications for the adjustment costs and two alternative 
specifications for the shock process (for a total of eight different simulations). This 
model does not yield closed form solutions, but for each of the specifications we 
can estimate optimal policy functions numerically. We then use the resulting policy 
functions to simulate the actions of firms operating under different adjustment cost 
regimes, and test whether the predictions derived above hold in this more realistic 
environment using the simulated data.

The stochastic dynamic model and the simulation procedure are discussed in 
detail in Appendix A. To verify that our predictions are robust to the type of asym-
metries and nonconvexities documented in the literature (see e.g., the review by 
Bond and Van Reenen 2007), we simulate data for four different types of adjustment 
cost scenarios: a benchmark case with no adjustment costs; symmetric, quadratic 
adjustment costs, as in our model above; asymmetric, linear adjustment costs; and 
nonconvex (lump-sum) adjustment costs. For each of these scenarios, we choose 
45 adjustment cost regimes and simulate data for 75 firms over 104 periods (cor-
responding to two years at weekly frequency) in each regime. This roughly matches 
our data which include information for about 45 countries, and a total sample size 
of about 350,000.11

In addition, as discussed in Heckman and Pagés (2004), the persistence of demand 
and productivity shocks faced by firms could affect labor demand. In particular, if 
firms expect shocks to be persistent in their market, they may be more willing to 
adjust labor toward a new static optimum than if they expect no persistence. For 
this reason, for all the scenarios above, we simulate two types of shock processes: 

10 Note that δb = −  δr = a1. However, this prediction only holds if our model specification is exactly correct. 
In particular, if the adjustment cost or the cost of being off equilibrium is not quadratic, or if our first-order 
approximation for ω above is inexact, then this relation would not hold. This is illustrated in the simulation results 
in Section IB. 

11 All 45 regimes have zero adjustment costs in the benchmark zero adjustment cost case.
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independently and identically distributed across firms and over time, and highly 
persistent within firms over time (independently and identically distributed across 
firms).

For each of the four adjustment cost scenarios and the two types of shock pro-
cesses, we run a regression per equation (3) using the simulated data (see Appendix 
A for details). Consistent with our simple model (in Section IA), the results, sum-
marized in Table 2, show that in the absence of adjustment costs, the coefficient on 
lagged labor cost is zero, while the coefficient on revenue is almost one, and the 
coefficient on the interaction terms are zero.12 The results in columns 3–8 indicate 
that, across alternative functional forms for the adjustment costs and types of shock 
processes, the predictions of the simple model in Section IA hold in our simulated 
data.13 Across all specifications, the coefficient on lagged labor cost is higher and 
the coefficient on revenue is lower when adjustment costs are higher. In the inde-
pendently and identically distributed case, the reduction in the revenue elasticity 
with increases in adjustment costs is greatest when adjustment costs are nonconvex 
(fixed adjustment cost case). The increase in hysteresis (elasticity with respect to 
prior period’s labor cost) in contrast is highest for the scenario in which adjust-
ment costs are asymmetric, but remains a feature of the data in the alternative sce-
narios nonetheless. The qualitative conclusions remain the same whether or not the 
shocks are persistent, though persistence increases the impact of adjustment costs on 
the responsiveness of labor costs to revenue changes while lowering the impact of 
adjustment costs on hysteresis (except in the fixed cost case).

The main conclusion we draw from our simulations is that the predictions in 
Section IA are not artifacts of our simple modelling framework, but are robust to 
modelling optimal responses in a more complex, infinite horizon framework with 
different forms of adjustment costs and shock processes. In the remainder of the 
paper, we focus on these predictions and proceed to test and quantify the effect of 
labor regulations that are expected to affect adjustment costs.14

II.  Data Description and Definition of Variables

The main data source for this study is an internal dataset from a US-based interna-
tional fast-food chain that operates in over 43 countries around the world. This data-
set contains weekly outlet-level financial data on inputs and outputs. Specifically, we 
observe sales revenue, labor costs, and material costs each week, for every outlet in 
every foreign country, over a number of years.15 Since we rely on labor regulation 

12 The small discrepancy from a coefficient equal to one arises because the optimal labor choices are rounded 
to increments of 0.2 when we solve for the optimal policy function.

13 We show only results obtained with the more detailed outlet-year-season fixed effects for space reasons, but 
our results held also with just outlet or just outlet-year fixed effects.

14 Issues relating to the exact nature of the induced adjustment costs are beyond the scope of this paper. 
However, see Heckman and Pagés (2004) and Hamermesh and Pfann (1996) on these.

15 The Company operated in several other foreign countries during the period of the study. However, data 
availability constraints on the labor regulation variables limit our sample to 43 countries for most of our analyses. 
Note that the dataset that the Company provided did not include information for outlets located in the United 
States, where the Company is headquartered. 
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indices defined and assessed in the early 2000s, we focus on the four-year period 
2000–2003.16

In our analyses, we want to ensure that we compare outcomes obtained under 
similar circumstances. For that reason, we eliminate all observations that pertain 
to potentially unusual situations, such as outlets operating with a different type of 
facility (e.g., limited menu facilities) or observations relating to unusual time periods 
(i.e., at start-up or within a short time from the closing of an outlet). 

Our main measure of cross-country labor regulation inflexibility is an index of 
labor regulation constructed by Botero et al. (2004). The index, which we normal-
ize to be mean zero for our sample of countries, is shown in Table 1. Given the 
heavy reliance on part-time labor and flexible schedules in the fast food industry, 
we focus on regulations affecting the ability of firms to adjust labor flexibly, namely 
those governing alternative employment contracts, regulatory costs of increasing 
work hours, regulatory cost of firing workers, and mandated dismissal procedures. 
Detailed information on the different components that make up the index are given 

16 To analyze reforms in South Korea, we rely on data from earlier years (see Section IVC). However, 2003 is 
the last year in the data.

Table 2—Regression Results from Simulated Data

Zero adjustment costs
Symmetric quadratic 

adjustment costs
Asymmetric linear 
adjustment costs

Fixed (lump-sum) 
adjustment costs

I.I.D 
shocks

Persistent 
shocks

I.I.D 
shocks

Persistent 
shocks

I.I.D 
shocks

Persistent 
shocks

I.I.D 
shocks

Persistent 
shocks

Log 0.0000 0.0006***  0.657** 0.574***   0.874*** 0.251*** 0.117** 0.146*** 
  (lagged labor cost) [0.0001] [0.001] [0.039] [0.015] [0.043] [0.017] [0.008] [0.008] 
Log 0.984*** 0.984*** 0.198*** 0.264*** 0.190*** 0.288*** 0.398*** 0.677*** 
  (revenue) [0.0001] [0.0002] [0.022] [0.018] [0.030] [0.020] [0.026] [0.023] 

Adjusted cost × log 0.0001 − 0.0004  1.130*** 0.690*** 1.856*** 0.398*** 0.253*** 0.421*** 
  (lagged labor cost) [0.0002] [0.0003] [0.151] [0.090] [0.104] [0.032] [0.020] [0.031] 

Adjusted cost × log − 0.0001 0.0001 −  0.540***  −   0.602*** −   0.885***  −   1.083*** −   1.344*** −   0.971*** 
  (revenue) [0.0004] [0.0006] [0.111] [0.089] [0.118] [0.073] [0.067] [0.089] 
Constant −  1.529*** −  1.528*** −  0.555***  −  0.688*** −0.181*** −  1.267*** −  1.470***  − 1.337*** 

[0.0001]  [0.0002] [0.072] [0.022] [0.072] [0.023] [0.021] [0.005] 
Fixed effects Outlet-

year- 
season

Outlet-
year- 

season

Outlet-
year- 

season

Outlet-
year- 

season

Outlet- 
year- 

season

Outlet- 
year- 

season

Outlet- 
year- 

season

Outlet- 
year- 

season

Observations 351,000 351,000 351,000 351,000 351,000 351,000 351,000 351,000
Adjusted R2 0.999 0.999 0.801 0.932 0.782 0.929 0.852 0.90
Number of clusters 45 45 45 45 45 45 45 45

Notes: The dependent variable is log labor cost from simulated datasets. The adjustment cost parameter c var-
ies from 0 to 1 week’s wage in 44 equal increments in the quadratic case, and from 0 to 4 weeks wage in 44 
equal increments in the asymmetric case, as well as the fixed cost case. The adjustment cost parameter is then 
demeaned. In the independently and identically distributed case, shocks are independent from period to period, 
with equal (10 percent) probability of facing 10 different shocks (0.1 to 1.0); in the persistent case, there is a 50 
percent probability that the firm faces the same shock in the next period. Standard errors are clustered at the 
regime (country) level.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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in Appendix B. Since a common basis is used to evaluate the laws across all coun-
tries, this index has the advantage of being comparable across countries.

Summary statistics for our key variables are shown in Table 3, using the sample 
of outlets and countries that appear in our baseline analyses (i.e., observations for 
which we have data on labor costs, lagged labor costs, revenue, and the Botero et 
al. 2004 index of labor regulation).17 As mentioned earlier, the index of labor regula-
tion is demeaned so that the mean value is zero in our baseline sample.

In panel A of Table 3, we show that the Company operated a different number of 
outlets in a different number of countries each year, but a total of 2,526 outlets in 43 
countries are included overall in our data. Panels B and C show the mean, standard 
deviation, and some percentiles of labor cost, revenue, and materials cost, all of 
which are shown in a rescaled version of US dollars, to preserve confidentiality. The 
labor cost excludes costs related to social security and other nonwage benefits. 

In panels B and C of Table 3, we show our main variables of interest, first in log 
and then in levels. The latter allow us to gauge the importance of labor and material 
costs, which represent 21.2 percent and 31.9 percent of weekly revenues on average 
for outlets in our data. Note that the coefficient of variation is greatest for labor costs, 
a fact that might be interpreted to mean that labor costs are not adjusted as well as 
material costs.

17 The number of observations and countries where relevant data are available is higher when we rely on the 
GCS index of inflexibility. Data for the GCS index are available for 48 of the countries where the firm operates, 
and the number of observations (outlets) goes up to 338,660 (2,618).

Table 3—Summary Statistics

Year Number of observations Number of outlets Number of countries

Panel A: Panel data characteristics
2000 80,429 1,721 39
2001 85,113 1,828 37
2002 74,201 2,147 38
2003 82,305 1,938 37

Total 322,048 2,526 43

Variable N Mean SD P25 Median P75 Min Max

Panel B: Summary statistics (variables in logs)
Log (labor cost) 322,048 7.19 0.85 6.71 7.27 7.78 −  5.05 10.25
Log (revenue) 322,048 8.84 0.69 8.46 8.90 9.32 2.85 11.50
Log (material cost) 318,749 7.72 0.66 7.37 7.78 8.16 −  4.87 10.94

Panel C: Summary statistics (variables in levels)
Labor cost 322,048 1,798.57 1,391.21 819.84 1,434.39 2,390.97 0.01 28,219
Revenue 322,048 8,485.44 5,329.17 4,730.58 7,332.80 11,156.53 17.30 98,668
Material cost 318,749 2,706.78 1,626.86 1,590.36 2,394.45 3,481.43 0.01 56,580
Index of labor regulation 322,048 0.00 0.16 −  0.15 0.03 0.16 −  0.25 0.42

Notes: For comparability, labor cost, material cost, and revenue are expressed in rescaled US dollars, where 
the US dollars were obtained originally using the average of the weekly exchange rates (reported in the com-
pany dataset) for the year. The index of labor regulation is from Botero et al. (2004). The summary statistics are 
reported for the subsample of the dataset that appears in our baseline analyses (i.e., observations for which we 
have data on labor costs, lagged labor costs, revenue, and the Botero et al. 2004 index of labor regulation). In panel 
A, column 2 of the last row reports the total number of distinct outlets, and column 3 shows the total number of 
distinct countries appearing at some point in the dataset during the four years of our data.
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A number of other outlet characteristics are available from the parent company 
for various subsets of our data. In our analyses in Section III, however, these charac-
teristics are controlled for by outlet, outlet-year, and outlet-season-year fixed effects 
as most are fixed over time, or only vary once every few months. For example, 
the form of corporate governance varies across outlets but remains fixed over time 
during the period we analyze. Hence, these are absorbed by outlet-level fixed effects 
in our analyses below. We rely on a few of these variables to generate useful sub-
samples for some of our robustness tests.

III.  Empirical Results

A. Baseline Specification

Table 4 summarizes results from our baseline specification, equation (3), using 
the Botero et al. (2004) index of labor regulation. Because the variation in the regu-
latory index is at the country level, we cluster all standard errors at that level.

In the first three columns of Table 4, we show estimates of the labor cost speci-
fication without interaction terms. We find that the hysteresis (elasticity of labor 
cost in period t with respect to labor cost in period t − 1) varies from 0.53 to 0.20, 
decreasing as we move from outlet to outlet-year-season fixed effects.18 The elastic-
ity of labor cost with respect to revenue is between 0.33 and 0.39 percent (depending 
on what fixed effects we control for).

The results in columns 4, 5, and 6, where we include interaction terms, imply 
greater labor cost hysteresis in countries with more regulated labor markets, as 
predicted by theory. Also consistent with the theory, we find that the elasticity of 
labor costs with respect to revenue is significantly lower in countries with more rigid 
labor regulation. These effects are all statistically significant at the 1 percent level 
or better.

The economic importance of the effects can be gauged using the coefficients 
combined with summary statistics, as shown in the bottom panel of Table 4. From 
column 4, where we control for outlet fixed effects, we see that a one standard 
deviation increase in lagged log labor cost (0.85) is associated with a 42.6 percent 
(0.85 × [ 0.501 ]) increase in current labor cost. By comparison, in a country with labor 
regulation one standard deviation above the mean (0.16), a one standard deviation 
increase in lagged log labor cost is associated with a 56.4 percent (0.85 × [ 0.501 + 
(1.013 × 0.16) ] ) increase in current labor cost. Thus, the estimates imply that the 
effect of a one standard deviation change in lagged labor costs on current labor cost 
is 13.8 percentage points higher in a country that has a regulation index one standard 
deviation above the mean. When we control for outlet-year fixed effects in column 
5, the effect is 12.36 percentage points higher (increased from 29.58 percent to 41.94 
percent), while controlling for outlet-year-season fixed effects in column 6 yields an 

18 The reduction in the coefficient of lagged labor as we include more fixed effects is not surprising given 
the downward bias of within estimators for the coefficient of lagged dependent variables in shorter panels. See 
discussion in Section IVE.
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estimated effect of 9.34 percentage points (increased from 17.26 percent to 26.60 
percent).19

As for revenue, estimates in column 4 with outlet fixed effects imply that a one 
standard deviation increase in log revenue (0.69) is associated with a 23.53 percent 
(0.69 × [ 0.341] ) increase in labor cost in countries with the mean level of regula-
tion. In a country with labor regulation one standard deviation above the mean, a 
one standard deviation increase in log revenue is associated with a 17.24 percent 
(0.69 × [ 0.341 − (0.57 × 0.16) ] ) increase in labor cost. Thus, the effect of a one 
standard deviation change in revenue on labor cost is 6.29 percentage points lower 
in a country that has the regulation index one standard deviation above the mean. 
This effect is 5.39 percentage points (a reduction from 24.84 percent to 19.45 per-
cent) under the specification in column 5, with outlet-year fixed effects, and 4.57 

19 Again, the decreased effects, as we include more detailed fixed effects, is likely due, at least partly, to the 
downward bias of within estimators for coefficients on lagged dependent variables. Still, to remain conservative, 
we rely on these estimates in many of our calculations below.

Table 4—Labor Regulation and Labor Demand Hysteresis

(1) (2) (3) (4) (5) (6)

Log 0.534*** 0.360*** 0.201*** 0.501*** 0.348*** 0.203***
  (lagged labor cost) [0.071] [0.069] [0.058] [0.049] [0.036] [0.033]
Log 0.328*** 0.355*** 0.392*** 0.341*** 0.360*** 0.391***
  (revenue) [0.051] [0.046] [0.045] [0.040] [0.035] [0.036]
Regulation × log 1.013*** 0.909*** 0.687***
  (lagged labor cost) [0.291] [0.223] [0.203]
Regulation × log − 0.570*** − 0.488*** − 0.414***
  (revenue) [0.144] [0.101] [0.106]
Constant 0.454* 1.463*** 2.276*** 0.623*** 1.550*** 2.305***

[0.248] [0.396] [0.458] [0.227] [0.310] [0.358]
Fixed effects Outlet Outlet-year Outlet-year-

season
Outlet Outlet-year Outlet-year-

season
Observations 322,048 322,048 322,048 322,048 322,048 322,048 
Adjusted R2 0.943 0.950 0.958 0.945 0.952 0.959
Number of clusters 43 43 43 43 43 43

Effect of a one standard deviation (0.85) increase in log (lagged labor) in percentage terms
At regulation = mean (0.00) 42.59 29.58 17.26
At regulation = mean + standard deviation (= 0.16) 56.36 41.94 26.60
Impact of increase in regulation 13.78 12.36 9.34

Effect of a one standard deviation (0.69) increase in log (revenue) in percentage terms
At regulation = mean (0.00) 23.53 24.84 26.98
At regulation = mean + standard deviation (= 0.16) 17.24 19.45 22.41
Impact of increase in regulation − 6.29 − 5.39 − 4.57

Notes: The dependent variable is the log of labor cost per week for each outlet. “Regulation” is the Botero et al. 
(2004) index of labor regulation, a measure of the rigidity of the labor market. Standard errors are clustered at 
the country level.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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percentage points (a reduction from 26.98 percent to 22.41 percent) when we control 
for outlet-year-season fixed effects in column 6.

In all specifications, we find that labor regulation has a statistically significant and 
economically important impact on labor cost hysteresis and the elasticity of labor 
cost with respect to revenue. The proportional impact is higher for lagged labor (e.g., 
9.34 percentage points relative to 17.26 percent at the mean), but it is also sizable 
for sales revenue (4.57 percentage points relative to 26.98 percent). We interpret the 
results as strong evidence that differences in labor market rigidities across countries 
have real effects on the weekly operations and labor decisions of the individual 
fast-food outlets that comprise the Company.

B. Robustness to Alternative Measure of Labor Rigidity

The index of labor regulation used in our baseline specification, from Botero et al. 
(2004), was constructed by examining the details of laws and regulations that affect 
the flexibility of hiring and firing employees. As mentioned earlier, a key advantage 
of this index, then, is that it is assessed on a similar basis across countries. Not sur-
prisingly, a number of authors have relied on this measure of labor regulation in their 
analyses (e.g., Caballero et al. 2004). However, one potential disadvantage of the 
Botero et al. (2004) measure is that the enforcement of legal rules may vary across 
countries, either due to lack of resources or due to lobbying by business or labor 
interest groups. Also, in reality, some nonregulatory factors, such as the strength of 
labor unions for example, could affect the flexibility in scheduling as well as hiring 
and firing.

We address these concerns by verifying the robustness of our results to an alterna-
tive measure that is meant to capture the operational reality relating to the flexibility 
in hiring and firing faced by businesses. This measure is from the 2002 GCS, which 
polls executives regarding business conditions in their country.20 One of the ques-
tions asked is whether the hiring and firing of workers is impeded by regulations or 
flexibly determined by employers. Responses are given on a scale from one to seven, 
with a higher score reflecting a higher degree of labor market flexibility. We use the 
responses to this question to construct an index of the inflexibility of the labor mar-
ket, which for a particular country j is the minimum reported flexibility score across 
all countries divided by the flexibility score for country j. (Note that this sets the 
maximum value of the inflexibility index equal to one.) One potential drawback of 
this and similar measures based on surveys of managers in different countries is that 
the ratings across countries are not done on a common basis, and hence may suffer 
from pessimism or optimism biases.21 Data on this second measure, once demeaned, 

20 The survey is used to prepare the Global Competitiveness Report (GCR), published by the World Economic 
Forum in collaboration with the Center for International Development (CID) at Harvard University and the 
Institute for Strategy and Competitiveness, Harvard Business School. We thank Richard Freeman for providing 
access to these data.

21 For example, managers in one country may rate the flexibility of labor practices in their country low, even 
if it is higher than that in another country where managers rated their system as highly flexible. (The source of the 
bias could be cultural differences or recent macroeconomic events.)
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are also shown in Table 1. The two measures are positively correlated but they do 
differ importantly for many countries, possibly for the reasons described above.

Results obtained with this alternative measure of labor rigidity, in Table 5, are 
very consistent with those obtained with the Botero et al. (2004) index. Here again, 
we find that in markets with higher perceived inflexibility in hiring and firing, the 
elasticity with respect to lagged labor is higher, and the elasticity of labor demand 
with respect to revenue is lower, than in markets with more flexibility in hiring and 
firing. Moreover, the magnitude of the effects we find with this alternative measure 
is comparable to the effects shown in Table 4. Specifically, as shown in the bottom 
panel of Table 5, our estimates imply that the effect of a one standard deviation 
increase in lagged labor cost on labor demand is increased—as a result of a one stan-
dard deviation increase in the index of hiring/firing inflexibility—by 10.92, 10.10, 
and 7.85 percentage points when we include outlet fixed effects, outlet-year effects, 
and outlet-year-season fixed effects, respectively. The equivalent calculations for the 
impact of a one standard deviation change in revenue imply decreases of 6.58, 6.40, 
and 5.64 percentage points. Thus, the estimated impact of a one standard deviation 
increase in the index of inflexibility is greater than for the index of labor regula-
tion used in the baseline case (as reported in Table 4) when we look at the effect of 

Table 5—Robustness to Alternative Measure of Labor Market Flexibility

(1) (2) (3)

Log (lagged labor cost) 0.530*** 0.371*** 0.220***
[0.053] [0.041] [0.034]

Log (revenue) 0.355*** 0.383*** 0.418***
[0.041] [0.036] [0.038]

Inflexibility × log (lagged labor cost) 0.998*** 0.914*** 0.710***
[0.332] [0.291] [0.235]

Inflexibility × log (revenue) − 0.734*** − 0.714*** − 0.629**
[0.221] [0.217] [0.262]

Constant 0.244 1.136*** 1.909***
[0.240] [0.316] [0.363]

Fixed effects Outlet Outlet-year Outlet-year-season

Observations 338,660 338,660 338,660 
Adjusted R2 0.948 0.955 0.961
Number of clusters 48 48 48

Effect of a one standard deviation (0.85) increase in log (lagged labor) in percentage terms
At inflexibility = mean (0.00) 45.05 31.53 18.70
At inflexibility = mean + standard deviation (= 0.13) 55.97 41.63 26.55
Impact of increase in inflexibility 10.92 10.10 7.85

Effect of a one standard deviation (0.69) increase in log (revenue) in percentage terms
At inflexibility = mean (0.00) 24.50 26.43 28.84
At inflexibility = mean + standard deviation (= 0.13) 17.91 20.02 23.20
Impact of increase in inflexibility − 6.58 −6.40 − 5.64

Notes: The dependent variable is the log of labor cost per week for each outlet. “Inflexibility” is the index of hir-
ing/firing inflexibility, a measure of the rigidity of the labor market constructed using data from the 2002 Global 
Competitiveness Survey. Standard errors are clustered at the country level. 

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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revenue changes, but somewhat smaller for labor cost hysteresis. In all cases, the 
effects are of similar importance, however.

IV.  Identification Issues and Other Robustness Checks

To understand potential identification issues in our analyses above, define the full 
error term in equation (3) as eit = ηis + εit, or 

(4) 	  eit = ( 1 − a0 − a1 τ  j ) log a αit a 1 + ​ 1 __ ​μ​it​ ​ b  b ,

where we again use j to index the country where outlet i is located. Given this error 
structure and the assumptions of our model, there are five main potential sources of 
bias. In each case, it is important to note that the potential bias is controlled for to a 
large extent by the outlet-period fixed effects that we include in our model. Moreover, 
our parameters of interest, namely those on the interaction terms, are affected only 
if biases are systematically related to the differences in labor regulation, which we 
have no a priori reason to expect.

First, the production function parameter α, and the demand elasticity parameter 
μ, could vary across countries, or even between outlets within a country. Second, 
industry insiders suggest that in the fast-food sector, staffing and labor scheduling 
decisions, and materials purchases decisions, are typically set just one or two weeks 
ahead. Assuming that demand is subject to unanticipated shocks, the error term eit 
in equation (3) would include a prediction error term, which would induce a nega-
tive correlation between the error term in equation (3) and the revenue variable, 
biasing the coefficient on the revenue variable downward.22,23 Third, model mis-
specification could be a source of bias. In particular, if the production function had a 
more general CES form, Qt = ( α​L​t​ (σ−1)/σ​ + β​M​t​ (σ−1)/σ​ ​)​ σ/(σ−1)​, where σ is the elastic-
ity of substitution between labor and materials, the error term in equation (3) would 
include output and input prices, which would be correlated with the regressors (rev-
enue and lagged labor cost), leading to biased estimates. Fourth, as in all models 
with a lagged dependent variable (see, e.g., Heckman and Pagés 2004), autocorrela-
tion in the error term in equation (3) could induce an upward bias in the coefficient 
on lagged labor. Finally, other country-specific fixed effects potentially correlated 
with cross-sectional variation in labor regulation could bias our comparisons. For 
example, if demand characteristics for the Company’s products are systematically 
different in countries with higher levels of regulation, that could affect our results.

22 The intuition for this downward bias is straightforward. Since labor is chosen early, when actual quantity 
is below predicted levels due to unanticipated negative demand and/or productivity shocks, the labor variable is 
“too high” for the low quantity and hence low revenue realization. Thus, large positive residuals in labor costs are 
correlated with low revenue values and vice versa. This is similar to the errors in variables model—see, e.g., Zvi 
Griliches and Jerry A. Hausman (1986). Since lagged labor costs are set earlier, however, this variable is orthogo-
nal to the prediction error term.

23 Similarly, unanticipated changes in wage rates could affect equation (3), as could unanticipated voluntary 
quitting by workers. If shocks to wages and unanticipated quitting are uncorrelated with output quantity and 
prices once we control for outlet and outlet-period fixed effects, they will not induce bias in our estimation. 
Moreover, they will not induce bias in our coefficients of interest so long as the shocks are not systematically 
greater in more regulated labor markets.
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As mentioned above, the outlet-year-season fixed effects that we include in our 
regressions should control for most of these sources of bias, including omitted sup-
ply and demand parameters, country- or outlet-specific prediction errors, the main 
sources of persistence in the labor demand equation (e.g., seasonal variations in taste), 
as well as country-specific characteristics that may affect labor demand. However, 
there may be omitted factors that affect labor’s responsiveness to sales or hysteresis 
in labor, and potentially bias our results. We verify the robustness of our results to 
these potential sources of bias in four ways. First, we run comparable regressions for 
material costs. Second, we examine the subsample of Organisation for Economic 
Co-operation and Development (OECD) countries or introduce interaction terms to 
control for other country-level characteristics. Third, we rely on information con-
cerning changes in regulation affecting labor rigidity within countries. And fourth, 
we use a VAR approach. We also briefly discuss some other identification concerns 
and a number of alternative robustness tests in Section IVE.

A. Robustness Check: Material Costs Specification

If the estimates of δr and δb in equation (3) are driven by the effects of labor regu-
lation on the adjustment costs for labor, our theory predicts that the corresponding 
coefficients in a regression for material costs should be statistically insignificant. 
That is, in the regression 

(5)	 fit = β f fi,t−1 + γ f rit + ​δ ​b​ f ​ τ  j fi,t−1 + ​δ ​r​ f​ τ  j rit + ​η ​is​ 
f
 ​ + ​ε​it​ f ​,

where ​f​it​ stands for material costs, we expect ​δ ​r​ f​ = 0 and ​δ ​b​ f ​ = 0 (and β f = 0).24 If our 
baseline results are biased, however, because unanticipated demand or productiv-
ity shocks are systematically greater in countries with more rigid labor regulation, 
then the coefficient on revenue interacted with labor regulation would be biased 
downward in the material costs regressions as well, since the bias here is the same as 
for equation (3). Similarly, model misspecification would produce similar biases on 
the coefficient of revenue and lagged materials cost here as in our labor cost regres-
sions. Moreover, if the greater hysteresis in labor demand in more highly regulated 
labor markets is driven by a greater autocorrelation of the error term in countries 
with a larger labor regulation index, this should have a similar effect on the material 
costs specification if this is induced by unobserved persistence in demand or produc-
tivity shocks. Finally, a number of country-specific factors that affect responsiveness 
to sales or hysteresis in labor costs are also likely to affect material costs in a similar 
way. For example, poor telecom infrastructure could negatively affect the firms’ 

24 With strong complementarity between the inputs, adjustment costs to one input could affect the demand for 
the other input. In the extreme case, with a Leontief production function, if the first-order condition for labor input 
was binding, the demand function for materials would simply be a scalar function of the demand for labor. Based 
on our understanding of the production process of the Company and examination of the raw data, there does not 
appear to be such a strong complementarity in the production function of the Company, and hence we predict a 
lower or zero effect of labor regulation on the materials demand function. Our results for materials costs show that 
the complementarities are not that strong.
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ability to coordinate with their workers, but the same issue would also likely affect 
the firm’s ability to coordinate with the suppliers of its material inputs.

The results from estimating (5), shown in Table 6, imply that the impact of labor 
regulation on materials demand (columns 4, 5, and 6) is not statistically significant, 
except for the impact on the responsiveness of materials demand to revenue, which 
is significantly negative in the specification with store-year-season fixed effects. But, 
even in this case, the economic magnitude of the effect is very small, as evident 
from the bottom panel of Table 6. Specifically, the impact of a one standard devia-
tion increase in the labor regulation index on the response of material costs to a 
one standard deviation change in revenue is − 0.22, − 0.04, and − 0.83 percentage 
points in our specifications with outlet, outlet-year, and outlet-year-season fixed 
effects, respectively. Turning to the impact of regulation on the response to changes 
in lagged materials costs, we find that the coefficients are insignificant. The magni-
tude of the effects are slightly larger, but they remain quite small at 2.23, 1.77, and 
0.94 percentage points, respectively, for our three specifications. Moreover, contrary 
to the case of labor demand, where we found increased hysteresis, here we find 

Table 6—Robustness Check: Labor Regulation and Hysteresis in Material Inputs

(1) (2) (3) (4) (5) (6)

Log (lagged materials cost) 0.164*** 0.115*** 0.035 0.159*** 0.112*** 0.033*
[0.043] [0.041] [0.021] [0.038] [0.036] [0.019]

Log (revenue) 0.846*** 0.900*** 0.942*** 0.852*** 0.901*** 0.942***
[0.030] [0.021] [0.009] [0.027] [0.020] [0.008]

Regulation × log − 0.211 − 0.168 − 0.089
  (lagged materials cost) [0.201] [0.197] [0.125]
Regulation × log (revenue) − 0.020 − 0.004 − 0.075*

[0.138] [0.093] [0.043]
Constant − 1.017*** − 1.116*** − 0.869*** − 1.032*** − 1.102*** − 0.856***

[0.117] [0.166] [0.181] [0.084] [0.127] [0.132]
Fixed effects Outlet Outlet-year Outlet-year-

season
Outlet Outlet-year Outlet-year-

season

Observations 362,711 362,711 362,711 362,711 362,711 362,711 
Adjusted R2 0.947 0.952 0.960 0.947 0.953 0.960
Number of clusters 43 43 43 43 43 43

Effect of a one standard deviation (0.66) increase in log (lagged materials cost)
At regulation = mean (0.00) 10.49 7.39 2.18
At regulation = mean + standard deviation (= 0.16) 8.27 5.62 1.24
Impact of increase in regulation − 2.23 − 1.77 − 0.94

Effect of a one standard deviation (0.69) increase in log (revenue)
At regulation = mean (0.00) 58.79 62.17 65.00
At regulation = mean + standard deviation (= 0.16) 58.57 62.12 64.17
Impact of increase in regulation − 0.22 − 0.04 − 0.83

Notes: The dependent variable is the log of material cost per week for each outlet. “Regulation” is the Botero et 
al. (2004) index of labor regulation, a measure of the rigidity of the labor market. Standard errors are clustered 
at the country level.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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decreased hysteresis when labor regulation becomes more rigid. This may reflect a 
more careful optimization of material costs when labor flexibility is low. As noted 
earlier, however, these effects are not statistically significant.25

In summary, the results from the material costs specification suggest that the 
estimated effects of labor regulation on labor costs are not driven by biases such 
as spurious correlation between unexpected demand/productivity shocks or persis-
tence in demand/productivity shocks and the regulation index, but rather reflect real 
effects of increased regulation on labor costs.

B. Robustness Check: Subsample and Interaction Effects

In this section, we address potential bias from omitted country-level variables 
using both subsample analyses and interaction terms that control for the potential 
effect of other country-level characteristics. The results are summarized in Table 7.

We first address the concern that labor regulation may be correlated with the level 
of development, which may independently impact labor demand (particularly the 
responsiveness to demand shocks and hysteresis). We begin by examining results 
from limiting our sample to 19 developed economies, all members of the OECD. 
We find that the baseline results hold for this sample as well (see column 1), sug-
gesting that our baseline results are not driven by differences in levels of develop-
ment among the countries in which the firm operates. Next, we rerun our baseline 
specification, adding interaction terms for gross domestic product (GDP) per capita. 
Results, in column 2, show that the introduction of these additional interaction terms 
reduces our coefficients of interest. While the impact of regulation on hysteresis 
continues to be significant, the impact of regulation on the revenue elasticity of labor 
costs becomes insignificant. (Note that the GDP interaction terms have highly sig-
nificant coefficients whose signs suggest that per capita GDP is negatively correlated 
with the labor regulation measure; in the sample, this is indeed the case, with a cor-
relation of − 0.51.)

In columns 3–5, we report results with interaction terms for particular country 
specific regulations/characteristics. Specifically, in column 3, we proxy for entry 
barriers using the log of the number of days to start a business according to the 
World Bank’s Doing Business in 2003 report. We find that barriers to entry affect 
labor cost hysteresis and dampen adjustments to revenue fluctuations in the same 
way as labor regulations generally do. This is not surprising as the entry barrier mea-
sure and labor regulation are positively correlated in the sample (correlation of 0.47). 
The effect of labor regulation on hysteresis remains positive and significant in this 
regression. The effect of labor regulation on the elasticity of labor cost to revenue 
remains negative, but it is significant only at the 15 percent level.

Since we use a measure of labor cost rather than labor input (e.g., actual hours 
worked), it is possible that inflexibility in adjusting wages in response to shocks 
could impact the labor cost specifications that we use. As a measure of wage inflex-
ibility, in column 4, we use data from the Global Competitiveness Report for 2004 

25 We find very similar effects using our alternative measure of labor market inflexibility (from the 2002 
GCS). See the Web Appendix to this paper for these results.
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on a question that asks respondents to rate the extent to which wages are determined 
by centralized bargaining versus being set by individual firms, with higher scores 
indicating more flexibility. We find that this variable has no effect on labor cost 
adjustments, and that our coefficients of interest are largely unaffected by the pres-
ence of these interaction terms.

In column 5, we look at a measure that captures the nature of labor-employer 
relationships and, hence, the possible impact of hostile relations (potentially due to 

Table 7—Robustness Check: OECD Sample and Interaction Terms

OECD
(1) (2) (3) (4) (5)

Log (lagged labor cost) 0.174*** 1.709*** − 0.052 0.204 0.165
[0.030] [0.325] [0.063] [0.333] [0.176]

Log (revenue) 0.461*** − 1.085*** 0.639*** 0.726*** 0.645***
[0.036] [0.276] [0.065] [0.205] [0.171]

Regulation × log (lagged labor cost) 0.428*** 0.331** 0.380* 0.687** 0.700***
[0.141] [0.161] [0.200] [0.299] [0.238]

Regulation × log (revenue) − 0.354* − 0.069 − 0.225 − 0.584*** − 0.543***
[0.183] [0.108] [0.152] [0.152] [0.141]

GDP × log (lagged labor cost) − 0.158***
[0.033]

GDP × log (revenue) 0.156***
[0.030]

Entry barriers × log (lagged labor cost) 0.081***
[0.021]

Entry barriers × log (revenue) − 0.078***
[0.025]

Wage flexibility × log (lagged labor cost) − 0.0002
[0.064]

Wage flexibility × log (revenue) − 0.063
[0.038]

Labor relations × log (lagged labor cost) 0.008
[0.040]

Labor relations × log (revenue) − 0.053
[0.032]

Fixed effects Outlet- 
year- 

season

Outlet- 
year- 

season

Outlet- 
year- 

season

Outlet- 
year- 

season

Outlet- 
year- 

season
Constant 1.996*** 2.197*** 2.273*** 2.238*** 2.291***

[0.314] [0.321] [0.296] [0.344] [0.321]

Observations 236,291 322,048 265,842 321,569 321,569
Adjusted R2 0.956 0.959 0.963 0.959 0.959
Number of clusters 19 43 41 42 42

Notes: The OECD sample comprises countries that belong to the Organisation of Economic Co-operation and 
Development. GDP is log GDP per capita in current US dollars. “Entry barriers” is measured by the log of the 
number of days to start a business, obtained from the World Bank’s Doing Business in 2003 data. “Wage flexibil-
ity” is an index obtained from the Global Competitiveness Survey 2004 data, based on the response to a query 
“Are wages in your country (set by a centralized bargaining process = 1, set by each individual company = 7).” 
“Labor relations” is an index obtained from the Global Competitiveness Survey 2004 data, based on the response 
to a query “Labor-employer relations in your country are (1 = generally confrontational, 7 = generally coopera-
tive).” All regressions include outlet-year-season effects.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.



106	 American Economic Journal: applied economics�a pril 2009

militant labor unions) on labor demand. This measure is based on a question that 
asks respondents to rate whether labor-employer relationships are confrontational or 
cooperative, with higher scores indicating a more cooperative environment. We find 
only a very small and insignificant effect of the labor relation measure, while our 
baseline results of the impact of labor regulation remain largely unchanged.

We find the robustness of our baseline findings in the OECD subsample particu-
larly reassuring. More generally, we conclude that our baseline results regarding the 
impact of labor regulation on labor cost hysteresis are very robust. The results for 
the impact of labor regulation on the elasticity of labor cost with respect to revenue 
are less robust. While always of the same sign as in our base case, they are smaller 
and insignificant when we include interactions for GDP per capita and entry barriers. 
Because of the high degree of correlation between the regulation index and GDP per 
capita (as well as the entry barrier variable), and because the regulation measure is 
inexact (as it is a composite of a number of underlying regulation measures), it is dif-
ficult to separate out the impact of the labor regulations using cross-sectional data. 
An alternative and potentially more robust approach is to look at changes in regula-
tions within countries, as we do below.

C. Robustness Check: Within Country Changes to Labor Rigidity

In this section, we again address the concern that other country-specific fixed 
effects potentially correlated with cross-sectional variation in labor regulation could 
bias our comparisons, but we do so by comparing outcomes before and after a change 
in labor rigidity. This approach is appealing in that it directly controls for a number 
of country-specific factors (such as relative wage and income levels, infrastructure, 
etc.) as long as these remain fixed during the period of analysis. Most countries, 
however, do not change regulation regimes very often. Moreover, indexes that are 
developed to capture the degree of regulation are not necessarily updated over time. 
Such is the case for the Botero et al. (2004) index, for example. As a result, there is 
no useful variation in this index for us to explore.

Given this, we gathered data on changes in labor flexibility in two ways. First, we 
looked at changes in the index constructed using the Global Competitiveness Survey 
of 2002 and 2004. Given that the surveys were published in those years, we interpret 
them as reflecting conditions in 2001 and 2003, respectively. Second, we examined 
a number of secondary data sources on labor laws for countries in our dataset and 
identified important regulatory changes affecting labor flexibility in one of them, 
South Korea, over the period 1996 to 1998.26

The Effect of Changes in the Inflexibility Index.—The labor market inflexibil-
ity index, as captured by the GCS, not surprisingly, does not change much over a 

26 We did not find another country where there was a significant, unambiguous change in the labor regulation 
for the periods for which we have data from the Company. In some countries there were brief periods of reform 
that were then reversed. Another country for which we found some amount of regulatory change in labor rigid-
ity was Australia; the data we were able to obtain on the regulatory changes were less clear, and the results we 
obtained in this case were slightly weaker but otherwise similar to what we find for Korea. 
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two-year period. There are significant changes only for a small number of countries. 
In order to minimize the effect of measurement error in the index, we focus on coun-
tries with the largest changes. We adopt a difference-in-difference approach, com-
paring labor cost adjustments for outlets in countries that experienced the largest 
increase in the inflexibility index to outlets in countries with the largest decrease.27 
We then use our data for 2001 and 2003 and run the following regression: 

(6)	 bit = β bi,t−1 + γ rit + δ1 D03 + δ2 D03 bi,t−1 + δ3 D03 rit + δ4 D03 D90

+ δ5 D90 bi,t−1 + δ6 D90 rit + δ7 D03 D90 bi,t−1 + δ8 D03 D90 rit + ηis + εit,

where D03 is a dummy variable for 2003 and D90 is a dummy variable for observa-
tions belonging to countries in the top decile of changes in the inflexibility index. 
The omitted category reflects observations belonging to countries in the bottom 
decile of the change in inflexibility. The key coefficients of interest are δ7 and δ8, 
as these reflect the differences in hysteresis and in responsiveness to sales, for the 
top decile countries relative to the bottom decile countries. Thus, δ7 and δ8 are 
difference-in-difference estimates of the effect of increasing inflexibility, control-
ling for country-specific fixed effects as well as common cross-country trends. In 
addition, while the level of development and other institutional factors are likely to 
be fixed in the short interval between 2001 and 2003, it is possible that the periods 
we look at (2001 versus 2003) are years in which the business cycle effects (GDP 
growth) were systematically correlated with the observed changes in inflexibility. 
For this reason, though not shown in equation (6) for space reasons, we include 
interactions for the changes in GDP growth rates between the two periods in our 
regressions.28 We also examine the same specification for material costs, to rule out 
nonregulation related factors that could affect input demand.

Results are summarized in Table 8.29 Consistent with our theory and earlier 
results, δ7 is positive and significant, confirming that hysteresis increases following 
an increase in labor inflexibility. Similarly, we find that δ8 is negative and significant 
in all specifications, suggesting a decrease in responsiveness to sales with increases 
in labor inflexibility. Moreover, both coefficients of interest are of similar magni-
tudes as those found earlier. 

Finally, if changes for labor costs are indeed driven by changes in rigidity rather 
than other factors, we would predict that material costs would be unaffected by 
the same change in regulation. The results for material costs (columns 3 and 4) 
confirm that this is the case. While there is some evidence of a decrease in respon-
siveness to sales revenue in column 3, this is reduced in size and significance when 
outlet-year-season fixed effects are included in column 4. As for lagged material 

27 Since the responses in the surveys are on a Likert scale, we focus on relative changes—specifically changes 
in rankings. The observations in the sample that see a large ( > p90 ) increase in the inflexibility index are for 
outlets in Sri Lanka and Venezuela, while the largest decreases ( < p10 ) occur for outlets in Chile, Colombia, the 
Dominican Republic, and Malaysia.

28 We thank a reviewer for suggesting that we include such interaction terms. The results were similar when 
we did not include these.

29 Note that since we focus on changes over time for a small number of countries with the largest shifts in the 
inflexibility index, standard errors in this table are clustered at the outlet level.



108	 American Economic Journal: applied economics�a pril 2009

Table 8—Robustness Check: Difference-in-Difference Comparison of Top and Bottom Deciles  
of the Change in Index of Inflexibility Between 2002 and 2004

Labor Materials

(1) (2) (3) (4)

Log (lagged input cost) 0.570*** 0.358*** 0.157*** 0.055***
[0.032] [0.057] [0.022] [0.016]

Log (revenue) 0.152*** 0.198*** 0.897*** 0.918***
[0.038] [0.053] [0.023] [0.021]

Year 2003 − 0.474* − 0.138
[0.280] [0.122]

Year 2003 × log (lagged input cost) − 0.328*** − 0.233*** − 0.034 0.008
[0.040] [0.059] [0.023] [0.018]

Year 2003 × log (revenue) 0.321*** 0.328*** 0.048* 0.032
[0.037] [0.067] [0.025] [0.022]

DInf_p90 × year 2003 1.435*** 1.107***
[0.494] [0.164]

DInf_p90 × log (lagged input cost) − 0.143 − 0.179 0.104*** 0.103***
[0.112] [0.191] [0.037] [0.033]

DInf_p90 × log (revenue) 0.196 0.083 − 0.091** 0.009
[0.171] [0.202] [0.045] [0.044]

DInf_p90 × year 2003 × log 0.519*** 0.432** 0.001 − 0.077*
  (lagged input cost) [0.127] [0.198] [0.053] [0.044]
DInf_p90 × year 2003 × log (revenue) − 0.634*** − 0.722*** − 0.125** − 0.078

[0.105] [0.211] [0.057] [0.060]
DGDPGR × year 2003 15.56** 9.037***

[6.029] [1.803]
DGDPGR × log (lagged input cost) − 1.970*** − 0.480 1.555*** 1.061***

[0.660] [1.073] [0.303] [0.256]
DGDPGR × log (revenue) 1.403 0.341 − 1.110*** − 0.135

[1.378] [1.654] [0.350] [0.320]
DGDPGR × year 2003 × log 1.881** 0.647 − 2.257*** − 2.088***
  (lagged input cost) [0.857] [1.101] [0.360] [0.304]
DGDPGR × year 2003 × log (revenue) − 3.569*** − 4.088** 0.806** 0.181

[0.823] [1.780] [0.362] [0.375]
Constant 1.233*** 1.968*** − 1.250*** − 0.941***

[0.288] [0.252] [0.132] [0.086]
Fixed effects Outlet Outlet-year-

season
Outlet Outlet-year-

season

Observations 10,339 10,339 10,407 10,407
Adjusted R2 0.814 0.840 0.976 0.976
Number of clusters 125 125 125 125

Notes: The sample here is all the observations in the top decile and bottom decile of the change in index of hir-
ing/firing inflexibility between the 2002 and 2004 Global Competitiveness Survey. DInf_p90 equals one for the 
countries that belonged to the top decile of the change in inflexibility index, i.e., the countries with the largest 
increases in inflexibility. The years are restricted to 2001 and 2003. DGDPGR is the change in growth rate of 
GDP between 2001 and 2003 and is intended to capture changes in the business cycle. Standard errors are clus-
tered at outlet level. 

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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costs, we find a significant, but negative and small effect in column 4, suggesting, 
again, that the positive and significant effects for lagged labor costs are driven by the 
change in labor regulations.

The Effect of the 1995–1996 Labor Reform in South Korea.—The South Korean 
government introduced legislation in 1996 to relax labor laws significantly, but 
modified these in 1997 in the face of strong resistance from labor unions (Soh-yeong 
Kim 2005). Following the Asian financial crisis in late 1997 and a “bail out” by the 
International Monetary Fund (IMF), however, further flexibility was introduced in 
the Labor Standards Act (LSA) in 1998 (Kim 2005). The LSA increased labor mar-
ket flexibility in a number of ways, including by allowing flexible layoffs, flexible 
work hours, the hiring of substitute workers during disputes, and not compensating 
workers for wage losses due to strikes and multiple unions (Yong Cheol Kim 1998). 
See Appendix C (table 3 in Kim 1998) for more information on the key changes in 
labor regulation.

Results from our analyses of the Company’s South Korea operations are shown 
in Table 9. In columns 1 and 2, we look at the labor demand in South Korea before 
and after the passage of liberalized labor laws. Since the years 1996, 1997, and 1998 
witnessed changes to the labor laws, we define the pre-reform period as the years 
1994 and 1995, and the post-reform period as 1999 and 2000.30 In columns 3 and 4, 
we again show equivalent results for materials costs, to assess whether other contem-
poraneous changes may have affected input demand. In columns 5 and 6, we show 
the difference-in-difference impact on labor costs in South Korea relative to that in 
other Asian countries in the Asia-Pacific region (as defined by the Company), an 
approach that helps address potential biases from contemporaneous macroeconomic 
changes that affected the whole region (e.g., the Asian crisis in 1997). The relevant 
countries include (in order of Company presence in this period) Japan, Taiwan, the 
Philippines, India, Guam, China, and Malaysia. Finally, in columns 7 and 8, we look 
at the difference-in-difference specification for materials costs.

We find that the responsiveness of labor cost to revenue increased, and the hyster-
esis in labor costs decreased, significantly after the reforms. Strikingly, there is no 
impact of the labor law liberalization on materials cost, either in the before-after or 
the difference-in-differences specifications.

We interpret the consistency of the difference-in-difference estimates in Table 
8, and of our case study results for South Korea in Table 9, with our baseline find-
ings as evidence that labor rigidity does have a strong impact on labor decisions, as 
predicted by theory.

30 Also, eliminating 1997 and 1998 reduces potential biases from the 1997 Asian financial crisis. Potential 
bias arising from the crisis is also controlled for by comparing labor demand for Korea to that in other Asian 
countries. Further, we examined a number of aggregate variables for the Company’s operations in South Korea 
during this time frame (1994–2000) and found no significant discontinuity in these or in our data around 1997, 
suggesting that the financial crisis did not directly impact the sales or operations of the fast-food outlets that we 
study. South Korea’s real GDP growth rates were similar in the two periods (8.29 percent and 7.72 percent in 1994 
and 1995, respectively, and 9.87 percent and 7.77 percent in 1999 and 2000, respectively, as per the Penn World 
Tables data). 
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D. Robustness Check: VAR Approach

In this section, to address potential endogeneity of lagged labor and revenue in 
our labor demand specification, we adopt a simple (VAR) approach that treats both 
revenue and labor as endogenous. In these estimations, we allow for the time path 
of labor cost and revenue to be affected by up to four lags of both variables. In order 
to capture the impact of labor regulation, we let the coefficients on each of the lags 
depend on the regulation index, so we have the following VAR model:

(7) 	  bi,t = ​∑ 
k=1

​ 
4

  ​ a1k bi,t−k​ + ​∑ 
k=1

​ 
4

  ​ e1k​ τ  j bi,t−k + ​∑ 
k=1

​ 
4

  ​ c1k​ ri,t−k + ​∑ 
k=1

​ 
4

  ​ d1k​ τ  j ri,t−k + ​ε​it​ b​

(8) 	  ri,t = ​∑ 
k=1

​ 
4

  ​ a2k​ bi,t−k + ​∑ 
k=1

​ 
4

  ​ e2k​ τ  j bi,t−k + ​∑ 
k=1

​ 
4

  ​ c2k​ ri,t−k + ​∑ 
k=1

​ 
4

  ​ d2k​ τ  j ri,t−k + ​ε​it​ r ​,

Table 9—Robustness Check: Case Study of Labor Reform in South Korea (1996–1998)

Before-after Difference-in-difference

Labor Materials Labor Materials

(1) (2) (3) (4) (5) (6) (7) (8)

Log (lagged input cost) 0.765*** 0.270*** 0.332*** 0.122*** 0.272*** 0.084*** 0.074*** 0.023***
[0.049] [0.058] [0.039] [0.024] [0.021] [0.016] [0.009] [0.007]

Log (revenue) 0.206*** 0.160*** 0.717*** 0.822*** 0.460*** 0.549*** 0.958*** 0.965***
[0.034] [0.041] [0.034] [0.026] [0.013] [0.013] [0.009] [0.010]

POST_REFORM × log
  (lagged input cost)

− 0.404*** − 0.129** − 0.024 − 0.018 0.190*** 0.090*** 0.054*** 0.018
[0.053] [0.064] [0.044] [0.029] [0.015] [0.021] [0.014] [0.012]

POST_REFORM × log
  (revenue)

0.335*** 0.574*** 0.033 0.040 − 0.167*** − 0.152*** − 0.043*** 0.005
[0.043] [0.049] [0.037] [0.035] [0.013] [0.014] [0.012] [0.013]

D_KOREA × log 
  (lagged input cost)

0.493*** 0.186*** 0.257*** 0.099***
[0.054] [0.060] [0.040] [0.024]

D_KOREA × log
  (revenue)

− 0.254*** − 0.389*** − 0.241*** − 0.143***
[0.036] [0.043] [0.035] [0.028]

D_KOREA ×
  POST_ REFORM × log 
    (lagged input cost)

− 0.594***− 0.219*** − 0.078 − 0.036
[0.055] [0.067] [0.046] [0.031]

D_KOREA ×
  POST_ REFORM × log 
    (revenue)

0.502*** 0.726*** 0.075* 0.035
[0.045] [0.050] [0.038] [0.038]

Constant − 0.127 0.515*** − 1.242***− 0.710*** 1.156*** 2.158*** − 1.453*** − 1.153***
[0.096] [0.145] [0.100] [0.137] [0.105] [0.085] [0.053] [0.053]

Outlet Outlet-
year-

season

Outlet Outlet-
year-

season

Outlet Outlet-
year-

season

Outlet Outlet-
year-

season

Observations 15,071 15,071 15,099 15,099 71,273 71,273 71,200 71,200
Adjusted R2 0.854 0.894 0.944 0.963 0.977 0.984 0.971 0.980
Number of clusters 152 152 152 152 592 592 592 592

Notes: This table examines changes in South Korea following labor reforms that increased labor market flexibility. The sample 
includes 1994 and 1995 (pre-reform years) and 1999 and 2000 (post-reform years). POST_REFORM is a dummy equal to one 
for the post reform years (1999 and 2000). D_KOREA is a dummy equal to one for South Korea. The sample in the before-after 
regressions includes only South Korea, while the difference-in-difference regressions sample includes other Asian countries in 
the Asia-Pacific region. Standard errors are clustered at outlet level.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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where the variables are as defined in equation (3), and τ  j, again, is the regulation 
index for country j. We control for outlet-period specific effects in the error terms 
(ε​it​ 

b​  and ​ε​it​ 
r
 ​) using fixed effects.31

If our findings in the previous sections are robust, we expect the impulse response 
functions generated in this model to vary across regulation regimes. Specifically, 
the response to a unit impulse in revenue in period zero should have a much larger 
effect on labor costs in regimes with a lower level of regulation index as outlets in 
these countries would adjust labor costs more quickly in response to any revenue 
shock. In contrast, we expect a period zero unit impulse in labor to have a much 
larger impact on subsequent labor demand for those outlets operating in countries 
with a higher level of the labor index, reflecting the greater rigidity in labor choices 
that they face.

The results from estimating the VAR model are presented in Table 10. While our 
major concern is the shape of the impulse response function, there are three note-
worthy points to make about the table. First, in the first column, where the dependent 
variable is log labor cost, the coefficients of the interaction terms between regula-
tion and the first two lags of labor cost are large and positive, consistent with the 
increased hysteresis we found in our other analyses. Second, in the same column, the 
coefficient of the interaction of regulation with the first lag of revenue is large and 
negative, consistent with a dampened response of labor to revenue shocks in more 
highly regulated markets. Third, in the second column, where the dependent vari-
able is log revenue, the coefficients on the interaction terms are mostly very small 
and generally insignificant. This suggests that there is little systematic difference in 
the time-series process for revenue (persistence of revenue shocks) in countries with 
different levels of regulations, thus assuaging the concern that our results for labor 
demand may be driven by differences in the revenue process across countries.32

In Figure 1, we plot the response of labor cost to period zero revenue and labor 
cost impulses. The top panel looks at the response of labor cost to a period zero unit 
revenue impulse, and the bottom panel shows the response to a period zero unit labor 
cost impulse. In the figure, we plot the average impulse response function for the top 
and bottom quartiles, and then the top and bottom deciles, of the regulation index.

The results show striking differences in the responses to both revenue and labor 
impulses across regulation regimes. Consistent with the results in the other sec-
tions, we find a stronger response to a revenue impulse in the bottom segment of the 
distribution of the regulation index, with the difference lasting up to three periods. 
The results in the bottom figure are also strikingly consistent with earlier results, 
and contrast as expected with the results for the revenue impulse; the response to a 
period zero impulse in labor cost is much larger for outlets in countries with a high 
regulation index, and much less pronounced in countries with lower levels of labor 
regulation. These differences are initially larger in magnitude, and more persistent 

31 Panel unit-root tests on revenue and labor cost based on the methodology proposed by Kyung So Im, M. 
Hashem Pesaran, and Yongcheol Shin (2003) strongly rejected the null of nonstationarity for both dependent 
variables.

32 We thank the editor for pointing this out.
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than those documented for the revenue response, which is also in line with the greater 
robustness of the labor hysteresis results in previous sections.

We conclude that our baseline findings of a strong impact of labor regulations 
on labor choice (both in terms of responsiveness to revenue shocks and hystere-
sis) is robust to concerns about potential endogeneity of regressors in the baseline 
specifications.

Table 10—VAR Model of Labor Cost and Revenue

Dependent variable Log (labor cost) Log (revenue)
L. log (labor cost) 0.179*** 0.019***

[0.039] [0.007]
L2. log (labor cost) 0.062*** 0.008***

[0.020] [0.002]
L3. log (labor cost) 0.026*** − 0.0005

[0.008] [0.003]
L4. log (labor cost) 0.031** 0.002

[0.012] [0.003]
L. log (revenue) 0.109*** 0.345***

[0.029] [0.028]
L2. log (revenue) 0.033** 0.082***

[0.015] [0.021]
L3. log (revenue) − 0.003 − 0.005

[0.008] [0.017]
L4. log (revenue) 0.010 0.033**

[0.010] [0.013]
Regulation × L. log (labor cost) 0.649** 0.0002

[0.257] [0.023]
Regulation × L2. log (labor cost) 0.383*** − 0.020*

[0.128] [0.011]
Regulation × L3. log (labor cost) − 0.004 0.060***

[0.042] [0.019]
Regulation × L4. log (labor cost) − 0.005 0.035*

[0.074] [0.019]
Regulation × L. log (revenue) − 0.332* − 0.029

[0.18] [0.11]
Regulation × L2. log (revenue) − 0.126 0.181*

[0.10] [0.11]
Regulation × L3. log (revenue) 0.056 − 0.020

[0.055] [0.097]
Regulation × L4. log (revenue) − 0.0004 − 0.005

[0.067] [0.065]
Constant 3.771*** 4.616***

[0.31] [0.43]
Observations 296,400 296,400
Adjusted R2 0.96 0.95
Number of clusters 43 43

Notes: In this table, we present results from a regression of log labor cost and log revenue on four lags of both vari-
ables, as well as interactions of the lags with the labor regulation index. All regressions include outlet-year-season 
fixed effects.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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E. Further Robustness Checks

In this section, we briefly discuss results from a number of additional tests that we 
undertook. While we do not show the actual results for the sake of brevity, these are 
available (along with several others) in the Web Appendix.33

First, we verified whether the effects we estimate were related in some way to the 
type of ownership of the outlets. Outlets owned by local franchisees, for example, 
may be able to respond to demand and productivity shocks in a different way than 
outlets owned by the company or a master (regional) franchisee. This could arise 
because labor regulations in certain countries do not apply to smaller operations, 
allowing them to adjust labor more freely, or because franchisees are better able 
to predict local demand variations. We found evidence of a somewhat lower, but 
still significant, impact of regulation on labor costs hysteresis and on the response 
of labor costs to revenue changes for franchisee-owned outlets. We view this result 
as further evidence that regulations governing labor flexibility are important in this 
industry. Indeed, given the endogeneity of the decision to franchise units, this result 

33 We thank the two anonymous referees for suggesting many of the analyses discussed here.

Figure 1. Average Impulse Response Functions (IRF)  
for the Top and Bottom Quartiles and Deciles of the Regulation Index
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suggests that getting around these rules may be a factor leading firms to franchise, 
at least in some jurisdictions.34

Second, we used GMM estimation (Manuel Arellano and Stephen Bond 1991, 
Richard Blundell and Bond 1998) to address, in a different way, the potential endo-
geneity of our dependent variables, using suitable lags of the dependent variables as 
instruments. This approach also provides tests to confirm the validity of instruments 
in the presence of possible serial correlation, and addresses the issue of bias induced 
by fixed effects in an autoregressive model such as equation (3).35 We examined a 
number of alternative GMM specifications and approaches (differenced, level, and 
system).36 In addition to the lagged labor cost and lagged revenue, we also used 
lagged materials cost as possible instruments. While we do not report these for space 
reasons, we found our GMM results to be generally consistent with those from our 
baseline specifications.37 These GMM results again suggest that the potential endo-
geneity of revenue and lagged labor cost in our baseline regressions is not a signifi-
cant source of bias for the estimates on the parameters of interest in our baseline 
regressions.

Third, we addressed the possibility that the labor regulations could affect upward 
and downward labor costs adjustments differently. In other words, it is possible 
that labor regulation might make it harder to adjust labor downward rather than 
upward, or vice versa. We addressed this by estimating our regression equation 
separately for two subsamples, one that includes all observations where revenues 
are increased relative to the prior period, and another consisting of all observa-
tions where revenues go down at time t compared to t − 1. We found that labor 
regulations affect labor costs in a way that is consistent with our baseline results in 
both subsamples. Further, we found no stark differences in the responsiveness of 
labor cost to positive and negative revenue shocks.

Fourth, we verified that our baseline results are robust to excluding labor regula-
tion outliers (i.e., observations in the top and bottom deciles of the labor regulation 
distribution). We found the results to be somewhat noisier, but nonetheless signifi-
cant, and of similar magnitudes for both the relevant interaction terms.

34 This conclusion is subject to the caveats that the sample of countries with franchisee owned stores is 
smaller. A complete analysis of the effect of organizational form that would address its endogeneity is beyond the 
scope of the present paper.

35 In general, the within (fixed effects) estimator is downward biased in short panels (Stephen J. Nickell 1981). 
This is because the transformed lagged dependent variable is ( bi,t−1 − ( 1/( T − 1 ) )​∑ t=1​ 

T−1​ bi,t ​) and the transformed 
error term is ( ϵi,t − ( 1/( T − 1 ) )​∑ t=1​ 

T−1​ ϵi,t​ ). The term − bi,t /( T − 1 ) in the former is correlated with ϵi,t in the latter. 
Thus, the bias is decreasing in the length of the panel T. (Other cross terms induce bias, too, but these are smaller 
as they are divided by terms of the order of T 2.) In our estimates using outlet fixed effects, the panel length for 
most of the outlets is close to 208 (52 × 4). Thus, our panel is long enough that this bias is unlikely to be severe in 
these regressions. The length is shorter with outlet-year (52) and outlet-year-season fixed effects (13), and so the 
within estimator coefficient is more likely to be biased downward in the latter. Note that our parameter of interest 
is the coefficient of lagged labor interacted with regulation, which may not be systematically biased due to this.

36 To implement the GMM approach, we use the Stata xtabond2 procedure developed by David Roodman 
(2006). We use the two-step procedure, with standard errors corrected, as per Frank Windmeijer (2005).

37 Specifically, a level GMM specification using lags 5, 6, and 7 of the differenced endogenous variables—
revenue, lagged labor, materials cost and these variables interacted with the regulation index—as instruments, 
passed the overidentification test as well as the serial correlation tests. The coefficients on both interaction terms 
in this specification were similar in magnitude and significance levels to those in our baseline analyses. Even in 
specifications that failed one or both specification tests, the results were, in general, very similar to our baseline 
results. These results are available in the Web Appendix.



Vol. 1 No. 2� 115Lafontaine and Sivadasan: Effects of Labor Market Rigidities

Fifth, we examined patterns of changes in revenue, labor costs, and materials 
for different countries. In particular, we examined the fraction of observations 
with no reported change in the variable compared to the prior period. We found 
basically no persistence in revenue or material costs from week to week. For labor 
costs, however, we found that in a handful of countries, outlets reported the same 
labor costs from week to week. This does not appear to be caused by nonreport-
ing, as data on revenue and materials costs changed in these as in other countries. 
Nevertheless, we checked and found our baseline results robust to excluding these 
countries from our analyses. In fact, as reported in the Web Appendix, exclud-
ing the five countries with the most unusual pattern of labor costs strengthened 
the results in Table 4 (baseline regressions) and Table 7 (including interaction 
terms).

Finally, to verify whether the severity of minimum wage regulations impact our 
results, we defined a minimum wage index as the ratio of minimum wage to average 
wage (for 2000) (using data from David Neumark and William Wascher 2004) for 
the subset of OECD countries in their data also covered in our sample (14 countries). 
We then included interaction terms for this index with lagged labor and revenue. 
We found that our baseline results were robust to the inclusion of these interaction 
terms.

V.  Estimated Adjustment Dampening and Gross Misallocation

In this section, we take our estimates more seriously, and translate these into 
parameters of the simple model set forth in Section IA.38 This allows us to (a) assess 
the implied dampening in labor adjustment induced by rigidities in labor regulation, 
and (b) measure the optimal labor costs implied by the model, and, accordingly, the 
extent of misallocation of labor at each outlet.

A. Assessing the Implied Dampening of Labor Adjustment

Our simple model in Section IA yields the following relationship between actual 
and optimal labor cost adjustments: 

(9) 	​  
​b​t​ − ​b​t−1​ _______ 
​b​t​ 

*​ − ​b​t−1​
 ​  = ( 1 − ​ω​  j​ ),

where ​b​t​ is the actual labor cost and ​b​t​ 
*​ is the optimal labor cost in the absence of 

adjustment costs. Since b is the log of labor costs, the expression on the left-hand side 
is approximately the observed percentage change in labor costs divided by the per-
centage change in labor costs that would have occurred if there were no adjustment 
costs. Since 0 < ωj = ​γ​a​  j​ / ( ​γ​a​  j​ + γo ) < 1, the RHS of equation (9) is also between 
0 and 1. The expression ( 1 − ω j ), which we call the “dampening factor,” provides 

38 Note that while our model is very simple, our estimates are consistent with many of its assumptions. For exam-
ple, in most of our specifications, we cannot reject the hypothesis that δr = −  δb, an implication from our model.
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a measure of the extent to which labor adjustments are reduced by the labor regu-
lations. Because we can obtain estimates of a0 and a1 from the coefficients in our 
regressions, we can estimate ω j( = a0 + a1 τ  j ) and, hence, the dampening factor.

Table 11 presents alternative estimates of the dampening factor at different per-
centiles of the distribution of labor regulation (per the Botero et al. index). In the 
first panel, we use estimates from column 6 of Table 4 to measure a0 and a1. The 
estimated dampening factor is larger when we use the coefficients on the lagged 
labor variables compared to using the coefficients on the revenue variables. In row 
3 of the first panel, where we rely on the average of the coefficients attached to rev-
enues and lagged labor, we find that labor regulations dampen adjustments in labor 
by a factor of 0.68 at the twenty-fifth percentile of the labor regulation index, and 
0.51 at the seventy-fifth percentile of the labor regulation index, a reduction of about 
25.2 percent in labor cost adjustments. In panel 2, we use estimates derived from the 
OECD sample (column 1 of Table 7). Here we find similar estimates of the damp-
ening factor at the twenty-fifth percentile, but higher estimates at the seventy-fifth 
percentile, so that the measured impact of regulation is lower. Specifically, in row 
3 of panel 2, the dampening factor changes from 0.70 to 0.57, a reduction of about 
18.4 percent.39

B. Assessing Labor Misallocation

Our simple model in Section IA yields an alternative way to calibrate the effects 
of the regulations. Specifically, equation (9) implies the following optimal labor 
choice for each outlet: 

39 Note that in panel 2, we use the percentiles of the regulation distribution within the OECD sample.

Table 11—Estimates of the Dampening Factor

Estimate of a0 Estimate of a1 Dampening factor estimate

   Regulation Change
(percent)P25 P75

Panel 1: Using results from column 6 of Table 4

Coefficient on log 
  (lagged labor cost):

0.203 Coefficient on regulation 
  × lagged labor cost:

0.687 0.900 0.687 23.7

1 − coefficient on log 
  (revenue):

0.609 −(Coefficient on regulation 
  × revenue):

0.414 0.453 0.325 28.3

Average of above: 0.406 Average of above: 0.550 0.677 0.506 25.2

Panel 2: Using results from column 1 of Table 7—OECD only
Coefficient on log 
  (lagged labor cost):

0.174 Coefficient on regulation
  × lagged labor cost:

0.428 0.890 0.749 15.9

1 − coefficient on log 
  (revenue):

0.539 −(Coefficient on regulation 
  × revenue):

0.354 0.514 0.397 22.7

Average of above: 0.356 Average of above: 0.391 0.702 0.573 18.4

Notes: This estimation uses an index of labor regulation (Botero et al. 2004) and results from Table 4, column 6 
(in panel 1) and results from column 1 of Table 7 (in panel 2). The dampening factor is the ratio of actual changes 
in labor costs to the change that would have occurred in the absence of adjustment costs. 
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(10) 	​  b​t ​ 
*​ = ​b​t−1​ + ​ 

​b​t​ − ​b​t−1​ _______ 
1−​ω​  j​ ​  .

We can therefore estimate the inefficiency of holding too little or too much labor by 
defining the “gross labor misallocation,” ρt, as 

(11) 	  ρt ≡ | ​b​t ​ 
*​ − bt |

which can be readily calculated using our estimates.40 Since this is a difference in 
logs, it can be thought of as the percentage difference between optimal and actual 
labor costs.41

To assess how the magnitude of misallocation relates to labor regulation, we 
estimate the decrease in gross misallocation that would result from a hypotheti-
cal decrease in labor regulation from its p75 to its p25 value, a decrease of 0.31 in 
the baseline sample in Table 4. We do this for all the outlets operating in countries 
in the top quartile of the labor regulation index in three steps. First, for outlet i in 
country j in period t, we estimate the optimal labor choice ​b​i,t​ 

*
 ​ using the estimated ω j 

(given the actual regulation index τ  j for country j ) along with actual bi,t and bi,t−1. 
Next, we estimate what labor cost ( ​b​i,t​ ′ ​ ) would have been chosen if the regulation 
index had been lower by 0.31 points (by recalculating ω j for the hypothetical lower 
regulation index and using the relationship between bi,t, bi,t−1, ​b​i,t​ 

*
 ​, and ω j in equation 

(10)). Finally, we measure the difference between the gross misallocation at the cur-
rent regulation index ( | ​b​it​ 

*​ − bi,t | ) and gross misallocation at the hypothetically lower 
regulation index ( | ​b​it​ 

*​ − ​b​i,t​ ′ ​ | ).
Using estimates from the baseline regression results in Table 4, we find that for the 

sample of outlets in the top quartile of the regulation index, a hypothetical decrease 
in the labor regulation index by 0.31 points ( p75–p25 ) would result in a mean reduc-
tion in gross misallocation of about 4.1 percentage points. For outlets in the bottom 
quartile of the labor regulation index, an increase in the labor regulation index by 
the same 0.31 points would result in a mean increase in gross misallocation of about 
2.4 percent. Using estimates for the OECD sample instead, we find that gross mis-
allocation decreases (increases) by 2.6 (1.7) percentage points for the top (lower) 
quartile of outlets following a 0.33 ( p75–p25 ) decrease in the regulation index for 
this sample.

C. Discussion

We interpret our results on the dampening factor in Section VA as indicating 
a large effect of the regulation on labor adjustment in the fast-food outlets of the 

40 Note that per our model, optimal labor choice is always higher (lower) than actual labor choice if labor 
levels are increased (decreased) relative to the prior period. Thus, the net effect on employment is ambiguous—if 
the productivity and demand shocks across outlets and over time are mean zero, the mean net misallocation could 
well be about zero within countries. In fact, we find that this is generally the case in our data.

41 This interpretation is only an approximation, which holds better when the differences are small. However, 
redefining the reallocation term precisely as the percentage difference between optimal and actual labor levels, 
(i.e., ρt = ( | ​B​t​ 

*​ − Bt | /Bt ), yields very similar estimates.



118	 American Economic Journal: applied economics�a pril 2009

Company. Our estimates imply that, when the labor regulation index is relatively 
low (at the twenty-fifth percentile), outlets adjust labor costs each week more than 
two-thirds of the way toward what would be optimal with zero adjustment costs. At 
the seventy-fifth percentile of regulation, they only adjust half of the way toward what 
is optimal. The reason these large dampening factors translate to relatively small 
estimates of gross misallocation (2.4 to 4.1 percent for the overall sample) is that the 
average optimal week-to-week gross adjustment is relatively small, roughly about 
15 percent of labor cost in our data. Thus, the “misallocation” due to an increase 
in regulation from the twenty-fifth to seventy-fifth percentile can be expected to be 
about 2.6 percent ( [ 0.677 − 0.506 ] × 0.15 ).

Although our data are of a very different type, it is interesting that the magni-
tudes of the effects documented here are qualitatively similar to the findings from 
two related papers. This is so even though our definition of the dampening factor and 
gross misallocation are not directly comparable to the constructs examined by these 
authors. Our finding of a 25 percent increase in the dampening of adjustment when we 
move from the twenty-fifth to seventy-fifth percentile of labor regulations is of similar 
import as the 33 percent reduction in the speed of adjustment that Caballero et al. 
(2004) find for a change in the same labor regulation index from the twentieth to the 
eightieth percentile. Similarly, our estimates of the lower bounds of gross misalloca-
tion, in the range of 1.7 to 4.1 percent, are in line with some of the effects calibrated by 
Hugo Hopenhayn and Richard Rogerson (1993) for variables that could be interpreted 
similarly. They find that a severance pay equal to 6 to 12 months of wages results in a 
reduction in net employment of 1.7 to 2.5 percent, and a layoff cost to wage bill ratio 
of 2.6 to 4.4 percent, respectively.

Of course, the results in this section are obtained by taking the simple model in 
Section IA seriously. In particular, the optimal labor choice is driven by the assump-
tions of symmetric quadratic (convex) costs. In a more general model, where costs 
are not strictly convex, adjustments would be lumpy, and hence the optimal labor 
levels would be more difficult to recover.

There is also a “speed-of-adjustment” or “half-life” interpretation to the coef-
ficient on lagged labor (Hamermesh 1993, chapter 7) that does not rely so much on 
the specifics of our model. The median length of the time taken for the system to 
move halfway to the eventual equilibrium in response to a shock can be calculated 
as the log(0.5)/log(coefficient on lagged labor). We find that the half-life estimates 
at the mean labor regulation level are quite low in our context, ranging from less 
than half a week (from column 6 of Table 4) to one week (column 4 of Table 4).42

There are several potential explanations for the much higher speeds of adjust-
ment that we document here compared to other estimates in the literature. First, as 
discussed by Hamermesh (1993), studies that use temporally aggregated (low fre-
quency) data generally find much slower speeds of adjustment, probably because 
aggregation conceals higher frequency changes. Second, also noted by Hamermesh 
(1993), the industry studied could have important implications. We study a firm 
in the retail food sector, where the number of employees and hours worked by 

42 The estimates were higher in our GMM specification, at about 2.6 weeks.
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employees change much more rapidly than in some other sectors. In fact, from our 
discussions with industry insiders, labor schedule changes and flexibility in hours 
per week per worker are among the most important margins that managers have at 
their disposal to keep production costs down. Also, related to the above, and again 
as pointed out by Hamermesh, studies that focus on the number of workers miss 
out on the important margin of hours per worker, which firms can use to adjust to 
shocks. Our labor cost measure effectively captures changes to hours worked, a 
margin that is especially important in the industry on which we focus. Finally, our 
analysis includes very detailed store-time fixed effects. Thus, we have conditioned 
out macro- or firm-specific seasonal shocks that could potentially have persistent 
effects. The fact that we obtain much lower half-life estimates when we use the 
most detailed fixed effects suggests that controlling for these can have a large 
impact on these estimates.

VI.  Conclusion

In this paper, we ask whether rigidities associated with labor regulation, as mea-
sured by an index of statutory requirements (constructed by Botero et al. 2004) or 
through surveys of executives, have a measurable impact on the day-to-day opera-
tions of firms. We address this question using very micro-level data from a single 
fast-food chain with operations around the world. We find strong evidence that labor 
regulations dampen the responses to demand/supply shocks. To our knowledge, ours 
is the first establishment-level cross-country study to document such an effect.

We believe that our data present several unique advantages for the type of analy-
ses we carry out and thus strengthen our results in important ways. First, the fact that 
our data are from a single firm doing basically the same thing in all the countries 
where it operates implies that our results are not driven by differences in output deci-
sions or technology and production function parameters across countries. Second, 
the use of data from a single firm also implies that we are holding constant a number 
of factors, including for example headquarters’ policies, that could confound com-
parisons of labor usage across countries in other studies. Third, our data are avail-
able at very high frequency (weekly) for a long period of time (four years), which 
has significant advantages relative to annual frequency firm level or aggregate data 
where considerable within-year or establishment-level variation may go unmeasured 
(Hamermesh 1989 and Hamermesh and Pfann 1996). The very high frequency of 
our data allows us to adopt estimation strategies involving outlet, outlet-year, or even 
outlet-year-season fixed effects, and thereby control for many factors that might bias 
estimates otherwise. Finally, according to industry insiders, firms in this industry 
rely heavily on flexible hours for employees as a way to keep labor costs low. This, 
in turn, implies that the type of regulations we focus on are likely to be particularly 
important to these firms. It also highlights the importance of using a labor mea-
sure (such as the labor cost measure we use) that reflects changes in underlying 
labor hours rather than only in number of workers (which is often the only available 
data).

We have shown evidence that within existing outlets, decreasing the index of 
regulation from the seventy-fifth to the twenty-fifth percentile leads to a decrease 
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in gross misallocation of labor equivalent to about 2.6 (for the OECD subsample) to 
4.1 (for the overall sample) percent of labor costs for the outlets in the top quartile 
of the regulation index. Past research (e.g., Lucia Foster, John Haltiwanger, and C. 
J. Krizan 1998) has highlighted the importance of the reallocation of resources 
from less productive to more productive firms as a source of aggregate produc-
tivity growth, and hence national output growth and welfare. Our results sug-
gest that labor regulations reduce the ability of firms to adjust labor levels in 
response to demand or productivity fluctuations, thus hampering the reallocation 
of resources and potentially impeding an important channel for aggregate produc-
tivity growth.43

Of course, a major goal of such labor regulation is to protect labor. Our find-
ings are consistent with the idea that incumbent workers benefit from the regulation, 
as the outlets do not reduce labor as much as they would otherwise when facing 
negative shocks. Thus, incumbent workers may benefit from longer employment ten-
ure, reduced uncertainty, and protection against job loss during downturns. From a 
policy perspective, the misallocation costs described here must be weighed against 
these benefits for incumbent workers.44

Appendix A: A Stochastic Dynamic Programming  
Model of Adjustment Costs

In this Appendix, we present a stochastic dynamic programming model of labor 
adjustment in the presence of adjustment costs. We numerically solve the model for 
a set of parameter values, and then simulate data to assess the effect of increased 
adjustment costs on two properties of the optimal labor choice: the observed elastic-
ity of labor demand with respect to output, and the elasticity of labor choice with 
respect to the previous period’s labor choice.

A. Model Setup

The production function of the optimizing producer (here, each outlet of the mul-
tinational firm) uses a single variable input, with the following form: 

(A1) 	  Qt = f ( Lt ) = Θt ​L​t​ 
α​,

43 Our findings of a negative impact of labor market rigidities on labor adjustment in fast-food outlets contrasts 
with the findings of zero impact of increased minimum wage laws on employment in fast-food stores documented 
by Card and Krueger in a number of studies (see David Card and Alan B. Krueger 1997). The indices we focus on 
capture difficulties in adjusting labor levels due to labor regulations that are distinct from minimum wage laws. 
Also, while our results suggest a definitive impact of these labor regulations on labor choice as predicted by eco-
nomic theory, our findings relate to dampening of adjustments rather than net employment effects.

44 In other analyses, we found some evidence that the Company has delayed entry and operates fewer out-
lets—conditional on the per capita income, population, entry barriers for new firms, and distance to the United 
States—in countries with more rigid labor regulations. This, in turn, implies a reduction in labor usage by the 
Company apart from the adjustment costs we focused on in this paper. See also Francine Lafontaine and Jagadeesh 
Sivadasan (forthcoming) for analyses of the productivity and labor choice decisions of the Company.
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where Q is output, L is labor input, Θt is a productivity shock faced by the outlet, α 
is a production function parameter, and t denotes the time period. We assume that 
each outlet faces a downward sloping iso-elastic demand curve, 

(A2) 	  Pt = Λt ​Q​ t​ 
1/μ​,

where Λt represents demand shocks in period t. Each outlet faces perfectly elastic 
labor supply at wage level W and a cost of adjusting labor from one period to the 
next, g( ΔLt ). Productivity ( Θ ) and demand ( Λ ) shocks are revealed to the outlet 
at the beginning of the period, and then the outlet chooses the labor level for that 
period. Thus, the objective function of the outlet in period 1 is 

(A3) 	​  max    
​{ ​L​t​ }​t=1​ 

t=∞​
​ e ​ϕ​1​​L​

1
​ α′​ − W​L​1​ − g ( Δ​L​1​ ) + ​E​1​ c ​∑ 

t=2

 ​ 
∞

 ​​β​ t​​ ( ϕt ​L​t​ α′​ − W​L​t​− g ( Δ​L​t​ ) ) | ​ϕ​1​ d  f ,

where ϕt = Λt ​Θ​t​ 
(1+1/μ)​ and α′ =α ( 1 + ( 1/μ ) ).

The productivity and demand shocks (and therefore the combined productivity 
and demand shock parameter ϕ ) follow a first-order Markov process. Then equation 
(A3) in the Bellman equation form is 

(A4) 	  V( ϕ, L ) = ​max    
{L′ }

 ​  e ϕ​L′​ α′​ − WL′ − g ( ΔL′ ) + βE [ V( ϕ′, L′ ) | ϕ ] f .

The impact of labor regulations is modelled as affecting the adjustment costs. We 
model the labor regulations as imposing one of three types of adjustment costs:

	 1.	Symmetric, quadratic adjustment costs: g ( ΔLt ) = cs ​( ΔLt )​ 2​, where ΔLt  

= Lt − Lt−1;

	 2.	Asymmetric, linear adjustment costs: g ( ΔLt ) = ca ∙ | ΔLt | ∙ Dt, where Dt is an 
indicator function for firing set equal to 1 if ΔLt < 0, and 0 otherwise;

	 3.	Fixed or lump-sum adjustment costs: g ( ΔLt ) = cf Dt, where Dt is an indica-
tor function for any change in labor (hiring or firing), that is, Dt is equal to 1 if 
ΔLt ≠ 0, and 0 otherwise.

The assumption of quadratic symmetric adjustment costs is invoked in a number of 
early theoretical papers on labor adjustment costs. However, Fidel Jaramillo, Fabio 
Schiantarelli, and Alessandro Sembenelli (1993) and Pfann and Franz C. Palm (1993) 
suggest that labor adjustment costs are asymmetric. Our specification of asymmetric 
firing costs is consistent with regimes with mandated severance payments. The fixed 
adjustment cost regime reflects the possible nonconvexities in adjustment costs, as 
suggested in the literature (e.g., Hamermesh 1989, Russell Cooper and Jonathan L. 
Willis 2004, Caballero et al. 1997, and Paola Rota 2004).
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The sufficient condition for equation (A4) to be a contraction mapping is that 
the objective function be concave, which is fulfilled if α′ < 1 (see Nancy L. Stokey, 
Robert E. Lucas, Jr., and Edward Prescott 1989). However, the equation does not 
yield closed form solutions for the value function V ( ϕ, L ) or the policy function 
L′ ( ϕ, L ). To obtain numeric solutions, we need to make assumptions regarding 
parameter values, which we discuss in the next section.

B. Selecting Parameter Values

We make the following parametric assumptions to derive a numeric solution to 
the dynamic programming problem in equation (A4):

	 •	 α′ = 0.216, assuming α = 0.36 and demand elasticity μ = − 2.5.45

	 •	 ϕ ∈ ( 0, 1]. (The evolution of ϕ over time is discussed below.)

	 • 	 β = 1/1.08, based on an 8 percent annual (compounded weekly) rate of 
return for outlet owners.

	 •	 Wage W is set to 0.03552 to obtain an upper bound on labor of exactly 10.

With these assumptions, the per-period labor choices are bounded between 1 and 10, 
since Lmin = ​[ α′​ϕ​

min
​ /W ]​ 1/(1−α′)​ = 0, and Lmax = ​[ α′​ϕ​

max
​ /W ]​ 1/(1−α′)​ = 10. Correspondingly, 

the output level and value functions are also bounded, which implies that the sufficient 
conditions for equation (A4) to be a contraction mapping hold. We assume that ϕ 
follows a discrete Markov chain, with 10 states ( s1 = 0.1, s2 = 0.2, … , s10 = 1.0 ). 
We examine two types of shock processes: independently and identically distributed, 
captured by setting Tii = Tij = 0.1, where Tij is the probability of transition from state si 
to sj; and persistent, captured by setting Tii = 0.5, and Tij = 0.5/9=0.0555.

C. Solving the Model and Simulating Data

Our simulations are intended to capture the effect of varying the cost of labor 
adjustment parameter ( cs, ca, and cf ) on the relationship between labor demand, 
measured output (revenue), and lagged labor demand. We undertake the following 
two-stage procedure:

Stage 1: Obtaining Optimal Policy Functions.—In this stage, we solve and store 
the optimal policy function for 45 separate regimes. The adjustment cost param-
eter cs varies from 0 to 1 period’s (week) wage in 44 equal increments in the qua-
dratic case, while ca and cf vary from 0 to 4 week’s wage in 44 equal increments 

45 The production function parameter α and demand elasticity are backed out from an estimate of the produc-
tion function and the observed material share of revenue. See Lafontaine and Sivadasan (forthcoming) for more 
details.
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in the asymmetric and fixed cost cases. Standard errors are clustered at the regime 
(country) level.

 Since standard regularity conditions hold, the Bellman equation (A4) can be 
solved numerically. We obtain the optimal policy functions for four scenarios: (a) 
A benchmark case with zero adjustment costs; (b) Symmetric, quadratic adjustment 
costs; (c) Asymmetric, linear adjustment costs; and (d) Nonconvex (fixed or lump 
sum) adjustment costs.

Stage 2: Simulating Data.—In the second stage, we simulate data for 75 outlets 
in each of the 45 adjustment cost regimes, for the two shock processes in each of 
the four scenarios. For each outlet i, we draw period zero labor levels ( li0 ) from a 
uniform distribution over ( 0, 10 ], with 0.2 increments for a total of 50 potential val-
ues for labor, and period zero combined demand/productivity shocks ( ϕi0 ) from a 
discrete uniform distribution over ( 0, 1 ]. Draws of ϕ for period t( ϕit ) are based on 
the prior period shock and the transition probability matrix. Labor choice in period 
t is based on the optimal policy function (solved in stage 1).

First, we simulate the model for an initial 50 periods to allow the distribution of 
shocks and labor levels to reach steady state. We then simulate 104 periods (2 years 
of 52 weeks each) of data for each outlet, for each of the four scenarios.

D. Regression Analysis on Simulated Data

At the end of stage 2, we have eight datasets (one for each of the two shock 
processes in the four adjustment cost scenarios), each containing data on 45 × 75 
= 3,375 outlets for 104 weeks each (3,375 × 104 = 351,000 observations). To ana-
lyze the effect of changes in adjustment costs on the elasticity of labor demand to 
revenue, and with respect to the previous period’s labor demand, we run the follow-
ing regression specification on the simulated data:

(A5) 	  ​b​it​ 
 j ​ = β​r​it​  j

 ​ + γ​b​it−1​ 
 j
  ​ + ​δ​

r
​​c​  j​​r​it​ 

 j
 ​ + ​δ​b​​c​  j​​b​it−1​ 

 j
  ​ + ​η​

is
​  j ​ + ​ε​it​ j ​ ,

where i indexes outlets, j indexes the 45 different adjustment costs regimes, and t 
indexes weeks. The log labor cost ​b​it​ 

j
 ​ = log( ​L​it​​W​it​ ). Labor choice is made by each 

outlet based on the optimal policy function (and depends on prior period labor and 
current ϕ shock). Log revenue ​r​it​ 

j
 ​ is defined as log of the product of price and quan-

tity, which in this model is log ( ​ϕ​it​​L​it​ 
α′​ ). Finally, ​c​ j​ represents adjustment costs (and is 

therefore analogous to the labor regulation index in the data), and ​η​
is
​  j
 ​ captures outlet 

or outlet-season fixed effects. The results from running the regression on the simu-
lated data are presented in Table 2 and discussed in Section IB.
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Appendix B: Definition of Employment Laws Index 

Alternative employment 
contracts

Measures the existence and cost of alternatives to the standard employment contract, 
computed as the average of: (1) a dummy variable equal to one if part-time workers 
enjoy the mandatory benefits of full-time workers; (2) a dummy variable equal to one 
if terminating part-time workers is at least as costly as terminating full-time workers; 
(3) a dummy variable equal to one if fixed-term contracts are only allowed for fixed-
term tasks; and (4) the normalized maximum duration of fixed-term contracts.

Cost of increasing hours 
worked

Measures the cost of increasing the number of hours worked. We start by calculating 
the maximum number of “normal” hours of work per year in each country (exclud-
ing overtime, vacations, holidays, etc.). Normal hours range from 1,758 in Denmark 
to 2,418 in Kenya. Then we assume that firms need to increase the hours worked by 
their employees from 1,758 to 2,418 hours during one year. A firm first increases 
the number of hours worked until it reaches the country’s maximum normal hours 
of work, and then uses overtime. If existing employees are not allowed to increase 
the hours worked to 2,418 hours in a year, perhaps because overtime is capped, we 
assume the firm doubles its workforce and each worker is paid 1,758 hours, doubling 
the wage bill of the firm. The cost of increasing hours worked is computed as the 
ratio of the final wage bill to the initial one.

Cost of firing workers Measures the cost of firing 20 percent of the firm’s workers (10 percent are fired for 
redundancy and 10 percent without cause). The cost of firing a worker is calcu-
lated as the sum of the notice period, severance pay, and any mandatory penalties 
established by law or mandatory collective agreements for a worker with three years 
of tenure with the firm. If dismissal is illegal, we set the cost of firing equal to the 
annual wage. The new wage bill incorporates the normal wage of the remaining 
workers and the cost of firing workers. The cost of firing workers is computed as the 
ratio of the new wage bill to the old one.

Dismissal procedures Measures worker protection granted by law or mandatory collective agreements 
against dismissal. It is the average of the following seven dummy variables which 
equal one: (1) if the employer must notify a third party before dismissing more than 
one worker; (2) if the employer needs the approval of a third party prior to dismissing 
more than one worker; (3) if the employer must notify a third party before dismiss-
ing one redundant worker; (4) if the employer needs the approval of a third party to 
dismiss one redundant worker; (5) if the employer must provide relocation or retrain-
ing alternatives for redundant employees prior to dismissal; (6) if there are priority 
rules applying to dismissal or layoffs; and (7) if there are priority rules applying to 
reemployment.

Employment laws index Measures the protection of labor and employment laws as the average of: (1) 
Alternative employment contracts; (2) Cost of increasing hours worked; (3) Cost of 
firing workers; and (4) Dismissal procedures.

Source:  Botero et al. 2004.
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Appendix C: Key Changes to South Korean Labor Laws (1996–1998)

Clause Old labor laws

Laws enacted
by NKP
(December 1996)

Revised labor laws
(March 1997)

New labor laws
(February 1998)

Flexible work hours Prohibited except 
in a few industries

Ban is lifted No further change No further change

Flexible layoffs No clause; handled 
by court cases

Permitted flexible 
layoffs to cope with 
changing eco-
nomic conditions, 
improve productiv-
ity, and adopt new 
technologies

Permitted only 
under corporate 
emergency; en-
forcement delayed 
for two years

Immediate imple-
mentation of the 
flexible layoffs

Hiring substitute 
workers during 
disputes

Prohibited Allows employ-
ers to substitute 
striking workers 
and seek new sub-
contractors

Allows employ-
ers to fill job slots 
vacated by striking 
workers with other 
striking workers in 
the same company 
but prohibits new 
sub-contractors

Allows hiring 
substitute workers 
for professional po-
sition for up to two 
years, for manual 
positions for up to 
six months

No work, no pay No clause Employers are 
banned from paying 
workers who par-
ticipate in strikes

Employers have no 
obligation to com-
pensate the wage 
losses incurred by 
strikes

No further change

Multiple unions Prohibited Allows multiple 
unions from the 
year 2000 at the in-
dustry and national 
levels and from the 
year 2002 at the 
plant level

Allows multiple 
unions immediately 
at the industry and 
national levels

No further change

Third party 
intervention

Prohibited Ban is lifted No further change No further change

Union’s political 
activities

Prohibited Ban is lifted, but 
restrictions by elec-
tion laws exist

Practically no 
change

Practically no 
restrictions (elec-
tion laws revised in 
April 1998)

Note: Source: Kim (1998, table 3).
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