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NonreSponse:‘ Iheoreticel Perspectives
Withio:recent yesrs‘msny.researchers have noted a.significapt
rise in the nonresponse rate for various studies-utiliéing the survey
research metﬁod. In the past such nonresponse has not been a topic of
extensive sociological ihquiry. ‘There has been a tendehcy to view non-
.response'in survey research as a oethodologicel issue of priﬁsry con-"
cern to those whose 'principal interests are ssmoling and the theory of
'ésmpling.- However, a declining response rate. in many national and local
survey- research studies has created new. interest in this topic from a
wider variety of investigators.
| Nonresponse in survey research s defined by Kish (1965: 532) as
- "the many sources of failure to obtain observstionS‘(responses, measuref
ments) on some elements‘selected-and designated for theisample;" The
-tyo principal types.of nonresboeses are notﬁet-hoﬁes (NAH's) and refusals.,
" The rate of nonresponse for a given survey ie.eomputed only for eligible
respondents, |
In many survey situations high retes of nonresoonsejmay be an-
ticipated.in edvsece as 8 result of past reseerch. in which cases compen-
eatory techniquee such as oversemplins may be employed. However.'over- '
eampling only producee a largedand,’ therefore. more .acceptable semple a
size, while it doee nothing about the problem of nonresponse bias which
lmsylseve;op'ae“a?rehult of hish rates of nonresponse. | | o
During the actual proeees‘of,interviewing. or other forms of

data colleetion. various other techniquee are eveileble which can affect '

the,nonrelponeeqretel eell backs end eubnempling are two common remediel ‘

actions. The final (terminal) nonreebonee,rete which remains after

various remedies have been attempted poses quite a different probiem-;
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a problem which goes beyond.tﬂe mere mechanics of response accumulation.
Rather it is a problem of the reliability and‘validity of the interpreta-
tions one makes using the data that has been c9llgctedt It is at this
point that one must more closely explotre.the problem of nonresponse
as it relates to sampling theory itselff More 'specifically, one must
‘.consider the problem of bias due to high rates of terminal nonresponse,
.and the effects of such biés on substantive sociological research.
Nonresponse, being'é‘form of nonsgmpling error or bias, has often
received only passing attention from social statisticians. Since it is
not strictly a sampling problem, Kish (1965) has suggested- that many
-soclal statisticians try to uséionly mathematically unbiased estimators
and insist, therefore, that the unavoidable biases of measurement are
.not of their concern. As a resdlt, the ﬁoﬁresponse rate in various:
survey research studies has often appeared pnly as a footnote, and is
simply forgotten in the ensuing éubstanti&glapalysis, The following
scheme is used by Kish (1965:'519) to'cléséiﬁy the various sources of

survey bias.

-Frame ‘biases

Sampling Biases ///// "Consistent' Sampling Bias

Constant Statistical Bias Noncoverage

Nonobservation Nonresponse

Nonsampling 4 -
Biases ‘ Field: Data Collection

Observation Office: Processing
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Using such a scheme, nonresponse can be thought of as a kind
of nonsampling bias arising from the failure to observe a selected
sample element or respondent. Therefore, the effects of an excessively
high rate of nonresponse on a survey are to produce a great amount of
nonsampling bias for the survey statistics. Kish (1965: 510) uses the

following equation to describe the results of bias:

Total Error (Root mean square)= VE2 - Bia'ls2

Variable errors, VE2, equals the sampling variance only when such variable
errors are caused exclusively by sampling errors. The deviation of ;he '
average survey value from the true population value is the bias for gﬁaﬁjib
vaiue; this bias 1is mostly cauggd by meésurement biases. Noﬁrespoﬁée; u,{
can produce such measurement bias.
The terms accuracy and precision have been widely uséd-byAsam;  f~:
pling theorists to speak of the effects of bias and variable errors..
Precision has usually been used to refer to small variable effofs{:':
'This means ‘that the investigator used mathematically unbaised eséimétéréi%u'
for the<most part, thus eliminating or minimizing sampling erfors;'.The
concepﬁ of precision does not include the eéffects.of biases, such as
those in the scheme.abOVe. Accuracy is the term used to refer to smali;~ii
total errors and includes the effects of Bias.also. A precise désigp'is;
one that ﬁas small variable errors, while an accurate design must be
precise and have small bias. The investigator must not only use mathe- .
matically unbiaéed estimators, he or she must also take precautions ﬁo'_ -
avoid the effects of bias, both sampling and nonsampling varieties.
Precision and accuracy are roughly synonomous with the terms

reliability and validity used in psychology and referred to by Campbell
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and Stanley (1963) in their analysis of experimental research designs.

'ﬁ  Ohly research designs which possess both reliability and validity can

be used to make any kind of generalizations about the research findings

- which result. Survey research operates on the same principles. There-
fore, nonresponse, as a form of bias which affects the accuracy and vali-
dity of survey findings should be of great concern for all social scientists
who use the survey method. ‘Epr the problem of nonresponse bias makes

one acutely aware of the fact that the methodology of the social scientist
cannot be separated from the substance of sociological theory and re-
search. Such bias may have profound effects on the accuracy of probabil-
ity  statements which form the crux of sociological analysis. It is this
duél nature of the problem of nonresponse that will be investigated in
this paper.

Nonresponse: Past Studies

Previous studies of nonresponse as a topic of sociological in-

. quiry have been of several types. One group of studies has focused on
attempts to more accurately describe the naturé of the bias caused by
nonresponse while offering no concrete suggestions for remedy. Since:
‘no two surveys will have identical patterns of bias, these studies are
case-specific. It is hoped that through a series of such studies future
researchers will be able to identify certain consistent 'causes' of non-
response. Some:of these analysts have sought .to identify possible
demographic correlates of nonresponse. Variables such as sex, r;cé,
age and social class are used in attempts to explain varying patterns

of response in surveys. Other researcheré have looked at interviewer

effects, the nature of the survey instrument itself, accessibility of

the respondents and a wide range of other possible correlates.
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From the resulting, assorted studies only a few significant
demographic or other correlates of nonresponse have been found. These
few correlat%s are often significant for explaining nonresponse in some
surveys, but not in others. Dohrenwend and Dohrenwend (1968) found some
relationship between race and ethnicity and nonresponse in a New York
City survey. Irish Americans were found to have an interview nonre-
sponse ééte almost four times that of Jews, Blacks or Puerto Ricans.
Donald (1960) found no clear demographic trends in the response to a
mail survey, and no sharp changes in the nature of those subsampled by
phone. However, ghe potential respondents in this survey were all mem-
bers of the same organization, and consequently some data concerning
the nonrespondents was available to Donald. Using such &ata, she found
) th;t the degree of financial support for the organization, group in-
volvement, the level of information members had about the organization'é
activities and similar measures of group participation were all related
to the response rate. The higher the group involvement, the more likely
it was that a member would respond. |

Robins (1963) in a study of reluctant respondents in a St.

Louis area study of child guidance clinic relations found that refusals
were higher among: 1) those living in St. Louis proper as compared to
‘those living in areas outside of the city, 2) those with less than a

high school education, 3) routine white collar workers, and 4) those

of foreign born parentage. Attempts were made by the original researchers
to persuade those who had refused. Efforts by Robins to find variables
related to cooperation after persuasion attempts were tried, proved

fruitless.
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Other studies have concentrated on somewhat different aspects
of nonresponse. Mayer (1964) found that the day of the week and the
‘time of the day of the interviewer calls are important factors affect—
ing nonresponse rates. The Mayer study and othets have sﬁown that day-
time is particularly bad for finding employed (or student) members of
households; evenings and weekends are the most favorable; ané that
there are seasotal variations in nonresponse, especially during vacations.
Some analysts have attributed high rates of nonresponse to faulty
public relations cased by misuses of the survey method by salesmen and
unscrupulous researchers. Such studies have suggested that the public
may be.retaliating through higher rates of noﬁresponse on all'surveys.*
Interviewer effécts have also been the subject of analysis. 1In
addition to the findings mentioned earlier, Dohrenwend and Dohrenwend
(1968) found that it is possible to identify cases where the interviewer
was the cause of nonresponse. Pomeroy (1963) attributes the low non-
response rate on a survey dealing with a rather sensitive topic, sex,
to good interviewer techniques. More recently, éummers and Beck (1973)
found that interviewer personality an&'sqcial status factors are also
relatgd to nonresponse.
| Alternatively, in a study of the "inaccessible respondent" Ross
(1963) found that often neither the respondent nor the interviewer is
responsible for high nonresponse rates. Concentrating on the not-at-

homes and miscellaneous nonresponse categories, he concludes that door-

men in apartment buildings, locked doors and other types of intentional

*
See: Public Opinion Quarterly, Vol. 28, 1964.
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. and unintentional barriers between the respondent.and interviewer can

have a great impact on the nonresponse rates, especially.in-cities. He

attributes the prevalence of such barriers in- cities -to- desires. for:

privacy.. - 2 2 TR P S TR

.~ One of the better studies which attempts to critique: the problem

sEd

. of. nonresponse as well as offer .some tentative solutions.is.Mayer. and

Pratt's (1966-67) investigation of nonresponse--in. a, mail survey.:: The

.--source of..their data was a study of the economic..and;psychological con-

sequences of personal-injury automobile accidents in Michigan...As-in

theyDonald_(lQGQ)_stgdy,a;lisp&of potential respondents was,available to

., the, researchers and, therefore,.the characteristics, of. nonrespondents

.-.could be determined. . Based on an.analysis. of the-characteristics: of.

nonrespondents in successive waves of letters, the authors found signi-

wficant differences. between respondents and nonrespondents: (.01.level,’

chi-square test). for sex, age race and occupation, and :at.:ithe..05 level
for. "the extent. of injury." Men, nonwhites, middle-aged respondents.

and blue.collar workers were found to have high rates.of-nonresponse.

- However. the authors (1966-67: 641) point out concerning these findings

.. that: . . o .

v [T PESRS URPEY R KR YRR S Lt sl Y

While the differences exhibited by the characteristic
may have statistical’ 51gn1f1cance, they may not have
operational significance; the large sample size (2,872).. .
results in relatively small absolute differences show-
ing up. as. significant. . .From the standpoint of din-..: s . . -
creasing the accuracy of aggregate estimates of known
. characteristics in this study, the incremental cost of
the last two appeals to nonrespondents does not appear
to have been justified by a concomitant reduction.in_ . .-
nontresponse bias.

N s

After these words of admonition, the authors go on to suggest

methods of adjusting for nonfesponsé biés; inéluding: l)'&eighting'
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the actual responses obtained so as to represent the total sample, the
weight assigned to each response -being equal to the total sample size
divjded by the number of respondents, and 2) estimation of population

values by extrapolating trends across response waves. The difference
between the estimated population values obtained for all respondents
represents an estimate of the nonresponse bias, which can then be eliminated
by differential weighting.

Few of the studies of nonresponse in interview or mail surveys
discussed above ére concerned with terminal nonresponse, which is the
real cause of bias. In the cése of interview surveys, most of the
studies of nonresponse involve a series of wave analyses of the charac-
teristics of noﬁrespondents at various points in the‘inter§iewing process.
All pf the interim nonrespondents, except for those on the last wave,
eveﬁtually become .respondents at the end of thé survey. These interim
nonrespondents are, for the most part, not—-at-homes or mild refusals
who are later found at home or persuaded to be interviewed. These
studies of nonresponse could more accurately be labelled studies of

"reluctant respondents,"

as indeed some are. For there always remains

a group of terminal respondents about which nothing is known for certain.
In other of the studies reported, nonresponse in mail surveys

is the subject of analysis. In most instances researchers have prior

knowledge of the characteristics of all possible respondents, e.g.

Mayer and Prétt (1966-67) mentioned above. Therefore, characterization

of nonrespondents is a relatively simple matter.

For these reasons it is questionable whether the findings of

Mayer and Pratt and others are applicable to interview situations.in
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which the researchers know almost nothing about the characteristics of
the nonrespondents. Very few studies of nonresponse have been attempted
in which there is an effort made to use the adjustive techniques suggested
in the Mayer and Pratt (1966-67) study. One such study was done recently
by Dunkelberg and Day (1973). They have attempted to frovide quantifi-
cation of the bias due to nonresponse. In their own words they sought.
"to describe empirically the relationship between bias in the distribu-
tion of selected respondent characteristics in a personal interview sur-
vey and the number of calls used in the interviewing process." (p. 160).
The data for their study was taken from the 1967 Survey of Consumer
Finances conducted in January of 1968 by the Survey ﬁesearch Center
at the University of Michigan.

Most of the categories of respondent characteristics were found
to converge on their population valueé after two or three callbacks. A
few catégories, however, were slow to converge and weré characterized
by rather large initial distributional errors. One of the major problem
categories was the large city classification of the variable “city size
of residénce." For each variabi; of importance in the study it was
possible to calculate the number of calls required to reach a desired
level of accuracy. As in past studies; however, the level of accuracy
gsed as a standard by the researchers is the final response -group.
lTerminal nonresponse bias is not analyzed, only the bias evident between
the various waves. of calls.

In order to deal with the problem of terminal nonresponse, mény
atteﬁpts have been made to estimate the nonresponse bias and to incor-

porate that estimate into the statistics. This is a kind of Bayesian
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approach .to' nonresponse. - Kaufman and King '(1973) give a Bayesian treat-
“ment -to a two phase sampling problem to determine the optimal first -
“.phase sample from a dichotomous population given that ‘an optimal’ follow-
‘up- sample of nonrespondents in:the.fifst'pheSe=isfto be' takeén. Mayer
”éndﬂPratt_(l966467)'also‘seem't0‘suggest'this'kin&‘6fﬂapbf5a6hfiﬁ'their
 extrapolation remedy. A%ter'plottiné*the'acéﬁmhléted‘éveréges 6f respon-
. dent eharécteristice against the percentage résponse éf‘éuceeESive“cells,
-a curve-may be ‘extrapolated to"inélude\the”nén}esponseéi*"And'as Kish
(1965) points-out there have' al'so been attémpts to use ‘explicit mathe-
matical models to-link the means’of successive waves or to devise methods
ef*combining the nonresponse biaS”ﬁith’the”SémplingVVatiénCeEﬁﬁfo;thé
total error. There are few teses of the value of suéh'bompeﬁsatory“
techﬁiques?in~the~1iterature5_ R o

The Politz scheme described by’Kisb;(I965) provides-an alternative
adjustive approach. Using“it;»a'gesearcher'caﬁi(ideally)havbid'éallé
* backs altégether by collecting only*first'ééilsi which are‘thén correlated
with'information about _the -probability of:finding the reéﬁbﬁaeﬁtftﬁyﬁe)
on subsequent calls. One problem with this scheme mdy be that the first
respondents.are actually, as a group,"the>mose;readily available réspon-
ndents.and'cqﬁSequeﬁtly eager respondents: ~~Few reluctant respondents will
be picked up 0n~the7f1rst'ce11; ‘Therefore, one éahndt‘esﬁimate the chances

of selecting such respondents by looking at the eagér.respoh&ents;”lPerhapé

N .
Two assumptions .made in this approach, of course, ae that non-

: respondents are not drastically different from the respondents on the
selected characteristics, and that the characteristics of terminal non-
respondents can-.be determined by the trends in the -waves of respondents.
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as a result of this tendency, the evidence is not favorable in the two
studies that compared the weighted first call results with those of
many callbacks. Kish (1965: 559) reports, for example, that "Durbin
and- Stuart (1954) found that the weighted results resembled those of
the first call rather than the combined callback results. Simmons
(1954) also found that the weighted first calls fared badly.'

A final way of remedying and estimating nonresponse bias is- that
of substitution. This involves either a limited or full scale impu-
tation of certain survey values. It is often used on a limited basis
in many kinds of corrective procedures in social science, and is widely
used by Féderal and local census bureaus. Compared to other methods
of combeﬁéating for nonresponse, this procedure has several advaﬁtages:
1) it is one of the few methods which allows the researcher to affect
the bias caused by termiﬂal nonresponse, 2) it offers the possibility
of controlling and adjusting sample size, 3) it is a felatively-simple
‘procedure comparedlto such statistical procedures as the Politz scheme
or many mathematical linking models, and 4) it is a post hoc compensatory
method.. Therefore no potential data is iost.

One of the serious disadvantages of this approagh is pointed
out by Kish (1965: 559) which is the danger that substitution may
"merely replace nonresponses with more elements that resemble responses
already in the sample,' but it appears that this is true of all compensa-
tory techniques. Perhaps that danger seems moré likely with substitution
only because of the simplicity of such a mechanical procedure. Because
of the obvious advantages of the substitution—impu;ation technique, it
will be used in the present anélysis of nonresponse which constitutes

the second half of this paper.
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Procedures and Methodology

The data for this analysis of nonresponse comes from the 1973
Detroit Area Study conducted by the University of Michigan. The study
involved the use of a survey questionnaire in a personal interview set-’
ting. The survey was divided into two major parts. One part was de-
signed to investigate the public's attitudes toward the military. The
other part consisted of an assortment of social psychological experiments
attempted in a field setting.

A multistage probability sample of housing units was drawn from
the Detroit metropolitan area. Within'households, respondent selection
was based on the number of adults in the household of age eighteen or
beyond. One adult was randomly selected to be thérrespondent. The
final sample.included 845 households located on 109 blocks in the Détroit
metropolitan area, which consists of Wayne county and parts.of Oakland
and Macomb counties.

The nonresponse analysis consists of two parts: 1) an estima-
tion of the distributional bias of respondent characteristics. This
will be done by comparing the distributions of seiected respondent
characteristics on interim waves of response—nonrespoﬁse during the
interviewing process from the first to final call; and 2) a substitution-
imputation procedure will be used whereby some terminal nonrespondents
(refusals) are given imputed values for certain demographic variables
and variables of substantive interest in the survey itself. A linear
regression is then used in an attempt to estimate differences between
the values for respondents and the estimated (imputed) values for the
nonrespondents. This diéference is then used as an estimate of the

bias due to nonresponse.




&

-13_'

Part 1: Wave Analysis :

A“tofal ‘of 17-¢dlls were neéded to-obtain the-576 .completed inter-
views in the final sample. For the purposes of this analysis the few

cases requ1r1ng ‘tén” or more calls are comblned into a 10+ category
nl. ““‘ ..7 "'.H"“

Table 1 shows the response patterns for the various calls in the sur-—

vey. " For each of"the waves of résponses (calls) in the survey, eleven -

n.\

respondent—demographlc variables are used to test for poss1ble ‘correla-

'.J T : *
tions with nonresponse.

- R Y.
For each category within a respondent characteristic (e.g.
¢ A
male, female) the percentage of that group respondlng on each call is

computed (Table 2) In add1t10n, for each call a dlstrlbutlonal break-

R

down of'respondent characteristics is provided (Table 3). Nonrespondents:

consist of several groups of persons: 1) those who refused to be inter—
viewed (REF) ; 2)Lthose persons in households in which no one could be

: N ) : : : -
found at home during the call (NAH); 3) those designated as respondents

previously but are not at home at-the time of the call (RA);.and 4)
other_reasons _for noninterview such.as appointments for .a later_date, .

~1naccess1b111ty*to des1gnated households or- respondents, etc. TSuéhﬂ

PR N T 1

incapacities of the respondent as sen111ty and’ drunkenness ‘may- also
s a1l intol this category; as'may inability to: speak Engllsh" or-a language

for which an interpreter can be found readlly. Because of the non-

FLoun Rz *4!?35...‘.?. .-.4\-1 RRA .

“.- ipérmahentnature.of the* nonresponse categories,; nonrespondents at: any

point in the 1nterv1ew1ng process, even refusals, may become respondents

.. ; R
St faa e Rt

1iat another'point.~<*f" R L R L R

]

*Eight variables are standard socioeconomic status types (age,
sex, race, occupation, family income, education, marital status and
religion.) "City of residence'" was added to investigate possible Detroit-
suburban response differences. '"Years in the Detroit area" was added
to check for the effects of geographical mobility and migration patterns.

The "housing type" variable was added to investigate respondent accessibility
affect.
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TABLE 1

Results of Successive Calls in 1973 Detroit Area Study

Call Result of Call Non-sample, ‘

Number Interview Refusal? NAH, RA, other otherC N.A.d thal
1 112 89 519 113 1 845
2 153 83 373 69 6 684
3 94 46 277 61 s 484
4 67 39 211 35 4 355
5 52 28 161 18 1 259
6 27 22 119 14 1 . 182
7 18 16 95 ' | 9 ) | 139
8 0 .8 65 12 2 97
o 17 6 47 | 8 1 79
10+ 26 7 16 2 1 Y
Final
Outcome 576 177 50 41 1 845

aAttempts were made to lower the number of refusals through a series of
persuasion letters and subsequent callbacks. These efforts were successful in
lowering the final number of refusals to 177. ' ’

bNot-rat—homes, respondent absent, and other reasons for noninterview such
as appointments for a later time.

Vacant houses, inéeligible respondents, improper sample listings and other
reasons for nonsample such as language problems, senility, etc. of designated
respondent. _ E

d .

Result of call not ascertained due to failure of interviewer to record
information, etc. The one final "not ascertained" coversheet is not an inter-
view or refusal, however.
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“Thé ‘resuTts’ of ‘the  Wwdve analysis’ car be'"taKen -as <a-rough quanti-
fication of the distributional bias of respondent characteristics at

PRInDe ne DGuan i o aser o n sl e T v . \

‘‘various ‘poifnts in‘thei‘interviewing process. Several trends can be noted

et R e IR TR e P,

5% tHe- response patterns~dur1ng .the..course of interviewing. Table'Z_pro-

f“fffvidés 4 summary of ‘these - trends by comparing the percentages of theitotal
.00l SO DI Ve P REETE

number of respondents interviewed per call for the selected subgroups

l\c ‘r:

within the sample. Consulting the table, one notes for~example,_that

‘nearly 66 percent of the total number of white respondents were reached

i.. N ) 1 Vantl PRtIS U B i l DA &

i,

after three calls, whereas only 50 percent of nonwhite respondents were

BUE =Y

interviewed. After two calls nearly 50 percent of all Protest nt respon-

zt“li -: “ o
"?‘dent ere® 1nterv1ewed but only*29 percent of Jew1sh respondents
WL ..LM o TEL 3 PR NUah
0. ”"larly;‘comparatlvely 1ow ‘rates of‘response after the first two talls can

be observed ‘fof white collar workers, the. $6 000- $9 999 and $20 000 or

-~

. more 1ncome groups, . the higher education groups ‘and multiple unit dwellers.

PR \.») e N l,x J t.

norny .
- setd On*the other hand ~some groups of respondents tend -t ‘be: compara—

fadd Vb . S v T R I S R R S A ;,'.4 .

“,;.i
it

"~~~

N
-,

L taid N

Yitiv ely‘over—represented aftér two'or three calls.” The least educated

o neg blue collar workersJ and the lowest income groups have higher ‘fatest of
AL o5 LAY v Is “ 2o we Lialy av e

.\ .Q}_
Bl

i~ response than*other grOups 1nthe1r categories after two calls.'

-

(R Galh ey A vt N = 1.

~llicent *0f all‘Blue collar workers ‘wére interviewed*after'only ‘two “dalils,

1".'

but only 3655erbéht of white collar workers. Nearly 48 percent of the

less than high school educatlon group were reached by the second call.

yy
'-. ':n,. - A T P -

? f Other groups whlch‘are comparatively over-represented after two call

‘"'are‘héusewiveés and*students; thé-unemployed and retired;-the.oﬁer*65
age group,‘ahd“tﬁe under $6,000 income group. Over half of the lowest
income group were interviewed on the first two calls, compared to 40

Tt

;Vpercent of the highest income group.



Percentage of Selected Population Groups Interviewed on Each Call

SEX
Males
Females

RACE
White _
Black, other

RELIGION

.. Protestant
Catholic
Jewish

EDUCATION

1-11 years

High School Grad.

Voc. Tech & 1-3 yrs. college
College Grad. or more

OCCUPATION

White Collar

Blue Collar
Housewife & student
Unemployed & retired

AGE
18-24 years
25«44 years
45-64 years
Over 65 years

MARITAL STATUS
Married
Single

Divorced, widowed or separated
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TABLE 2

Percentage Interviewed on Call:

1 2 3 4-6 Total
15.6  30.4 18.6 -22.4 100.0
22.1  23.9 14.7  27.4 100.0

*
N = 576
20.6 27.7 17.7 23.5 100.0
15.4 22.8 11.4 30.9 100.0 -
N = 574
20.1 27.0 15.6  23.6 100.0
21.8 25.4 16.8 26.9 100.0
11.8  17.6 29.4 23.5 100.0
N = 520
19.2  28.7 16.2 24.0 100.0
20.8 28.4 11.5 25.2 100.0
22.9  19.4 18.7  27.7 100.0
11.7  31.2  23.4  22.1 100.0
N = 571
10.1  26.3 21.2 . 28.5 1100.0
21.6 24.2 13.7 23.5 100.0
27.8  26.7 13.9 22.8 100.0
20.8  34.0 15.1 22.6 1100.0
N = 565
18.5 28.3 14.1 26.1 100.0
17.6  27.3  17.2  26.9 100.0
21.6  24.3  15.1 23.3 100.0
25.5 25.5 19.6 23.4 100.0 .
N = 566
19.3  26.4 18.3  22.6 100.0
19.8  24.6 12.7 34.1 100.0
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1 2 3 4-6 7+ Total
FAMILY INCOME ’ .
$000-5$5,999 24.0 30.2 11.5 23.9 10.4 100.0
$6,000-$9,999 18.3 22.0 19.5 25.6 14.6 100.0
$10,000-$19,999. . : . 18.4 30.5 18.4 22.4 10.3 100.0
$20,000 or more A 15.7 24.3 15.7 30.4 13.9 100.0
N = 516
CITY OF RESIDENCE
Detroit _ 20.7 26.1 14.1 23.2 15.7 100.0
Suburbs 18.5 26.9 17.9 26.9 9.8 100.0
N = 576
" YEARS IN DETROIT AREA
1-9 years 16.4 32.8° 16.4 24.5 9.9 100.0
10-40 years ' 20.5 27.8 13.7 24.3 13.7 100.0
Over 40 years or entire life 19.1 _ 24.7 18.4 26.0 11.8 100.0
' N = 570
TYPE OF HOUSING UNIT
Detached Single Family - 20.8 . 27.6 17.4 23.5 10.7 100.0
2-4 Family or Row House ‘14.1 21.1 ° 15.5 31.0 18.3 100.0
Apartment, trailer, other ‘18.1 21.9 10.9 30.9 18.2 100.0

*! :
"N"'g refer to the number of valid cases after all calls were completed.
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The nature of these differences becomes more evident when one
looks at Table 3. Using the cumulative distributicn of respondent charac-
teristics after 10+ calls as the standard, one can compare it fo the
cumulative distribution of respondents at various interiﬁ points in the
interviewing process. The difference between the two represents another,
perhaps more accurate way of looking at the bias in the distribution of
‘respondent characteristics. Such distributional bias can be observed
for the sex variable. The final sample contains 41 percent males and
59 percent females. Thé sample after one call contains over 66 percent
females. After two calis females are still slightly over-represented.
The same can be observed for various other respondent characteristics
over the successive waves. For example, white collar wérkers make up 16
percent of all respondents after one call: but by the final call they
comprise nearly 32 percent of the completed sample.

One test of the difference in the distribution of the selected
respondent characteristics across the waves is reported in Table 3. This
involves the calculation of the percentage error (% error) in the cumula-
tive distributions between the first and last calls and between the
sixth and last calls. These calculations show that some groups are
initially greatly under-represented, while others are over-represented.
Between the first and final calls the white collar group, the college
educated group, Jewish respondents, multiple unit dwellers, the loﬁest
income group, the aged and housewives show the greatest percentage error.
Low percentage error can be noted for low education groups, married
persons, Protestants, and the middle income groups. By the sixth call
many of these differences have diminished greatly and one observes an

almost complete convergence on the population values as evidenced after
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Table 3

Cumulative Distributions. of Respondent Characteristics by Nymber of Calls'

Characteristic

SEX
MaTles.

Females

RACE
White
Black,other

RELIGION
Protestant
Catholic
Jewish .

EDUCATION

=11 years

High School Graduate

Voc. Tech & 1-3 years college
College graduate, or more

OCCUPATION

White Collar

Blue Collar :
Housewife & student
Unemployed & retired

AGE
T8-24 vyears

- 25=L4 years

45-6L4 years
Over 65 vears

Nymber of Calls

Percentage‘Errora nb

T p 3 5 10+ Calls Calls
' 1 & 10+ 6 & 10+

33.6  L40.9  L40.4 L0.9 Lid -18 =IF 237
66.4 59.1 57.6 59.1 58.8 +13 +1 339
82.3 82.6 82.8 80.5 78.6 + 5 +2 451
17.7 17.4  17.2 19.5 21.4 -14 -7 123
55.2 56.9 55,3 54,5 55,6 -1 -2 289
41,0 38.9° - 38.3 39.3 37.9 + 8 +4 197
3.8 4.2 6.4 6.2 6.5 42 -5 34
9.2 30.0 30.1 29.3 29,2 0 +1 167
3,6  34.2 30,9 31.5 32,0 +5 -2 183
9.2 23.2 24, 25, 25,2 +16 +2 16k
8.0 12.5 14.5 13.6 13.5 -4 +1 77
15.9 24,9 28.9 31.2 | 31.7 ~50 -2 179
44,3 37,5 35,1  3%.1 31,9 +39 +4 180
10.6 10.7 10.4 3.9 9.3 +14 +6 53
15.0  16.5 15.8 16.2  16.3 -8 -1 92
37.2  L1.2 41,7 42.8 42.0 -11 - +2 228
35.4 32,7 32,1 31.3 32,7 + 8 -4 185
12.4 9.6 10.4 9. 9.0 +38 +8 51

e
~—
-Q
\




- Table 3 (continued)

.Cumulative Distributions of Respondent Characteristics by Number of Calls

Characteristic A | - Percentage Error N
' -1 2 3 6 10+ Calls Calls

MARITAL STATUS | ' 1& 10+ 6 & 10+

Married 64,5 64,1 66,1 63,6 64,4 0- -1 367

Single ‘ 12,7 14.5 13,7 13,4 13.5 -6 -1 77

Divorced, widowed or separated 22,8 21,4 20,2 23.0 22.1 + 3 +4 126

FAMILY INCOME .

E000-%5,999 : _ 23,7 21.7 19.3 18.9 18,6 +27 +2 96

$10,000-%19,999 42,3 45,4 45,9 44,0 43,2 -2 +2 223%

CITY OF RESIDENCE : ,

Deatroit Lt ,2 42,8 41,0 40,1 41,8 + 6 =4 244 .
: Suburbs 55.8 57.2 59.0 59.9 58,2 -4 +3 335 .

YEARS IN DETROIT AREA .

1-9 years

Y 9.1 11.5 11.2 11.0 10.7 =15 +3 - 61

10-40 years . . 38.2  37.8 35.6 35.4  36.0 + 6 -2 205

Over 40 years, or entire life 52,7 50.7  53.2 53.6 53,3 -1 +1 304

TYPE OF HOUSING UNIT '

Detached Single Familv 81.4 82.3 81.5 79.5 77.7 -+ 5 +2 442

Two-four Family or Row House 9.7 9.2 10.4 11,5 12.5 =22 -8 71

Apartment, trailer, other 8.9 8.5 8.1 9.0 9.8 -9 -8 56

a .
The percentage error is a measure of the extent to which the sample after 1 and 6 calls differs
from the final sample, i.e., %Call 1 or 6 - %Call 10+
: %Call 10+ y

b .
The number of cases in this column refers to the total number of respondents after 10+ calls.

* - ’ . .
A "1" is also used to denote percentages which are greater than zero but less than 1,

ez
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the final call. However, even between the sixth and final call, Blacks,
the unemployed and retired, the over 65 age group, blue éollar respon-
dents, and Jewish respondents still show an appreciable percentage of
error. This suggests that more of these respondents were picked ﬁp

on later calls.

As to be expected, a sample consisting only of persons who had
responded after one call would be markedly different from the sample of
respondents after 10+ calls on almost all of the characteristics selected.
In most cases at least three to six calls-were required before a sample
distribution approximating the final sample is achieved. Even after six
calls there are slight discrepancies in distributions which might cause
problems of bias in the interpretation of substantive issues which are
very sensitive to distributional changes in respondent and demographic
characteristics. The final part of this analysis will investigate the
effects of terminal, distributional nonresponse bias on three substantive
issues tgken from the survey questionnaire.

Interpretations and Conclusions

The principal objective of this part of the analysis of nonres-
ponse-was to provide some quantitative estimate of nonresponse bias in the
.distribution of respondent-demographic characteristics as evidenced in
various waves of interview completions. For these purposes, a more
careful scrutiny of the nature of nonresponse itself was not needed.
Nonresponse was thought of only in terms of its effects on rates of response.
However, many past studizs of nonresponse héve been done in order that
researchers can afterwards suggest remedies for high rates of nonresponse
in future surveys. For these analysts, the exact nature of nonresponse

itself is of vital interest. For example, some evidence indicates that
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different population groups have different patterns of refusals, not-at-
homes and other kinds of nonresponse. At certain points in the callback
procedure the nonresponse rate for low income groups could be due to a
higher rate of refusals, however, for higher-income groups it could be
due to higher rates of not—at-homes. Persuasion attempts would thus be
more useful for the former than the latter group, while only more call-
backs and callbacks at prime times would lower the high income group's
nonresponse rate. Such patterns of nonresponse deserve much more study
and investigation.

Dunkelberg and Day (1973) also observed that many of the respondent
characteristics commonly used in studies of nonresponse are interrelated.
For example, it is obviéus that a part of the reason for a high rate of
female response in this survey and many others is due to the fact that
many of them are housewives and hence are more likely to be found at
home than working males, especially on the first few calls. Retirement
and old age are interrelated. 1In addition, both the retired and aged,
like housewives, are more likely to be at home than many other age and
employment groups. By using a search algorithm designed to test for
interaction among variables, Dunkelberg and Day (1973) found that city
size of residence was the variable that explained most of the variafionl
in the nonresponse patterns in their study. Central city residents in
large urban areas required more callbacks than rural residents or resi-
dents of small towns. No rural areas or non-urban small cities were
included in the Detroit Area Study; however, Table 2 shows that Detroit
residents had a response rate that was not very different from that of
the suburban, county areas. In fact, two suburban counties in the,sur-

vey had a lower rate of response after the first two calls than did
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Detroit. This may have been due to a higher rate of not-at-homes in
"these areas.

Several findings listed in Tables 2 and 3 support the findings
of some previous studies, while they fail to support others. Unlike the
Dohrenwend and Dohrenwend (1968) study, Jewish and Black respondents
were found to have high rates of nonresponse on the first few calls.

It took more calls, on the average, to .interview Jewish.and Black re-
spondents than it did for -white respondents.. However, the Dohrenwends'
study. was of‘refusals;(tgrminal-nqn;esppndents);,_;t,qpu}dibe~;hat the
terminal nonresponse.rate for these groups ié_indeed;lower_invthehDetroi;
Area Study than- the:rates of white ethnics;, such as the Irish in, the

... Dohrenwend study. . The_analysis.of:terminal_nonresponse“in_the second
.part of- this paper,suggests that this may be true for .Blacks.

Unlike the .Robins.(1963). study, less educated respondents were
not found to have higher rates of nonresponse, than more' educated: re~
spendents. In.fact, the opposite appears to be the case. .But the find-
ings do'sﬁpport his findings concerning white collar workers. .The find-
.ings also support somewhat Mayer.and.Pratt's (1966-67) study which found
comparatively higher.rates of .nonresponse for males, middle-aged re-
.spondents andippnwhites.anpweyer, in both.these studies, the researchers
were concerned principally with terminal nonrespondents. Therefore, the
results are,not completely comparable ts the present findings, -

The.findings reported. in Table 2 and Table 3 indicate a great
.amount of distributional bias. for various.respondent characteristics
throughout the series of callbacks. Many. of the characteristics.show
substantial bias even after.three or more,calls... This bias is slowly

eliminated with the number'of:calls,made, but the final cumulative
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vesults of the 10+ calls can in no way be thought of as completely un-
biased. The larger sample size after many calls decreases the probability
of bias, while at the same time making small differences appear signifi-
‘cant as Mayer and Pratt (1966-67) are quoted as observing earlier.
However, almost every survey is faced with the problem of terminal non-
response (principally refusals). The bias which results from this hard
core of nonresponse cannot be calculated in a wave analysis, as can be
done fdr interim nonresponse. Almost nothing is usually known about
terminal nonrespondgpts in area probability samples, not even tﬁeir exact
demographic characteristics. Trends in the patterns of nonresponse may
give some indications of the characteristics of missing respondents.
However, there is no evidence of consistent, overall trends in the distri-
butions of demograpg;c or respondent traits in Table 2 or Table 3 which
could be useful in drawing conclusions about the characteristics of the
177 refusals fdund in the 1973 Detroit Area Study.

Finally, it is obvious that wave analysis does nothing in terms
of estimating the impact of distributional bias 6f respondent character-
istics on the substantive issues which almost every survey.céntains. For
ekample, vhat is the effect of such bias in the income variable on
substantive issues in which income is used as an explanatory variable?
How would the results of such issues be changes? These questions are
especially crucial since most surveys in sociological research are used
as instruments to test hypotheses and theories which often require elabor-
ate statistical manipulations. How do2s distributional bias of respondent
traits affect the results of such statistical procedures as correlation,
regression, chi-square or other tests of significance used in sociologi-
cal research? It is this question that 1is investigated in the next part

of this analysis of nonresponse.
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Part 2: Estimation of Terminal Nonresponse Bias

The 1973 Detroit Area Study interview cover sheets included space
for information about persons who refused to be interviewed. Along with
descriptions of the dwelling unit within which the refusal occurred, the
age and sex of the refusing person were also obtained. The respondent
selection procedure used for this survey necessitated a listing of house-
hold adult members prior to designating a respondent. This information
was often obtained before the designated respondent had an opportunity to
refuse. Most of the age data was obtained from tﬂese listings. Some of
the age data was estiméted by the intervie&ég when it was possible to
see and talk to the respondent but when he/she did not wish to divulge
his/her age. The sex data was obtained from direct interviewer observa-
tions or from information given by another ;eféon in the household.

Of 177 terminal refusals, both age and sex data are available for
140 of them. Using this data, the racial composition of the blocks on
which the refusal occurred (from 1970 census data), ;nd income data
from the survey itself a profile of non-respondents having four respon-
dent-demographic characteristics was developéd. These four characteristics
are sex, age, race and family income. The process used to develop this
completed profile involved a series of imputations which are described
below.

Race Imputation Procedure

For each of the 140 refusals, the racial composition of the block
where they resided was obtained from 1970 block census data for the Detroit
metropolitan area. The refusals were located on 80 different blocks.
0f these 80 blocks, 58 blocks were listed as having no nonwhite residents.

An additional seven blocks had nonwhite populations which ranged from one
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percent (1%) to thirty (30%). Eleven blocks had nonwhite populations
which ranged from sixty nine percent (69%) to.one hundred percent (100%).
The refusals located on the 58 blocks contaiﬁing no nonwhites and those
located on the seven blocks with minimal nonwhite populations were
given the imputed racial characteristic ."white". The refusals living
on the eleven blocks with high percentages of nonwhites (69% to 100%)
were labelled "non-white". Thus, using this procedure 65 of the blocks
are considered to contain white refusals and 11 are considered to con-
tain non-whites.

Four of the ﬁblocks had almost equal percentages of white
and non-white populations (49%, 55%, 607 non-white). The probability
of selecting a respondent of either racial category was, therefore, about
equal. For these ;ﬁrg% blocks, additional sets of data from the census
were used--the percentage of owner and renter occupied households with
blacks as heads, and the number of each such units on each block. The
use of these measures resulted in refusals living on three of the four re-
' méining_blocks being given the '"mon-white" label and omne the "white"
label.* The final results of this procedure was a refusal sample of
15 Blacks and 125 whites.

Income Imputation Procedures

The income data for each refusal was imputed from the incomes of
respondents on their respective blocks. When two or more respondents
could be found on the block on which a refusal was given an imputed in-
come equal to the mean block income of the respondents. This procedure

was followed for 122 of the 140 refusals.

*
The two additional census descriptions were also used to check
on the accuracy of the racial designations for the 76 other blocks.
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The remaining 18 refusals were white females aged 65 or more.
After a routine check of the mean income of all racial and age groﬁp—
ings, it was found that the imputed incomes for the refusals and those
for the actual respondents were reasonably comparable for all racial
and age groups except for older, white females. Theirs was greatly
over-estimated. Since there is evidence from both the responding sample
and from past sociological studies that older people, especially older
women, tend to ﬁave relatively low incomes, an adjustment was made for
theseliﬂ'aged, women refusals. They were given the mean income of all
white females, 65 years old or more in the responding sample instead
of their mean block incomes.

Table 4 shows the differences between the 140 refusals and the
576 respondents on the four characteristics selected--age, sex, race and
family income, plus an additional variable "Type of Housing Unit", is
not a substantial difference between the sex distributions in either
group; although slightly more men tend to refuse thap women. However,
there are more middle~aged and older persons and less non-whites among
the refusals than among the respondents. The mean income imputed for
the refusals is also somewhat lower for the refusals than for the re-
spondents. Considering the trend toward a decreasing percentage of
"Single Family Unit" respondents noted in Tablés 2 and 3, a surprisingly
large number of refusals are from this category of housing. In an effort
to investigate how this distributional Sias in respondent characteristics
may affect areas of substantive interest in the survey itself, the follow-

ing test for substantive bias was used.

*
The imputed mean income for these refusals using the mean block

income was approximately $11,000. Using mean income for their age group
it was lowered to $6,000. :
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. Three opinion-attitude .questions from the survey were selected.
They. were.selected because they are often found in the sociological - .:
literature. :(See Appendix 1 for these items,aswrhey»appear in the -sur-
vey.) . One.question asked the respondents about the:strength of: their.
political: party;.affiliation (Political Party); one sought -to have the.
respondents designate their social class.status_(SubjectiNegClass); and
the other was designed to tap. the respondent's attitudes: regarding the
pace of government efforts .to. eliminate racial discrimination.in employ-
ment (Racé‘Discrimination). S S L

'wUsing.thé-responses“fromgthese<three“survgywitems;asndependent
‘Yariable53 (Yi) and sex{SXl),-race_(Xz),;agez(Xj)iandlfamily income,(XA)
as independent variables,.airégression analysis was performed for .the

544 respondents in the sampie. et

A

Y ='b0 + plxl +.‘bzX2 f b3X3 + b4X4 + E

or ..

4
102

r<>

A
b

U“>

G

From the.results of the regression for each of the three dependent variables,
the,estimated'slopes were obtained (See Tablé.S).- These co—efficients
are. then used to estimate a value for the refusals on the three dependent

variables in the following manner:

= by + bjXg + byX, + b X, + b, X+ E (2)

bss b

0® P12 b2, b3, b4 equal intercept and coefficients trom (1) aqd where

X5 is the sex of refusal, X6 is the race, X7 is age, and X8 is. the re-

fusal's family income. The estimated means of both the respondent and
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Table 5

Political Party

Subject. Class

Race Discrim.

Standard Error of Estimate

N 499 s 499
R? 002 a2 s
- 5.6850Q 2.2101 3.4690
by (sex) 16176 ~.027071 .063235
by (race) 1.0745 ~.344210 .77371
by (age) ‘ 007438 001303 -.011078
by (farﬁ;ly income) ~ ~.072383 .033435 -.002131
Significant variables Race .0000 Race .0000 Race .0000
| Incame 0037 Income 0000 Age .0001
1.8870 .55721 .95177




refusal samples are then computed, and a difference of means test is used
to test for significant differences in the estimated means of the two
samples for the three dependent attitude variables.
Findings

Test statistics indicate significaﬁt differences in the variances
of the dependent variable values for respondents and refusals. (See Table
6) This is true for all three dependent variables. In addition, the
means of the two samples on the race discrimination item are significantly
different at the .00 level. These differences reflect the bias due to
a relatively high rate of refusals in the Detroit Area Study. This bias
becomes more evident if one looks at the difference in the means for
the respondents alone and for the respondents plus the refusals:

Respondents Respondents + Refusals Difference

N = 509 N = 649
; Political Party 6.0751 6.0734 -.0017
Y Subjective Class ' 2.1985 2.1924 . -.0061
; Race Discrimination 4.0124 3.9776 -.0348

These findings -suggest that diétributionalbias of respondent ~
characte;istics caused by terminal nonresponse may have differential effects
on the substantive 1ssues within the survey itself, though the differences
(btas) seems slight. 'Some areas or topics of interest may be affected
more than others: the effect of refusals on the race discrimination
item is an order of magnitude greater than its influence on the other
items. Distributional and concomitant substantive bias can thus be seen
as having vgrying effects on the accuracy of probability statements de-

pending on the variables used in calculating these statements. While

there are differences between the sample means of refusals for all three
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Table 6

Results of Imputation Procedure

T

Variable Respondents Refusals  Test Significance
N=509% N=140 Level
‘Political Party ¥ = 6.0751 ¥ = 6.0670 T = .15051 .8804
| Var, = .35634 Var., = .19306 F = 1,8458 .0000

Subjective Class ¥ = 2.1985 ¥ = 2.1702 T = 1.4555 .1460

- Var. = .04605 Var, = ,02522 F = 1,8259 .0000
Race Discrimination ¥ = 4,0124 ¥ = 3.8511 T = 4,8486 .0000
Var, = ,13318 Var, = ,07892 F = 1,6876 - ,0001

~ * The discrepency of 9 or 10 additional respondents in the imputation procedure is due
to the fact that fewer variables are used in this process with a resulting increase
in the nunber of valid cases.



- 32 -

variables considered, only one of these has means that are significantly
different--race discrimination. One must now look at the differences
in the distributions of respondent characteristics from Table 4 to see
if they are sufficient to explain the substantive bias one observes in
Table 5.

The linear regression of the race discrimination variable for

510 +4

the/iﬂz valid cases) respondents reveals that of the four explana-

tory variables used in the analysis, race and age are the most significant:

Partial Significance
Race .29380 .0000
Age -.17368 .0001

Non-white and younger respondents would tend to raise the mean value of
the variable. The sample of refusals is "older" than the sample of re-
spondents. It is also "whiter". Therefore, the decline in the mean
écore is predictable given the characteristics of the persons in the
refusing sample. The "older" and 'whiter" sample has a mean score on
the variable which indicates that more people are satisfied with the
present rate of speed of government attempts to eliminate racial dis-
crimination in employment,* (Note: See Appendix 1 for a description

of the race variable and other variables used in the analysis.)

*Because of the fact that there were 37 refusals with missing
data that were not used in the nonresponse analysis, a final check of
the racial characteristics of these refusals was made. Using the race
imputation procedure outlined above, 30 of these would have been labelled
"white" and 7 "black". If these 37 are then added to the 140 refusals
with no missing data, the percentage of blacks in the sample of refusals
would increase from 10.7 to 14.1. This small increase would not have
seriously affected the results obtained in this analysis. .
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The slight decline in the mean for the subjective class variable
can probably be explained by the lower mean income of the sample of re-
fusals. A similar decline in the political party variable is due to
the lower income and perhaps also to the older age of the sample of re-
fusals. (See Appendix 2 for data on which these explanations are based.)

The differences between the two saﬁple variances for the three

‘variables is understandable considering the fact that aggregate data
was used for the imputation of the refusal characteristics. These
differences may also indicate that there are substantial differences
between the two samples that are not reflected in significantly dif-
ferent means, éxcept for race discrimination. The differences between
the two sample variances for Race Discrimination is expected given the
fact that the means are different. Since analysis of variance tests
are easily influenced by one or two extremely deviant values, the dif=
ferences for the other two dependent variables are also understandable.
For example, the sample of refusals contains six persons aged 18 to 24
whose predicted values on most of the variables could disturb the variances
of a sample of much older refusals. Therefore, the difference of .means
test is probably a much better indicator of the differences between the
twvo samples.

Summary and Conclusions

For soclologists whose main interest i1s not sampling theory but
.substantive sociological theory, the method of estimating nonresponse
bias outlined in this paper may be of more value than many of the methods
found in the literature on nonresponse. The accuﬁulation of facts and

figures about the characteristics of nonrespondents such as their age,

sex, race and education, while of much value gives sociologists little
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information concerning the impact- of such-characteristics on the kind
of . substantive work done by these researchers.

- I.have éttempted‘in this paper to re-interpret nonresponse bias
‘in the -kinds-of terms-understood best by sociologists-who-are forever
indebted:-to sutvey:reséarch as a-valuable research tool, -but who have
-neither-.the desire ner inclination to expiore the intricacies of sampling
theory. Yet, as ‘'stated-earlier in this paper, sampling theory and its
implications for -the accuracy and reliability of sociological research
cannot be ignored by any social scientist. And the problem of nonre-:
sponse deserves more than a casual referenge via a footnote. Much more
research should be done on nonresponse, especially studies which make
the concept of nonresponse bias more understandable to the social scientists
who frequently use survey research. The procedure outlined in this paper
must be duplicated to see if the findings are merely a fluke due to a
faulty imputation pfocedure or whether this is a reliable way of estimating
nonresponse bias.

No doubt any researcher who works with the problem of race dis-
crimination would control for race in any interpretations that were made
about the public's opinion on this issue. However, the fact that the
difference in the sample means was also caused by the age éf the non-
respondents suggests that on such an issue age must also be considered.
For political scientists and pollsters who frequently are concerned with
the percentages of persons having a given opinion on an issue such as
race discrimination, nonresponse bias may greatly affect the reliability
of their interpretations. It may be that surveys are systematically
missing a more middle aged and older segment of the population whose

opinions on such issues as race and others are different from those of
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younger persons who are inclined to accept interviews. These nonrespondents
could also be vastly different from the sample of older peréons who be-
come respondents. These questions deserve a great deal of investigation.
One practical step for future researchers would be to increase persuasion
efforts for middle aged respondenfs, as well as to consider the use of

such techniques as subsampling and oversamplfng this group when possible.
All such efforts will help one to understand and control éhejkind ;fv
substantive bias which, though slight, is evident in this analysis of

nonresponse.
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Appendix 1

: Variables used in the Regression Analysis

Polltlcal Party (streng'th ‘of afflllatlon)
o ThlS item follows a questlon winich obtains the respondent's party afflllatlon.

: ‘Do you consider yourself a strbng Republican or a not very strong Republican?
Do you consider yourself a strong Democrat or a not very strong Democrat?

.DQ‘_you generally lean more toward the Republlcan or Democratic Party? (asked of Independents)

Strong Republican

Not strong (Republican)
- Lean Republican
Neither party

lean Democrat

.Not strong (Democrat)
Strong Democrat -

SOV W N
S W

Subjective Class

>If Yyou were asked to uge one of these four names for your social claas, which wpuld you
say, you belong in:

1. Work.mg Class Recoded as:’
2. Middle Class 1. Lower Class

2
3. Lower Class i
. . 2. Working Class
4. Upper Class I 3. Middle Class
: 4. Upper Class

Race Discrimination

Do you feel that the _goverrment is moving much too fast, too fast, much too slow, too slow,
or Just about rlght in its efforts to eliminate racial discrimination in employment?

l_., Much too fast

2. Too fast

3.. Just about right
4. Too slow '
5. .Much too slow

. Respondent's ‘Age

Respondent's exact age in years was used. These ranged fraom 18 (lower limit set in study) to
84 among the final respondents.
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(Appendix 1 contiﬁued).

Respondent's Sex (Dummy Variable)

1. Males
2. Females

Resporndent's Race (Dummy Variable)

1. Whites
2. Nonwhites (included only four persons who are not black)

Respondent's Family Income

A categorical variable coded as follows:

1. $000-999

. $1000-1,999

. $2,000-2,999

$3,000-3,999

$4,000-4,999

$5,000-~5,999

. $6,000-6,999

. $7,000-7,999

.- $8,000-8,999
10.49,000-9,999

©11,$10,000-11,999
12,$12,000-14,999
13.815,000-19,999
14.$20,000-24,999
15,825,000 or more

WO & WN
[ ]
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Appendix 2

Partials from the Regression of Respondents

Political Party

Partial Standard Error T-Statistic . Significance
Sex i .04182 .17390 .93021 .3527
Race .21023 .22483 : 4,7793 .0000
Family Income -.13022 .02479 -2,9192 - .0037
N = 499

Subjective Class
Sex -.02371 .05130 -.52765 .5980
Race -,22759 .06619 -5.2000 .0000
Age .03592 .00162 .79974 .4242
Family Income .20136 .00731 .5736 . .0000

N = 500
Race Discrimination
Sex .03243 . 08767 72124 .4711
Race 29380 .11325 6.8316 .000Q
Age -.17368 .00282 -3,9199 .0001
Family Income -~.00756 .01268 . -.16806 .8666

N = 499
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Appendix 3

Because of the fact that the incomes for the refusals are the mean block incomes of
the respordents, many are not.in the same units as those of the respondents, (See
. Appendix 1). The following is a listing of the exact units in which the incomes of

the refusals appeared.

Number of Number of
Value : Persons Value Persons
3.00 1l 10.50 5
3.50 1l 10,57 3
4,33 1l -10.60 3
5.00. 1 10.67 1l
6.00 2 10.80 1l
6.60 3 11.00 1l
- 6.67 2 11.20 2
6.94 18* 11.25 2
7.00 1 11,33 1
7.33 2 11.40 4
7.40 1 11,50 1l
7.50 3 11.60 1
8.33 5 11.67 2
8.40 1 11.75 3
8,67 4 11.80 - 1l
8.71 1l 12,00 4
.8.83 1 12.20 5
9.00 4 12,50 6
9.25 1 13.00 3
9.33 1l 13,25 2
9.50 3 13.33 1
9.71 1l 13,50 3
9.80 1 13.80 2
10.00 4 14.00 6
10.20 3 14,50 2
10,25 3 14.85 1l
10.40 4 15.00 1l

* White females 65 years or more



- 40 -

REFERENCES

Donald T. Campbell and Julian C. Stanley
1963 Experimental and Quasi-Experimental Designs for Research.
Chicago: Rand McNally and Company.

Barbara Snell Dohrenwend and Bruce P. Dohrenwend
1968 "Sources of refusals in mail surveys.'" Public Opinion
Quarterly 32 (Spring): 74-83.

Marjorie N. Donald
1960 : "Implications of nonresponse for the interpretation of
mail questionnaire data." Public Opinion Quarterly 24
(Spring): 99-114.

William C. Dunkelberg and George S. Day
1973 "Nonresponse bias and callbacks in sample surveys."
Journal of Marketing Research 10 (May): 160-168.

Elizabeth Hartman, Lawrence Isaacson and Cynthia M. Jurgell
1968 "Public reaction to public opinion surveying.'" Public
Opinion Quarterly 32 (Fall): 295-298.

G. M. Kaufman and Benjamin King
1973 "A Bayesian analysis of nonresponse in dichotomous
processes." Journal of the American Statistical
Association 68 (September): 670-678.

Leslie Kish
1965 Survey Sampling. New York: J. Wiley.

Charles S. Mayer and Robert W. Pratt, Jr.
1966-67 "A note on nonresponse in a mail survey." Public Opin-
ion Quarterly 30 (Winter): 637-646.

Lawrence H. Ross .
1963 "The inaccessible respondent: a note on privacy in city

and country." Public Opinion Quarterly 27 (Summer):
269-275.

Lee N. Robins
©1963 "The reluctant respondent.'" Public Opinion Quarterly
27 (Summer): 276-286. ‘

Gene F. Summers and E. M. Beck
1973 "Social status and personality factors in predicting
interviewer performance.'" Sociological Methods and Re-
search 2 (August): 111-122.

United States Department of Commerce. Bureau of the Census
1970 Block Statistics Detroit, Michigan Urbanized Area. 1970
Census of Housing HC (3)-120.






