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ABSTRACT

A theoretical study of frequency conversion and noise in
millimeter-wave transit-time devices is made. In particular the
performance of BARITT devices as mixers and detectors in the 30- to
100-GHz range is studied. Additionally, some potential limitations
in the basic model of a transit-time device are also investigated.

The performance of BARITT mixers is based on a matrix
formulation of frequency conversion and noise in a transit-time
device. This matrix formulation is developed by extending
conventional Schottky-barrier mixer models. Additionally, various
burnout mechanisms and video detection are also considered. The
BARITT is found to be a much more durable and burnout resistant
device than the Schottky-barrier diode. The results obtained here
indicate that it will probably be competitive with Schottky-barrier
diodes in low-noise video detection and mixing applications.
However, the BARITT device may be very useful in applications
where high burnout capability and reasonable sensitivity are

needed.

As the BARITT is a transit-time device the possibility of
negative-resistance effects must be considered. Short highly
doped BARITTs are found to be potentially useful as self-oscillating
mixers at frequencies in the 30~ to L0-CGHz range. Such devices
could also be used in an active mode of video detection where the
device simultaneously functions as a video detector and reflection
amplifier in this range as well. Longer lightly doped devices can
have negative resistances in the IF band and as a result can
exhibit conversion gain although stability cannot be guaranteed.

A Monte Carlo model of electron transport in GaAs is used
to study the validity of the drift-diffusion approximation and the
assumption of white velocity fluctuation noise spectra. Both are
found to become invalid at sufficiently high frequencies. The
characteristics present when the drift-diffusion approximation
becomes questionable are shown to represent both performance
limitations for some modes of transit-time devices and sources for
new potentially advantageoué device designs as well.
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VPT Punch-through voltage (V).

Vep Peak RF voltage amplitude (V).

VTH Thermal voltage (0.0259 V at room temperature).
VoV Electron and hole velocities, respectively (em/s).
b'd Spatial coordinate.

Xg Injection region width (ecm).

Xy Drift region width (cm).

Augmented network conversion admittance matrix

a
ue (mhos or mhos-cm™2).
Yé Injection region conversion admittance matrix
(mhos or mhosecm™?2).
Yb Drift region equivalent circuit parameter (mhosecm 2).
?ID Intrinsic diode conversion admittance matrix
(mhos or mhos-cm™2).
YTD Total diode conversion admittance matrix (mhos or
mhosecm™?).
—éu Augmented network conversion impedance matrix
& (9 or Q-cm?).
EB Injection region conversion impedance matrix

(9 or Q'cmz).
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y/ Embedding ¢ircuit impedance (Q).

e
_ID Intrinsic diode conversion impedance matrix (Q or Q°cm2).
Zin © Mixer input impedance at the mth sideband frequency

m (9 or Qecm?).

Parasitic impedance (Q or Qecm?).

par

EfD Total diode conversion impedance matrix (Q or Qe-cm?).

r Drift region equivalent circuit parameter.

Yo Voltage detection sensitivity (Qecm?/V).

éféu Vector of small-signal currents at augmented network

& ports (A).

SEB Vector of small-signal currents at injection region
terminals (A).

STD Vector of small-signal currents through the drift
region '(A).

STID Vector of small-signal currents at intrinsic diode
terminals (A).

STS Vector of injection region shot noise currents (A).

sV Vector of small-signal voltages at augmented network

aug .

terminals (V).

SVB Vector of small-signal voltages at injection region
terminals (V).

SVb Vector of small-signal voltages across the drift
region (V).

GViD Vector of small-signal voltages at intrinsic diode
terminals (V).

€ Material electrical permittivity (F/cm).

n Oscillator efficiency at f .

max max

0, Drift transit angle (rad).

8 Width of peak value of I, ., (rad).

m inj

o, Angular width of injected current pulse (rad).

Ky Thermal conductivity (We®K Y.cm ).

~-xxii-



Mass density (geem °).

Thermal time constant (s).

Intermediate frequency (rad.s™').

Signal frequency (rad-s™').

Avalanche frequency (rad.s™').

Knee frequency of device impedance (rad-s™*').
Radian frequency of local oscillator or pump (rad-s™').

Mth sideband frequency in Saleh's notation (rad-s—';.
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CHAPTER I. INTRODUCTION

1.1 Historical Background

Frequency conversion utilizing the nonlinear resistance of a
metal-semiconductor barrier has been employed in microwave receivers
for decades with the first systematic studies occurring in the
second world war radar development effort. A text summarizing these

studies was issued in 1948 as a part of the MIT Radiation Laboratory

series.?

Point contact mixer diodes were used in conjunction with
vacuum tube local oscillators throughout the 1950s since no solid-
state local oscillators were available. Advancing fabrication and
materials technology changed both the choice of mixer diode and
local oscillator in the 1960s. The first change came with the advent
of Schottky-barrier diodes which proved superior to point contact
mixer diodes in most performance criteria.z’3 The same advances. in
fabrication technology also permitted fabrication of several solid-
state microwave sources. Physically, these sources either use a
broadband negative resistance (tunnel diodes), a negative differen-
tial conductivity associated with III-V semiconductors such as GaAs
(Gunn diodes), or a band-limited transit-time produced negative
resistance. One of these transit-time devices is evaluated as a
frequency converter in this study.

The concept of a transit-time negative resistance in a
solid-state device was introduced by Shockley." He demonstrated in
1954 that transit-time effects could produce a negative resistance
in pnp structures. This particular transit-time device is now called

the barrier injection transit-time (BARITT) diode. It was not
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achieved experimentally5 until 1971. In the meantime Read® proposed
a structure in which the doping profile localized and separated a
high-field ionization or avalanche region from a lower field drift
region. The combination of avalanche multiplication with transit-time
effects allowed much higher powers and efficiencies than the BARITT
device. Due to fabrication difficulties, the structure Read proposed
in 1958 was not experimentally successful as an oscillator until
1965.7 Around that time it was realized that simple uniformly doped
structurese’9 could also be used as avalanche transit-time devices.
All of these avalanche devices are now called impact ionization
avalanche transit-time (IMPATT) diodes. The term Read diode now
identifies structures where the doping profile creates the spatially
localized high field region as originally proposed by Read.

Throughout the late 1960s and early 1970s a great deal of
effort was exerted in the fabrication, testing, and modeling of these
solid-state microwave sources. By the late 1970s it was generally
accepted that tunnel diodes were rarely the device of choice in any
application. The BARITT device was securely established as a low-
power, low-noise device. Gunn diodes were commercially successful as
medium-power, medium-noise sources of frequencies as high as 75 GHz
with laboratory results near 100 GHz. (This was in agreement with
theory.) The IMPATT was well-established as a high-power, high-
noise device.

The upper frequency limits to IMPATT operation were and still
are inadequately understood. Although GaAs IMPATTs exhibit excellent
performance at microwave frequencies, superior in fact to 8i devices,

their performance rapidly decreases with increasing frequency.
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Essentially no experimental results at frequencies higher than 90
GHz and few past 60 GHz have been reported for GaAs devices while
Si devices have been operated well into the low submillimeter-wave
region.

Elta and Haddag'® suggested that this problem is the result of
a yet unknown physical mechanism which slows the avalanche process in
GaAs much more than in Si. Supporting evidence for this hypothesis is
provided by IMPATT noise measurements. ! ‘FElta and Haddad suggested that
in this case superior millimeter-wave Gals transit-time devices could
be built by using a tunnelling or mixed tunnel-avalanche breakdown
process. Read® considered a tunnel transit-time (TUNNETT) device but
it had attracted little attention as he demonstrated that it would be
an inefficient microwave oscillator. Recently, interest has revived
and GaAs TUNNETT oscillation has been reported at high millimeter-wave

2513 ita et al. " obtained CW oscillations at 150 GHz

frequencies.1
from a GaAs mixed tunnel-avalanche Eransitézime (MITATT) device.
Early in the development of these solid-state sources it was

discovered that they could function as frequency converters. Studies
of tunnel diodes showed that self-oscillating mixer performance using
either fundamental or second-harmonic pumping15 was possible. Alter-
natively, the device could function as a passive or externally pumped
mixer. It was also found that the tunnel diode could function simul-
taneously as a video detector (the autodyne or unpumped receiver) and
as a negative-resistance reflection amplifier.16 Stability and other
considerations prevented the tunnel diode from being commercially

useful in these applications.



The performance of BARITT, IMPATT, and Gunn devices in these
frequency conversion applications was alsc evaluated. The Gunn
device was found to be a poor downconverter in self-oscillating mixer

operation.”"19 The IMPATT, on the other hand, functions well as a

¥00—

parametric frequency converter. 20-23 However, its noise was found to
prevent it from being useful in these applications. The associated
parametric instabilities were found to be an important complication of
. . o o 24-26
IMPATT oscillator and amplifier design.

BARITT devices have proved to be particularly well suited for
some frequency conversion applications. They are consistently found
to be superior in short-range, self-oscillating doppler

18,19,27-30
systems.” " 7°

Both experimental and theoretical studies demon-
strated that BARITTs function well as both active (video detection and
reflection amplification) and passive (video detection alone) mode
video detectors. 32

In this study, further investigations of BARITT device frequency
converters are made. The frequency range of interest is 30 to 110
GHz. Schottky-barrier mixer diodes, particularly at the upper portion
of this range, tend to have adequate electrical performance while being

both thermally and mechanically fragile. Therefore the durability

of BARITTs will be considered in some detail.

Throughout this study conventional usage is followed in which
frequency conversion in a nonlinear resistance is called mixing

while conversion in a nonlinear reactance is called parametric
conversion.



1.2 Fundamental Principles of Transit-Time Devices

The basic principles of transit-time device operation are
illustrated by the simple waveforms shown in Fig. 1.1. The device
is driven by the voltage waveform (a sinusoidal RF voltage and a
constant dc voltage) shown in Fig. 1.la. The device response to this
waveform is illustrated in Figs.1l.lb and 1l.lc. This response is
conceptually divided into two portions. In the first portion, a current
or carrier pulse forms and is injected across a plane near one end of
the device. This end of the device is referred to as the injection
region (Fig. 1.2). The conduction current pulse crossing the injection
plane is called the injected current. (In some structures, an a priori
injection plane cannot eaéily be specified. However, the conceptual
division of the response into the steps given here is still useful.)
In the second portion of the device response to the applied voltage,
the injected carrier pulse moves through the drift region and is
collected at the far end. The movement of these charge carriers
creates an induced current at the device terminals (Fig. l.1c) as a
consequence of the induced current or Ramo—Shockley33’3“ theorem.
In all transit-time devices the goal of the device design is to
adjust the phasing of these steps properly and attain a large current
during the second half of the RF cycle when the voltage is low. The
resulting lSO-degfee phase shift between the voltage and the funda-
mental component of the current is characterized by a negative
resistance.

The waveforms shown can be analyzed to yield simple analytic

. . . . . 10 .
guidelines for transit-time device performance. The dc current 1s
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O 1 T
Tie = o J Iinj(wt) d(wt) = 5;»J2 I, glot) dalwt)
0 0
(1.1)
where I, , and I. are the injected and induced currents, respec-
inj ind

tively. A consequence of Egq. 1.1 is

Iox = (21r/eD)Idc . (1.2)

The dc and RF powers are

Pac = Vaclac (1.3)
and
1 21 _
Pop = E;'Jo Iiﬁd(wt)VRF sin (wt) d(wt) (1.4)
Sy s sin (ew/z) cos B - cos (em + GD) 1s)
RF dc 6. /2 ) ) '
w D
The device efficiency is
o PRF _ VRF sin (ew/z) cos 6 - cos (em + eD)
Pdc Vdc ew/2 eD

From Eq. 1.6, the following conclusions are readily obtained:

1. The oscillator efficiency decreases with increasing injected
pulse width.

2. The maximum possible efficiency corresponds to an induced

current waveform consisting of a delta function at 3m/2.
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3. The efficiency is proportional to the voltage modulation

depth V__/V

RF/ "de’

Although the waveforms shown in Fig. 1.1 are often called ideal,
the induced current waveform shown does not correspond well with
waveforms seen in real high-efficiency transit-time devices. In these
devices, a variety of physical mechanisms interact to tailor the in-
duced current waveform into more of a delta-function-like form. The
various transit-time devices differ in the mechanisms which produce
the injected current, tailor the induced current, and limit the voltage
modulation depth. These mechanisms are reviewed for each device in
the next several sections.

1.2.1 IMPATT Diode. Although the IMPATT device will not be

studied in this investigation, it is the most widely used and best under-
stood transit-time device. It is reviewed here in some detail as many
of the concepts and ideas first developed in IMPATT theory also

apply to other transit-time devices. More comprehensive discussions

T3 4 book,38 and other

can be found in a variety of review articles,35
sources collected in Reference 39.

In the IMPATT device, the injected current is produced by
avalanche multiplication in the injection region (the injection region
is usually called the avalanche region in IMPATT literature). During
the first half of the RF cycle, the field in the injection or avalanche
region is high enough to support an impact ionization avalanche pro-
cess. Since the electron-hole pair generation rate in such a process
is roughly proportional to the carrier density, the carrier density

grows roughly exponentially during the entire first half-cycle. The

resulting injected current pulse peaks near em = 1. This 90-degree

_9_



phase shift is often modeled by a nonlinear inductance in IMPATT
equivalent circuits.

During the 1960s and early 1970s, it was commonly believed
that efficient IMPATT operation required maintenance of a drift
region field large enough to saturate the carrier velocity at all
times. Since any undepleted regions contributed losses, it was felt

that the drift region field should punch or reach through to the

collecting contact. With these assumptions, both simple analyticuo’

and more exact numerical3® models predicted a maximum efficiency
of 25 to 30 percent in GaAs IMPATTs. In this model, the induced
current waveforms would ideally match those of Fig. 1.1 and no
attention was paid to induced current waveform tailoring.

The situation changed dramatically with the first successful
fabrication of GaAs Read IMPATTs. These devices had efficiencies of
approximately 35 percent and were not punched t’x’)rougl'x.L'2 In the
following several years a variety of induced current tailoring
mechanisms were described in an effort to theoretically understand
the experimental results. The most important are described here.
The resulting device physics is sufficiently complex that large-
signal models of the time-evolving carrier and field profiles in

. y
the device"3’"

are needed to understand the details of the device
behavior.

The most obvious induced current tailoring mechanism in a
nonpunch-through device is depletion-layer width modulation.*®

The simplest description of depletion-layer width modulation argues

that the Ramo-Shockley theorem states that

-10-



ind w(t) °

where Q is the drifting charge, v is the drift velocity, and w(t) is

the time-varying depletion-layer width. Since w(t) has a minima at
3n/2, a peak is expected in Iind at 3n/2. The actual physical mechanism
is more complicated as the device terminals at which the induced current
is measured do not move and the undepleted portion of the drift region
is not a perfect conductor. Therefore, the details of the carrier
transport in the undepleted region must be considered. This transport
not only affects the induced current but also controls the response of
the depletion-layer edge to the applied voltage.

If the carrier velocity in the low field or undepleted regions
can exceed the high field saturated velocity, the depletion-layer edge
can intercept the drifting carrier pulse somewhere inside the drift
region. This is referred to as premature collection"® and is a very
important mechanism in GaAs devices. (The velocity-electric field
characteristic in Si does not have the necessary low field peak. )
Premature collection is experimentally observed by a sudden increase
in efficiency accompanied by a small mode jump in frequency. The
result is a device negative conductance-RF voltage characteristicw_b'8
similar to that shown in Fig. 1.3

Another important induced current tailoring mechanism can occur
in GaAs IMPATTs as a consequence of their velocity-electric field
characteristics. The space charge of the drifting carrier pulse tends
to raise the field in front of the pulse and depress the field behind

the pulse as is shown in Fig. 1.Lka. When the drifting carrier pulse
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FIG. 1.3 THE NEGATIVE CONDUCTANCE-RF VOLTAGE AMPLITUDE
CHARACTERISTIC OF A GaAs IMPATT DRIVEN INTO

PREMATURE COLLECTION MODE OPERATION.
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enters a region where the field lies in the negative differential
mobility portion of the velocity-electric field characteristic, the
velocity modulation shown in Fig. 1.4b can occur. Carriers behind the
pulse speed up while carriers in front of the pulse show down with
respect to the carriers in 'the pulse. This velocity modulation improves
the efficiency by keeping the pulse spatially sharp. For this reason,
this tailoring mechanism is sometimes called a charge-limited

49

domain. The induced current also increases because the pulse velocity

tends to be larger than the saturated velocity. For this reason the
tailoring mechanism is sometimes called the surfing mode. > ?

There are several mechanisms which limit the voltage modulation
depth in IMPATTs. These include:

1. If either the depletion-layer edge velocity of the RF conduc-
tion current in the undepleted region exceed the limit imposed by the
peak velocity, the losses of the undepieted region rapidly increase.qe’51

2. At sufficiently large RF drives, the injected current space
charge can prematurely depress the avalanche field and terminate the
avalanche.

3. At large RF drives, the device back bias or rectification can
either represent an increased loss or create bias circuit
instabilities.®?

4. The nonlinear inductive behavior of the avalanche region can
create parametric instabilities.?"

A1l of these mechanisms and others, such as drift region
ionization, correspond to a 1imit on the field modulation at some point

in the device. A very important point is that different doping

profiles will create different voltage modulations for the same
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limiting field modulation. In general, Read structures are superior
to uniformly doped structures and nonpunch-through structures are
superior to punch-through structures in that the same field modula-
tion produces a larger voltage modulation.®3 It has been suggested“3
that part of the reason for the failure of X-band Si IMPATTs to
experimentally achieve the predicted efficiencies is that they are
sensitive to parametric instabilities since the large losses of
undepleted Si%"* require that they be punch-through devices.

.A summary of important device criteria for IMPATT, TUNNETT,
and BARITT devices is provided in Table 1.1. Here, nmax is the
maximum efficiency; flow and fhigh are the lower and upper threshold
frequencies, respectively, for the band—liﬁited negative conductance,
and fopt is the frequency at which the maximum negative conductance
- GmaX is found. All of these parameters for the IMPATT are obtained
from the waveforms of Fig. 1.1 except for flow' flow is generally
known as the avalanche frequency33 (ma) and is determined by the
injection region as opposed to the drift region. It is commonly

defined by

20 (5 Jud. )2
® - ¢’ s de i (1'7)

a €

where a'(EC) is the derivative of the ionization rate a with respect to
the electric field evaluated at the critical field for avalanche break-

down Ec’ J is the dc current density, € is the material electrical

de
permittivity, and v is the saturated carrier velocity. wy is
related to flow by
Ya
flow = -2—; . (1.8)
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1.2.2 TUNNETT Diode. In the TUNNETT device the injected

current pulse is generated by quantum mechanical tunneling through
the potential barrier of a reverse-biased p-n junction or Schottky
barrier. The tunneling current is determined solely by the barrier
height or electric field. Therefore, the current peaks em = n/2,
and there is no inductive phase shift associated with the injection
region.

Successful TUNNETT operation requires that very high peak fields
(> 10% V/cm) be achieved in a sufficiently narrow region that little
or no impact ionization occurs. To do this the peak field must be
reduced by an order of magnitude in several hundred angstroms. This can
be accomplished in either a narrow highly doped structure or a Read
structure. The "HI" doping in a HI-LO structure or the doping in a
uniformly doped structure must be near®® 10*® atoms/cm®. The clump
or "HI" doping in a LO-HI-LO structure must be near®’ 5 x 10'°
atoms/cm3®. Since the dc current will determine the peak field, TUNNETT
device drift region field levels are very sensitive to variations in
the HI doping.

The induced current tailoring mechanisms in a GaAs TUNNETT
are identical in principle to those of a GaAs IMPATT, although they
have not been studied in detail. The only reported large-signal

. . 57,58
simulations

clearly show depletion-width modulation effects.
The voltage modulation depth in the TUNNETT will be limited

by either space-charge effects, drift region ionization, or by a

switch of the undepleted epitaxial material into a lossy state. The

voltage modulation properties of the TUNNEIT differ from those of the

IMPATT in that they are expected to improve with frequency. In the
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TUNNETT, the drift region length reduces with frequency while the

injection region length remains essentially constant. Numerical

57

studies show the oscillator efficiency of a TUNNETT as increasing

throughout the low millimeter-wave region and peaking near 100 GHz.
TUNNETT properties are summarized in Table 1.1. The waveforms of
Fig. 1.1 are used to determine all of the tabulated parameters.

It is also possible to operate a device in a mixed tunnel-
avalanche breakdown or MITATT mode. In such a device the relative
contributions of tunneling and avalanche are a complicated function
of device stfucture, dc current density, RF drive, temperature and
frequency.5 =59 In general, long injection regions increase the
avalanche contribution. If high-frequency or low-noise operation is
required the tunneling contribution is beneficial. MITATT properties
will lie somewhere between the TUNNETT and IMPATT properties summar-

ized in Table 1.1

1.2.3 BARITT Diode. The injection mechanism of the BARITT

device is illustrated in Fig. 1.5. Although a metal-semiconductor-
metal (MSM) device is shown (Fig. 1.5a) the mechanism also applies to
pnp structures. At zero bias the electric field arises from the
built-in potentials of the junctions. As the device voltage increases
almost all of the voltage increase appears across the reverse-biased
junction (Fig. 1.5b). Reversing the polarity only interchanges the
locations of the forward- and reverse-biased junctions. At a suffi-
ciently large voltage the electric field punches or reaches through
the device. For transit-time or BARITT operation the device is biased
near the punch-through voltage. The upward voltage swing during the

first half of the RF cycle in Fig. 1.1 then reduces the forward
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(b)

FIG. 1.5 BARITT DEVICE STRUCTURE AND OPERATION. (a) MSM
BARITT STRUCTURE AND (b) ELECTRIC FIELD PROFILE

AS A FUNCTION OF TERMINAL VOLTAGE.
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barrier height and increases the injected hole current. Therefore,
as was the case for the TUNNETT, the injected current peaks at
em = 7/2 and there is no injection region inductance.

The induced current tailoring mechanisms in the BARITT differ
from those of the IMPATT and TUNNETT devices. The most important
tailoring mechanism in the BARITT is the low field region (Fig. 1.5b)

60,61

into which the carriers are injected. In this region the carrier

transport occurs at low velocities and is diffusion dominated. The
resulting induced current waveform is shown in Fig. 1.6. The depression
during the second quarter of the RF cycle improves the oscillator
efficiency.

Due to the low efficiencies, it has been suggested62 that the
BARITT structure be designed in a fashion that optimizes this low-

field retardation effect. This is particularly important at higher

3,64 64,65 66,67

. 6 .
frequencies and in Gals.

The best experimental results
have been obtained in n+ipnn+ Si devices in which this optimization
occurs. Another approach to induced current tailoring in BARITTs is
to use a heterostructure (double velocity transit-time or DOVETT)

. 68-70
device.

Very few of the IMPATT induced current tailoring mechanisms
apply to the BARITT. Depletion-width modulation and premature collec-

tion are not seen as the device remains punched through during the en-

64 464,71

tire RF cycle. (The premature collection referred to by Kwok and

Haddad’! is a result of a spatially broad carrier pulse.) Charge-

limited-domain formation has been reported in GaAs BARITT simulations®"

but has not been reported experimentally.
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The voltage modulation depth in a BARITT is severely limited
by several effects. These are: (1) the necessity of avoiding avalanche
breakdown, (2) the necessity of maintaining the fields needed for
reasonable carrier drift velocities, and (3) space-charge limits on
the injection process. These effects are sufficiently restrictive
that the voltage modulation depth of the BARITT is much lower than
that of the other devices discussed. The properties of BARITTS are
summarized in Table 1.1 using the waveforms of Fig. 1.1.

1.2.4 Schottky and Mott Barriers. The oldest of the devices

considered in this study is the Schottky barrier (discovered by Braun’?
in 1874) and its derivative the Mott barrier.’?® A brief discussion
is offered here largely to introduce some notation and terminology.
For details, a variety of textbook discussionsl’”_77 are available.

Simple electric field and doping profiles for these devices
are shown in Figs. 1.7 and 1.8. The essential difference between the
two devices is that the Mott barrier punches through at zero bias
while the Schottky does.not. As a result, Mott barriers can be
obtained by either reducing the epitaxial doping or epitaxial width
of a typical Schottky-barrier diode.

The current-voltage characteristic (I-V) and capacitance-
voltage characteristic (C-V) of a Schottky-barrier diode are shown in
Fig. 1.9. There are a variety of theories for the I-V characteristic
including thermionic emission, diffusion, thermionic diffusion, field
emission (tunneling), and thermionic-field emission. Although the
details differ from theory to theory, the results usually have the

form of the experimentally observed exponential diode law

22~
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FIG. 1.9 (a) CURRENT-VOLTAGE AND (b) CAPACITANCE-VOLTAGE
CHARACTERISTICS OF A SCHOTTKY DIODE.

(c) CAPACITANCE-VOLTAGE CHARACTERISTIC OF A

MOTT DEVICE.
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I = ‘Is[exp (qV/nikT) -1 (1.9)

where IS is a saturation current (which may be voltage dependent),

q is the electronic charge magnitude, T is the device temperature,

k is Boltzmann's constant, and ng is a temperature and voltage dependent
ideality factor. The C-V characteristic is determined by the depletion-

layer capacitance which, for a uniformly doped diode (doping NB), is

v -1/2
c(v) = c.O 1-5— R (1.10)
J bi
where the zero-bias capacitance is
1/2
quB /
C. = A (1.11)
Jo 2Vbi

and Vbi is the built-in potential.
The equivalent circuits of the various devices are qualitatively
compared in Fig. 1.10. The equivalent circuit of the Schottky-barrier
device (Fig. 1.10a) consists of an injection region followed by two
series resistances. The injection region is modeled by a resistance
connected in parallel with the depletion capacitance. The first series
resistance is the parasitic resistance of the undepleted epitaxial
material while the second represents the unavoidable losses associated
with the electrical contacts. The Mott device equivalent circuit
(Fig. 1.10b) differs from the Schottky device circuit in only two
respects. First, the depletion capacitance is not a function of volt-

age in the punch-through Mott device. Second, there is not parasitic

loss from the undepleted epitaxial material as there is no undepleted
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epitaxial material. A general equivalent circuit for BARITT

devices is shown in Fig. 1.10c. The injection region in both

devices consists of a conductance connected in parallel with a
depletion-layer capacitance. The voltage dependency of this capaci-
tance depends on the doping profile and on the assumptions made in the
device modeling effort. It will generally be ignored here. Instead
of a parasitic resistance representing the undepleted epitaxial
material, there is a complex valued drift region impedance. This drift

region impedance may or may not have a negative resistance component.

1.3 State of the Art for Transit-Time Device Oscillators

The state of the art ° °° for IMPATT, MITATT and TUNNETT sources
is shown in Figs. 1.11 and 1.12. For BARITTs,powers of over 100 mW are
reported for microwave frequencies with the highest reported CW
operating frequency being 31 GHz.

The state of the art for Si devices is shown in Fig. 1.11.
Throughout the 30- to 110-GHz range of interest to this study, the
output powers are thermally limited in CW operation although at higher
frequencies electronic considerations limit the output power.97 The
higher frequency results often require harmonic output87 or cryogenic

operation.®?

However good performance is seen in fundamental mode
operatibn at room temperature for frequencies in excess of 200 GHz.
Relatively undramatic progress has been reported since Bauhahn's?®
state-of-the-art survey in 1977.

The state of the art for GaAs transit-time devices is sﬁown in
Fig. 1.12. Here dramatic progress has been made since Bauhahn's survey.

12,13

The pulsed TUNNETT results of Nishizawa et al., the CW MITATT

result of Elta et al.,lu and the anomalous bucket or tub structure
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result of Masse et al.?® had not been reported in 1977. Standard
GaAs IMPATTs still have not worked well at frequencies in the
millimeter-wave region and not at all for frequencies higher than
100 GHz.

The potential of the various solid—étate sources as local
oscillators for heterodyne receivers operating in the 30- to 110-GHz
range can now be assessed. TFor frequencies below 75 GHz the Gunn
device is presently commercially competitive. Above 75 GHz it may be
useful if recent laboratory results?®® are successfully transferred to
commercial production. Above 75 GHz, commercial Si IMPATTs provide

sufficient power but are too noisy for many applications.

1.4 State of the Art for 30- to 110-GHz Mixers

The state of the art for Schottky-barrier mixers is illustrated
by the results!®?719® gshown in Table 1.2. These results do not con-
stitute a complete literature survey but are representative. Generally,
the GaAs Schottky-barrier mixer diode is commercially available for
frequencies below T5 GHz. Most results for higher frequencies repre-
sent either experimental laboratory results or devices intended for
use in radio telescopes. As can be seen, the electrical performance
of these devices is quite satisfactory. TM is the mixer equivalent
input noise temperature in degrees Kelvin, LC is the mixer conversion
loss in dB, and NF is the mixer noise figure in dB. One interesting

1.105

result is that of Bernues et a They found that, contrary to

common belief, Si mixer diodes at high frequencies perform as well

as GaAs devices.
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Table 1.2

State of the Art of Schottky-Barrier Millimeter-Wave Mixers

Reference

Pump Frequency (GHz) Performance
Weinreb and Kerr!?®?® 33 TM = 623, L, = 5.9
85 T, = 800, L, = 6.8
Held and Kerr!®?! 87 Ty = 500 to 1000
| L, =5 to 8
Anand and Christou'?®? 36 NF =6 to T
Christou et al.'?3 36 NF = 6.5, L, =5 to 6
Anand et al.'0* 36 NF 2 6.5, L, =5
Bernues et al,'?® 107 L, =T to 8.5 GCaAs Diode
L, = 6 to 8 8Si Diode
Keen' 6 111 T, = 70
L = 6.5
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The state of the art for Mott devices is surveyed!?77111 jp
Table 1.3. Here, all the devices are experimental devices operated
at high frequencies and generally cooled to cryogenic temperatures.
These Mott devices have achieved the lowest noise performance yet
reported for high millimeter-wave mixers.

Recently, subharmonically pumped mixers have received a great

deal of attention.l1?-115

Such mixers have matched conventional
mixer performance in the 30- to 110-GHz range. Subharmonically pumped
mixers have the following advantages:

1. A lower frequency oscillator can be used as the local
oscillator.

2. The local oscillator AM noise sidebands are suppressed
allowing noisier devices (e.g., IMPATTs) to be used.

3. There is inherent protection against large peak inverse
voltages in the antiparallel diode configuration used.

L. The increased separation between the local oscillator and
signal frequencies simplifies the mixer circuit design. The pump-
to-signal port isolation is improved while the filter losses are
reduced.

5. If a self-biasing arrangement is used, no dec return is
needed.

The electrical performance of these devices is quite adequate
to meet most system needs. However, there are basic problems posed
by the device structure. A typical Schottky-barrier diode designed
for use as a 100-GHz mixer is described in Table 1.4. The device
has a high doping, micron diaﬁeter, and submicron epitaxial layer

thickness. The fabrication and bonding of this device is not easy.
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The small size also makes £he device fragile. The small area
leads to high current and power densities. rFor example, an incident
power of 1 mW would create a power density of 20,000 W/cm? in the
structure of Table 1.4. Such high current and power densities can
create significant thermal problems.

The thermal problems are worsened by the high thermal resis-
tance and short thermal time constant. The thermal resistance of

Table 1.4 was calculated using

L .
_ 1 epi
RTH 2 < ’ (1.12)

where r is the device radius, lepi is the epitaxial layer thickness,
and Kg is the thermal conductivity of the semiconductor. Equation
1.12 ignores the contribution of spreading resistance and therefore

underestimates the total thermal resistance. The thermal time con-

stant is calculated using

2e .meS
L —P———K , (1.13)

where o is the material mass density and CS is the material specific
heat. The time constant also ignores the spreading resistance contri-
bution but does show that the "active" portion of the device can
respond thermally to a sudden incident power pulse more rapidly than
an external protective power limiter may respond.

An additional problem is posed by the high doping. High
dopings result in steep electrical field gradients. These steep

Fpradients, in turn, reduce the avalanche breakdown voltage and
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Table 1.4

Doping
Diameter

Epitaxial Layer
Thickness

C.
Jo

Ny

R
s

De Current

Dc Current
Density

Breakdown
Voltage

Peak Field
at -1V

Thermal Resistance
of Mesa Alone

Thermal Time
Constant of Mesa
Alone

A Typical 100-GHz Schottky-Barrier Mixer Diode

10'7 atoms/cm?

2.5 um

0.2 um
10 fF
1.1

8 Q

1 mA

20,000 A/cm?
15 V

=~ 50 kV/cm

800°K /W

1.7 ns



create high electric fields internally for relatively small applied
terminal voltages. As a result, these devices are susceptible to

avalanche and microplasma burnout.

1.5 Outline of Present Study

BARITT devices may not be competitive in local oscillator
applications at millimeter-wave frequencies. However, they are
excellent frequency converters at microwave frequencies and there
is no reason to suppose that they will cease to be good converters
in the low millimeter-wave region. In Section 1.4 it was shown that
Schottky and Mott devices provide good electrical performance in
the frequency range of interest but are small, fragile devices.

Their small device size and high doping are the result of an attempt

to simultaneously have low losses in the undepleted epitaxial layer

and an acceptable device capacitance. The BARITT device however

has a depleted drift region instead of an undepleted series resistance.
For frequencies above the negative-resistance band, the impedance

of the drift region is essentially capacitive3o and can therefore

be tuned out by the circuit. Therefore, the device length and area can
be made substantially larger in a BARITT while the doping can be kept
substantially smaller. The BARITT is expected to be a more rugged

and durable device that is easier to fabricate and bond.

In Chapter II standard mixer theory is extended to include
the case of a fundamentally pumped transit-time device. Subharmonically
pumped mixérs will not be considered in this study as they complicate
mixer analysis without changing the relative merits of Schottky,

Mott and BARITT devices as mixing elements. In Chapter IIT the
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large-signal noise correlation effects generally seen in junction
devices are described along with methods for their modeling. The
device modeling techniques are presented in Chapter IV. In Chapter V
BARITT, Mott and Schottky devices are compared as mixer diodes. In
Chapter VI Monte Carlo methods are used to check some of the
assumptions made at various points in the study. The general results
and conclusions are summarized in Chapter VII along with some

suggestions for future investigations.
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CHAPTER II. FREQUENCY CONVERSION IN TWO-TERMINAL

JUNCTION DEVICES

2.1 Introduction

Two-terminal devices presently dominate millimeter-wave systems.
Furthermore, it is not expected that conventional three-terminal
devices will provide significant performance advantages past the low
millimeter-wave region. With the exception of Gunn devices all these
two-terminal devices are junction diodes. This allows some aspects of
their performance to be treated in a unified manner. A unified small-
signal model of frequency conversion in two-terminal junction devices
at millimeter-wave frequencies is presented here.

Frequency conversion occurs in all the devices because of the
nonlinear response of the junction to electrical signals. In some
devices the nonlinearity is the conductance associated with the
Junction current-voltage characteristic. This characteristic is
controlled by the mechanisms by which charge is transported through
the junction. This mechanism is classical (e.g., diffusion or
thermionic emission) in some devices (Schottky or Mott barriers and
BARITT devices) and quantum meéhanical (tunneling) in other devices
(tunnel diodes ).

In other cases the nonlinearity is a nonlinear reactance. 1In
varactors the nonlinear reactance is created by the junction depletion
capacitance. In IMPATT and MITATT devices avalanche effects introduce
a nonlinear inductance. In some situations both a nonlinear conduc-

tance and a nonlinear reactance are present.
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The frequency conversion properties of these two types of
nonlinearity differ in general. This difference is reflected by a
distinction in terminology. Frequency conversion in a nonlinear
conductance is called mixing while frequency conversion in a nonlinear
reactance is called parametric conversion. Both can be either desirable
or undesirable depending upon the device and application. For purposes
of low-noise amplification and upconversion parametric frequency
converters are used. In downconversion applications parametric conver-
ters can be unstable and a mixer is preferred.

There are several main methods in which either effect degrades
device performance. Rectification can lead to bias circuit instabili-
ties in IMPATT oscillators''® while parametric instabilities produced
by the avalanche inductance can create spurious oscillations.2?*” %%

The nonlinear capacitance in Schottky-barrier mixer diodes can result
in a mixer which is active!®!»1!!7 and unstable.'!® Lastly, frequency
conversion in combination with correlation effects plays an important
role in determining the noise performance of most junction
devices.15,24%,30,101,119-128 Nojgse modeling techniques are discussed
elsewhere.

The unified treatment of frequency conversion in Junction
devices presented here is developed by extending conventional Schottky-
barrier mixer theory.'’! The extension either involves new Jjunction
models or the addition of a transit-time device drift region or both.
The treatment of frequency conversion in the devices presented here
differs from the conventional treatment in that first a general model
is developed and then specific devices are discussed. The existence of

an explicitly defined general mathematical framework allows for easy
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direct comparison of different devices in frequency conversion
applications. Such comparisons are made later.

The discussion starts by breaking the general frequency
conversion problem down into manageable pieces. The modeling of these
pieces (junction or injection region, drift region and the diode
parasitics and embedding circuit impedance) is then described. As the
specific problem of interest is downconversion the model will be
applied to mixers. Procedures by which the general N frequency mixer
is reduced to a two-frequency mixer (signal plus intermediate or IF)
are presented. The stability of a linear two-port representation of
this two-frequency mixer is discussed. Since the reduction technique
can also be used to reduce a general mixer to a three-frequency mixer
(signal, image, and IF), the embedding circuit impedance at the signal
frequency which minimizes the conversion loss for an arbitrary image

frequency impedance in the three-frequency mixer is derived.

2.2 Frequency Conversion in Two-Terminal Junction Devices

2.2.1 General Frequency Converter. The general frequency

converter is illustrated.in Fig. 2.1. The two-terminal device is
addressed through an embedding network that presents an impedance Ze(w)
to the diode. Two sources, a bias source and a pump source or local
oscillator (LO), are applied. Determining the device response to these
sources is the lérge—signal problem. This problem has been addressed
by a variety of workers for all the devices considered and it is not
treated here. However, the voltage and current waveforms associated
with the nonlinearity, which are determined by the large-signal

analysis, are the starting points of the small-signal analysis
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presented. This small-signal analysis determines how power delivered
at the signal port is transferred to the IF port.

In some situations the local oscillator (LO) source shown here
is actually provided by the junction device itself. For devices with
a negative resistance (i.e., transit-time devices and the tunnel diode)
the device can be operated simultaneously as a frequency converter
and as its own local oscillator. In a noise analysis the signal source
is the noise generated by the diode itself.

The basic small-signal analysis is based on a division of the
semiconductor device into the three regions shown in Fig. 2.1. The
injection region is the Jjunction or barrier region present in all the
~devices. All the devices also have some parasitics that always have
a resistive component and sometimes have reactive components (either
through leads, carrier inertial effects,'?®’!*®° or skin effects*).

The drift region however is present only in transit-time devices.

The small-signal analysis developed here describes how small-
signal voltages at any sideband frequency are related to currents at
any sideband frequency. The sideband frequencies are expressed in the

notation of Saleh'®! where the mth radian sideband frequency is

where wo is the radian IF and wLO is the radian local oscillator

frequency. When w is negative the impedance used in the equations

presented here is the complex conjugate of the impedance at knm|.

*¥ Commonly the skin effect is modeled by a frequency- dependent

resistance. However without a frequency-dependent reactance this

is a noncausal filter as well as a simplification of electro-
magnetic theory.
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The analysis proceeds from right to left through the circuit of
Fig. 2.1. There are three major steps which are divided by the planes
aa and bb. These steps correspond to the subdivision of the device.

First, the vector of small-signal currents at plane aa,

ST, = [...,6 8I_ , 61

B B 2 B ) B ) (2'1)
1 o

-1
where t denotes vector transpose and subscript i denotes that the
current is associated with w., is related to the vector of small-signal

voltages at plane aa,

— t
Vg = [...,aVBl,szo,ch R (2.2)

This relationship defines the injection region conversion admittance

matrix YB’ i.e.,

. YBEVg . (2.3)

The inverse of Yé is the injection region conversion impedance matrix

ZB.

The next step is to describe the interrelationship of the
small-signal voltages and currents at the intrinsic diode terminal
plane which is plane bb. The small-signal voltage vector at the

intrinsic diode terminal plane is EV&D and the small-signal current

vector is EfiD' The relationship between these two vectors is

described by the intrinsic diode conversion admittance matrix YID and

its inverse, the intrinsic diode conversion impedance matrix ZID'

The terminology of "injection region" and "drift region" is borrowed
from transit-time device analysis. For other devices the injection
region terminal plane aa and the intrinsic diode terminal plane bb are

coincident and YID = YB’

Lho



The last step in the analysis describes the effects of the
device parasitics and embedding circuit. This is done by forming the
augmented network conversion impedance matrix E;ug' The use of this
matrix, introduced by Held and Kerr,lo1 is illustrated later.

In principle, the matrices and vectors defined here have an
infinite number of elements. In computational practice they must be
truncated, usually rather severely. For millimeter-wave devices this
truncation has a physical justification. For all the devices, the
injection region contains a shunt capaciténce which effectively short
circuits the injection region at sufficiently high frequencies.

One of the more important assumptions that is made here is that
the drift region is linear and introduces no frequency conversion
effects. This prevents the model from being applied to transit-time
devices that exhibit either depletion-layer width rrixodulation“5 or

46

premature collection. Although these effects are important in

high-efficiency GaAs IMPATTs at microwave frequencies, they have not
been reported in millimeter-wave devices. Furthermore they may take
132

on different forms in millimeter-wave devices.

2.2.2 Injection Region. The injection region models are shown

in Fig. 2.2. For devices without injection region resonances, the cir-
cuit of TFig. 2.2a is used to model the injection region. Tor devices
with injection region resonances, a circuit such as that of I'ig. 2.2b
i1g used. 'The inductance LB is a result of the dependence of the
avalanche generation rate on both the field and the carrier density.35

In both circuits, C_ is the injection region depletion-layer

B

capacitance
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FIG. 2.2
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(a) EQUIVALENT CIRCUIT FOR THE INJECTION REGION OF
BARITT, TUNNETT, TUNNEL, SCHOTTKY AND MOTT DIODES
(ANY DEVICE WITH NEGLIGIBLE AVALANCHING) AND (b)
EQUIVALENT CIRCUIT FOR IMPATT AND MITATT DEVICE

INJECTION REGIONS.
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where € is the material electrical permittivity, A is the device area,
and Xy is the injection region width. In Fig. 2.2a, GB is the

differential conductivity

- a1
GB - av b (205)

where I is the dc current and V is the dc injection region voltage.
For devices with avalanche effects the parameters are developed by

solving the Read equation.?®

There 1s an important assumption made in Eq. 2.5. It assumes
that carrier transport in the injection regionis not a function of
frequency. For tunneling devices this is an excellent approximation at
millimeter-wave frequencies. For barrier devices it is a much poorer
approximation. There has been some investigation of this problem133’134
but to date no easily usable small-signal model and no large-signal
model of any sort has been developed. There is some experimental
evidence that Egq. 2.5 requires modification at high millimeter-wave

110

frequencies in Mott barriers and at infrared frequencies in

135

Schottky devices. As yet, however, neither effective models nor

systematic experimental investigations are available. Therefore,
Eq. 2.5 is used here.

The construction of the injection region conversion
admittance matrix is based directly on the large-signal waveforms
representing the time-varying capacitance CB(t) and the time-varying

particle current flow. For barrier devices the particle current flows

iy g



through GB. The mnth clement of the injection repgion converiion

admittance matrix then iglo 07
= + 2
RN Gy jo_Cq , (2.6)
m-n m-n
where GB and CB are the mnth complex Fourier coefficients of
m-n m-n
GB(t) and CB(t).

For avalanche devices the particle current flow through the

junction is modeled by the Read equation.u’“’lm’136

This equation,
however, fails to accurately model GaAs IMPATTs at microwave fre-
quencies and is qualitative at best for millimeter-wave frequencies.
Numerical techniquesu3’ku can be used to obtain good results at micro-
wave frequencies in most situations. At millimeter-wave frequencies
that are some problems in the basic physical model.137’138 For any
model, however, once the large-signal particle current flow through
the injection region is determined, the analysis of Hines’ ' (with
appropriate adjustment of the sideband frequency notation) can be
used to construct the injection region conversion admittance matrix.
In Read-type transit-time device structures as well as in Mott
barrier devices CB is fixed by the doping profile. Under these con-
ditions CB is not a function of voltage and therefore is not a function
of time. The resulting conversion admittance matrix of the injection

region has off-diagonal elements that are determined solely by the

particle current flow. 'CB is also assumed to be constant in other

structures as well.

2.2.3 Drift Region. For transit-time devices the transition

through the drift region to the intrinsic diode terminal plane must

now be considered. This problem has been previously addressed by
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Hines and by McCleer.?® The approach presented here is essentially

that of McCleer®® and differs from that of Hines mainly in the use

of a more general drift region model. This drift region model is shown
in Fig. 2.3. The parameters YD and FD can be determined either by
following the analysis of McCleer et al.'3? or by experimental measure-
ments. J; is the injected particle current density and Jt is the
total current density.

Although the drift region model is linear it modifies the
frequency conversion properties of the device. The reason for this is
illustrated in Fig. 2.4. It is notéd that the frequency conversion
in the injection region produces additional particle currents which,
in turn, control the response of the drift region. In the notation
used here, the basic problem is illustrated in Fig. 2.5. The con-
trolling equations aré

81, = &8I, = T (61, - jo Co8V, )+ Yy 8V (2.7)
m m m m m m m

and

where subscript m denotes evaluation at a sideband frequency w -

Combining these two equations yields

Yo 8V = 8T (- )+ (1
m m m m - m m m

Since the injection region is a frequency converter §V, 1s related
to every element of Efﬁ (or ST&D)’ This relationship is described by

the mth row of the injection region conversion impedance matrix, i.e.,
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FIG. 2.4 A COMPLICATION IN TRANSIT-TIME DEVICE FREQUENCY
CONVERTERS. FREQUENCY CONVERSION IN THE INJECTION
REGION PRODUCES ADDITIONAL PARTICLE CURRENT AT ANY
FREQUENCY OF INTEREST, FOR EXAMPLE, THE SOURCES

YB GVO AND YB ¢V . THIS MODIFIES THE DRIFT

1
REGION RESPONSE EVEN THOUGH THE DRIFT REGION IS

LINEAR.
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SVBm = (mth row of ZB)SIID Bm D °

0
3|
=

(2.10)

where ZB denotes the mth row of fé.

m
Together, Eqs. 2.9 and 2.10 define the intrinsic diode conversion

impedance matrix elements. These elements are

[EiDlm’n = (Ju Oy + ¥ )[Eﬁ]m,n/YD m# n (2.11)

m m m

and

eyl m
[ZID]m’n = . (2.12)

Equation 2.11 shows that the presence of a drift region alters the
frequency conversion properties (i.e., the off-diagonal elements of
the intrinsic diode conversion impedance matrix) even in the absence

of any negative-resistance effects.

2.3 Complete Freguency Converter

2.3.1 Augmented Network. §iD and ZiD describe the frequency

conversion properties of the intrinsic diode. To describe the complete
frequency converter the effects of the diode parasitics and the embed-

ding circuit must also be included. This is done by forming the aug-

\

mented network. The augmented network was introduced by Held and

01

Kerr! and the discussion presented here follows their development,

101,117,140

found in several sources, quite closely.

The augmented network is formed by connecting the various

ports of the intrinsic diode multiport in parallel with the series
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combination of the diode parasitic impedance 7 and the embedding
p

circuit impedance Z,- This is illustrated in Fig. 2.6. The result

is the augmented network multiport whose conversion admittance matrix

is

Y = Y__+7Y 2.1
Yaug ID diag ° (2.13)

where Y. . is a diagonal matrix whose mmth element is [Z (w )
diag par m

+ 2 (0w )]"'. Then ST o= Y sV . The augmented network describes
e ' m aug aug aug

how the parasitics and embedding circuit affect the response of the

converter to sources connected across the intrinsic diode terminal

plane and, therefore, its portsare not physically accessible. However,
it is simple to use the augmented network to describe both the overall
frequency conversion and the noise broperties of the converter. This
requires describing how signals (either deterministic or noise) are
transformed to the intrinsic diode terminal plane. This is a straight-

forward exercise.

2.3.2 Calculating Port Impedances. The augmented network is now

used to produce expressions for several important mixer performance
parameters. The first of these is mixer input impedance. This is the
impedance presented by the total diode (intrinsic diode plus parasitics)

to the embedding circuit. At sideband frequency wm this is!®?

Z, = [Z 32 =] +72 (o , (2.1k4)
in aug’ e m par m
m m
where [— 12 = »] denotes the mmth element of the augmented
aug’ e mm

network formed with Ze(wm) replaced by an open circuit.
It is usually possible to alter the embedding circuit impedance

at the IF without altering the impedance at other frequencies. This is
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FIG. 2.6 FORMATION OF THE AUGMENTED NETWORK. HERE THE
INTRINSIC DIODE CONVERSION ADMITTANCE MATRIX IS

REPRESENTED AS A MULTIPORT. (SIEGEL AND KERR''7)
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a result of the usually large frequency separation between the IF
and the other frequencies of interest and the necessity of a
physically separate IF port in a real mixer. As conversion loss is
defined in terms of power transfer to the IF load (this is discussed
in the next section), it is minimized by providing a conjugate match
of the IF load to the mixer IF output port impedance. Such a conju-
gate match is sometimes assumed here. However, there are circumstances
where the mixer IF output port impedance has a negative real part.
Under these conditions a conjugate match is physically impossible.
In Section 2.4.2 it is shown that such an output port impedance is
not expected in an unconditionally stable mixer.

2.3.3 Calculating Conversion Loss. The augmented network

conversion impedance can also be used to calculate the conversion
loss from a signal source at sideband frequency wn to a load at side-
band frequency W - The total conversion loss is the product of the
inherent conversion loss associated with the intrinsic diode (and
calculated using Z;ug) and the losses in the diode parasitics at the
two sideband frequencies. These parasitic losses are

power available from Ze(wn)

Ky = power available from 2 (w_ ) + Z2__ (@ )
e n par n

and
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power delivered to Z (w ) + Z__ (w )
K = e’ m par m
m power delivered to Ze(wm)

Re[Z (0 ) + 2 (0]
m

e par m
Re[ze(wm>] . (2.16)

The inherent conversion loss of the intrinsic diode is

. i +
[mn power available from Ze(wn) Zpar(wn

mn power delivered to Z (w ) + Z___(w )
e m par m

(2.17)

The power available from a current source SIaug associated with source

n

impedance Z (w_) + Z__ (w ) is
e’ n par n

Poail = lGIaugn‘ZIZe(wn) + Zpar(wn)lz/Re[Ze(wn) + Zpar(wn)]
(2.18)
The power delivered to the load Z (w ) + Z w ) is
e ' m par m
‘[E;ug]mnizlélaug | *Re(2_(w ) + Zpar(wm)]
Pieriv ~ - — . (2.19)
lZe(wm) +272  (w)]
par m
Therefore,
Linh - ‘Ze(mm) * Zpar(wm)lzlze(wn) ¥ Zpar(mn)lz
mn ‘[ lzRe[Z (o ) + Z (w )IRe[Z (w ) + Z (w )]
aug mn e m m e par n
(2.20)

and the total conversion loss is
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2 2
R Y lze(mm; + zpar(wm)l lze(wn) + zpar(wn)l

i [Eaug]mn| *Re[2 (0 )1Re[Z (v )]

(2.21)

There are several reasons for defining Lmn for sidebands other
than those associated with the actual input signal and IF. These
include the possibility of modeling subharmonically pumped mixers.'!®
More important for the cases considered here is the evaluation of the
importance of higher-order sideband frequencies. For example, it is
possible to have nearly as much power delivered to the sum.sideband
frequency , as there is to the image sideband frequency m_1.1°1
Under these conditions it is doubtful that a simple three-frequency
mixer model would accurately predict the real mixer performance.

Lastly, having all the conversion losses allows a check of the mixer

passivity. If

Yool o1, (2.22)
mn
m,m#n
then the mixer delivers more small-signal power to the various loads
than enters through the signal port mn. The mixer then is an active
device. Activity can be achieved either through negative-resistance
effects associated with a transit-time device or through parametric

effects. This active nature can be a source of instabilities.

2.4 Upper-Sideband Downconverter

2.4.1 Reduction to a Two-Port. In this section the basic

theory for conversion loss and stability of an upper-sideband down-

converter are reviewed. The first step in the analysis is to
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represent the mixer as a two-frequency (signal plus IF) mixer. This
is done by applying a general reduction technique described here. The
most important reason for this reduction is that the two-frequency
mixer is the simplest algebraic mixer model. Also this is not a bad
approximation in realistic mixers. In a real mixer the physical cir-
cuit layout often fixes the higher-order sidebands while allowing
some independent control of the signal and IF impedances as these two
ports must be physically accessible.

The starting point in the reduction is the total diode conver-

sion impedance matrix equation for the 2N + 1 frequency mixer

GVTD = ZTDGITD ) (2.23)

The total conversion impedance matrix is then formed by adding the

diode parasitic impedance to the diagonal elements of ZID:

[ZTD]mn =

]+ 8(m-n)z (w) . (2.24)

210 mn par m

The total diode conversion admittance matrix YTD is then E;B.

Equation 2.23 can be rewritten for the upper-sideband downconverter
as

Y
Dy, P16

SI. = SV_ + A8V , (2.25)
R ex

where SV& and gfﬁ are the reduced voltage and current vectors

= t
6VR = [GVTDl,aVTDO] (2.26)
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and

= %
SI. = [SITDI,SITDO] , (2.27)

and the extraneous small-signal voltage vector is

Sv = [V ,...,8v__ ,8v__ &V SV ..., 08V ]
ex Dy, D, TD,>" 'TD_ *" ID_,* "7 TD_
(2.28)
Matrix A is the 2 x (2N - 1) matrix
Y R 4 1Y .. Y
B TDlN TDlzi TDI—I TDl-N L
A = ¢ y i y y = [AL ! AR] s (2.29)
™ " TD TD TUTTD
oN oz: o-1 o-N

where the dotted line denotes the partition defining submatrices Ki

and Kﬁ. The reduction is completed by the matrix equation

8T, = BV + C8V = - Y8V . s (2.30)
where B is the (2N - 1) x 2 matrix
Y Y T
TDN1 TDNO
Y B
B YD, ™ U
B = Jommmmmm———l o = —_———— 5 (2.31)
Top Top B.
-11 -10 L
YTD YTD
L =N —Ng_
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C is the (2N - 1) x (2N - 1) matrix

™ T i Yop w T —
NN N N-1 N-N
:
|
|
:
Y Y Y Y
_ TD, D,, i D, _, D,
C T | e ———— e ’. ______________________
1
|
frp -0 Ypp : 1D f1p
-1N -12 -1-1 -1-N
:
1
1
:
Y R Loy R ¢
0 _yw o, 1 TPy ™ _y-w
C . ic
UL | 'UR
SO % _____ , (2.32)
C
‘1L E LR

and Yé is the diagonal embedding circuit admittance matrix at the

extraneous sideband frequencies

1/Ze(m )

l/Zé(w 1
(2.33)
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The partitions shown correspond to the following partition of the

total diode conversion admittance matrix

. | — I ]
I |
UR | Hy : r
"__;% _______________ ﬁ _____
Y Y
] |
~ o D, | TDIO}
= [ Y
D Ap | : A . (2.34)
I 1
: Yop Yrp !
i ol 00 |
—de 000 I
~ 5 -
_LL | L | LR
The formal solution to Eq. 2.30 is
— —_— —_— - —
= - + .
8V (c Ye) BSV, (2.35)

where - (C + Yé)—lg'is a (2N - 1) x 2 matrix. The solution to Eq. 2.25

is then

8T, = Y8V, (2.36)

where the reduced 2 x 2 matrix is

Y Y
Ty, TD,

]

]

!
>l
Ql
+
il
o}

(2.37)

Y1 Trp
01 [e]e}

This technique can be used to reduce any 2N + 1 freguency mixer
~ to a two-frequency upper-sideband downconverter. It obviously can be
generalized to lower-sideband downconverters and to reductions to any
M frequency mixer. The method could also be applied to the intrinsic
diode conversion admittance matrix alone. Here it was applied to the

total diode conversion admittance to facilitate the specification
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of an optimum embedding circuit impedance. This specification is

the subject of the next section.

2.h.2 Optimum Three-Frequency Mixer. In this section a three-

frequency mixer is discussed. The goal is the specification of the
signal frequency embedding circuit impedance that minimizes the mixer
conversion loss. This may not actually represent the optimal mixer
design (an arbitrary image termination is assumed, for example) and
will not, in general, minimize the mixer noise figure. However, it
does provide a nonarbitrary method of selecting sideband impedances

in a systematic comparison of various devices as mixers. For each
device the results developed here can be used to choose the embedding
circuit terminations that are fair in the sense that they optimize one
important mixer performance measure, the conversion loss. The analysis
is based on a Schottky-barrier mixer analysis provided by Peterson. !

The starting point is the three-frequency mixer conversion

admittance equation

_ _ — - -
8T Y Y Y §v
1 11 10 1-1 1
ST = |y Y Y SV , (2.38)
0 ol 00 o-1 o]
I Y Y Y SV
- -11 -10 -1-1 -1
L B AL 7

where the Y matrix can be either the result of the reduction process
described in Section 2.4.1 or the total diode conversion admittance

matrix. The image frequency termination Y is retained in the analysis

L-1
although it will not be optimized. Applying the reduction technique

here yields
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1 '
81, TR ITIA

- > (2.39)
81 ¥ r sV
o ol 00 o
where
' = Y + Y Y Y + Y ) , (2.40)
11 11 1-1 -11 -1-1 L-1
1 = Y +Y .Y Y + Y ) , (2.41)
10 10 1-1 =10 -1-1 -1
1 - + +
o1 Yol Yo-1Y._11/ -1-1 L-l) s (2.42)
and
1 -
YOO - Yoo * YO—IY—IO/(Y-I—I + YL_1> (2.43)
and
YL—l = l/ze(m_l) (2.Llh)

is the image frequency termination.
The next step is to specify the conversion loss in terms of

Eq. 2.39. The power available from the signal source shown in Fig. 2.6

is
T ]2
Pooil = EEE_' , (2.45)
avail 1
where
GL1 = Re[YLl] = Re[l/Ze(ml)] (2.46)
The voltage 6V1produced by Is is
_ ]
§v, = (51S - Y;OGVO)/(YII + YLl) (2.47)
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and the IF load current is

Y' ST y' v
(o} S

- 0ot s v _ ol 1o
8T T Ty R S e LA (2.48)
11 In 11 L1

The power available to the IF load is

2

YI
0l 1 2
v | %!
_ 11 L1 L
Pload = Yoyt (2.49)
' o 10 ol
ke Yoo v+ v
11 L1)
and the conversion loss is
- 2 2
L = (ggo[(gll * GLI) + (bil * BL1> 1 - Re(Y;OYél)(gll * GLI)

- m(yy vt V(o o+ B D) /(e (Y 2, (2.50)

where Y' = g' + 3jb' and Y. = G_. + jB
mn mn

mn L1 L1 L1°

The signal frequency embedding circuit termination that minimizes

the conversion loss is defined by the solution to

32L = agL = 0 . (2.51)
L1 L1
The resulting admittance is
- \ | ! t
B, = Im(YloYol)/(zgoo) L (2.52)

and

-65-



10 O1

Re(Y' Y' ) [Im(Y* Y* )]2 /e
10 Ol2

G, = g/, |1- — - x (2.53)
1 11 ¥ 1 1 ot
L g11g'oo 'h(googll)
The minimum conversion loss is then
1 1] 1 1
. _ Re(YloYol) 1+ vV . Im(YlOYol) 1 (2.54)
s - ] 2 _ v 1 s .
min IYol‘ 1 Ve 2goog11 1+ /

where the radical sign denotes the radical quantity in Eq. 2.53. The
first term in Eq. 2.54 is analogous to the standard resistive mixer
result while the second term represents a "parametric" contribution.

2.4.3 Stavility of the Upper-Sideband Downconverter. The

upper-sideband downconverter described by Egs. 2.36 and 2.37 has the
simple two-port equivalent circuit representation shown in Fig. 2.7.

Here

Y = G, .+ jB
11

- (2.55)

and

= + . .
YR Goo JBoo (2.56)
00

Assessing the stability of a linear two-port is a standard

142,143

exercise. The linear two-port shown in Fig. 2.7 is uncondition-

ally stable if all three of the following conditions are satisfied:

(1) ¢, >0, (2) 6 >0 and (3) 0 S C <1 where C is the Linvill

stability factor!™?

Y. Y
- I (e} RIO[ (2 )
C = % - Re(Y. Y. ) =

11Goo R R
01 10

The significance of condition (3) is that when it is not

satisfied there exists a set of passive terminations that provide either
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a negative input conductance, a negative output conductance, or both.
It should be noted that such negative conductaﬁces do not prevent fre-
quency conversion. They can, in fact, provide conversion gain. 1In a
passive mixer they do present worrisome instabilities.

Another situation of interest is the analysis of parametric
instabilities in IMPATT diodes. A parametric instability results in
a spurious amplification of noise signals. The stability analysis pre-

sented here can also be applied to this problem and is equivalent to the

stability analysis of Hines.?2"

2.5 Summary

A general theory of frequency conversion in two-terminal junction
semiconductor devices was presented. The analysis is applicable to
Schottky, Mott, varactor, tunnel, p-n junction, BARITT, TUNNETT,
MITATT and IMPATT devices. The effects of the embedding circuit and
device parasitics are included.

A procedure for reducing a general N frequency mixer to an M
frequency mixer was presented. This allows a standard linear two-
port to be used to check the stability of the frequency converter.
General criteria controlling both the real and imaginary parts of the
signal frequency embedding circuit admittance for a three-frequency
upper-sideband downconverter with arbitrary image termination and
parametric effects were developed. These criteria minimize the con-
version loss and can be easily generalized to the lower-sideband
downconverter as well. In the context of the general mixer reduction

procedure they should prove to be useful in practical mixer design.
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CHAPTER III. NOISE CORRELATION IN TWO-TERMINAL

JUNCTION DEVICES

3.1 Introduction

3.1.1 Introduction. A common element in the noise theory for

two-terminal junction devices is noise correlation. The presence of
correlation effects in mixers was first noted by Strutt'®® in 1946.
Simple analyses were presented later for mixer tubes by van der Ziel

and Watters!?! and for tunnel diode mixers by Kim.'® In 1958 Uhlir!?2?°
presented a general analysis of correlated shot noise in p-n junction
frequency converters which was extended by Dragone!?? in 1968 to include
thermal noise. Correlation effects were recently included in the

BARITT diode mixer analysis by McCleer3? and in the theory of Joseph-

1uy

son junction mixers by Taur. Standard Schottky-barrier mixer

101

analyses, e.g., Held and Kerr, include such effects as they are both

123

experimentally observable and contradict several common misconcep-

tions concerning the interrelationship of conversion loss and noise
figure.1"®

The existence of similar correlation effects in IMPATT oscilla-
tors was first noted by S,jolund.l'+6 The prominent role played by

these effects in IMPATT oscillators was clearly demonstrated by Kuvas.!??
In a recent analysis of IMPATT oscillators and amplifier5126 these
correlation effects are modeled by a correlation matrix. ©Such correla-
tion matrices were first introduced into mixer noise analysis by

Dragone122

and substantially ease the analytic formulation of the noise
problem. To date, however, the basic identity of noise correlation

in mixers and noise correlation in oscillators has escaped notice.
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Fere a unified theory of noise correlation in two-terminal
Junction devices is developed. First a random process, applicable to
all devices, is used to demonstrate that noise correlation is expected
in any Jjunction device when it is driven by a periodic signal or pump.
The correlation matrix for the injection region is then formulated.
The effects of the transformation through the drift region in transit-
time devices are described mathematically. If is shown that, although
correlation effects in velocity fluctuation noise are conventionally
neglected, such correlations are in fact expected. Expressions for
mixer noise performance incorporating the resulting correlation
matrices are presented. These expressions clearly show that correla-
tion effects alter the device noise performance. Connections with the
general IMPATT oscillator-amplifier noise theory of Goedbloed and
Vlaardingerbroekl26 are discussed.

3.1.2 Mathematical Introduction. In this section the mathe-

matical notation and operations used in this chapter are introduced.
The statistical average, mean or expectation of a function g is
denoted by the expectation operator E[g]. The autocovariance function

of a random process x(t) is defined as

5

Kt 8 ) = B[O )~ BIX(s )DHK(s ) - E[x(ti)]}) . (3.1)

When the process is wide sense stationary (WSS) then Kx(tl’tz) depends

onlyont -t = 1:
2 1

KX(tl,tz) = KX(T) . (3.2)

- For such WSS processes the spectral density of the process is defined

by
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I -jemfr
5.(8) = Qﬂjmxxme ar (3.3)

This Fourier transform exists whenever |K_(1)| is integrable. Unfor-

X

tunately, tkis integral does not exist if KX(T) is purely periodic.

3.1.3 Origin of the Noise Correlation. In this section a

brief discussion of how the periodic pumping of a mixer leads to
statistical correlation between sidebands connected by harmonics

at the pump frequency. Similar discussions by Kuvas'?’ and Sjolundl“‘6
fail to accurately take into account the question of integrability
discussed in Section 3.1.2. However, their answer is fundamentally
correct. Here the correct approach is outlined.

The starting point is a periodic noisy current
I(t) = A(t) exp [Jut + ¢(t)] (3.4)

where ¢(t) is a random phase uniformly distributed from -7 to r.

A(t) is a wide sense stationary process with autocovariance K, (7).

A
The autocovariance of I(t) is then related to KA(T) multiplied by
some periodic function of 1. Since K, (1) is integrable, the spectral

A
density of I(t) will be integrable as well. The rest of the argument

would proceed along lines similar to those of Kuvas!?? and Sjolund."®

The answer will be similar to that of Kuvas which is

(o] -

Wy T W
B10)10,)) = T sl +u, - gy Pm L (35)

Mm=-co

where SM is the mth harmonic coefficient of the spectrum at the

(t).

periodic component of KI
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3.2 Poisson Point Process Model of Injection Region Noise

3.2.1 Poisson Point Process. The current in the injection region

of the devices of interest is a summation of the contributions of each
individual charge carrier as the carrier transits the injection region.
The noise results from statistical variations in the rate at which
carriers transit the injection region. An appropriate model of this
process is the filtered Poisson point processt*”?
N(t)

I(t) = n-zl h(t -t ) . (3.6)
In Eq. 3.6 I(t) is the current and N(t) is the total number of carriers
that have been injected into or transited the injection region since to,
the point in time at which the diode was turned on. N(t) is a random

variable called the counting variable. For a Poisson point process N(t)

satisfies

1. Pr[N(tO) =0] = 1 . (3.7)
2. Pr[N(t) - N(s) =n] = %T[A(t) - A(S)]n exp {- [A(t) - A(s)]}
(3.8)

3. N(t) has independent increments, i.e., the number of points in
any set of nonoverlapping intcervals are statistically independent. The
points counted by the counting variable N(t)are carriers crossing the in-
jection region. Property (2) statesthat the number of points in any inter-
val is Poisson distributed and therefore is responsible for the nomencla-
ture "Poisson point process." The parameter function A(t) in Eq. 3.8
need only be nonnegative and nondecreasing. It doesnot need tobe either
continuous or differentiable. Here, however, it is useful to assume that

t
Alt) = J A(s) ds (3.9)

t
o]
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where A(s) is a nonnegative function of time called the intensity
function. The intensity function is the instantaneous average rate at
which points occur, i.e., carriers enter the injection region.

The only parameter not yet defined in Eq. 3.6 is h(t - Tn). T,
is the time at which the nth carrier transited the injection region.
h(t - Tn) is the filter impulse response function. It satisfies all the
properties of a causal linear time invariant filter response function.
In particular,

h(t-1) = 0 , t<r1 (3.10)

and

rh(s>ds = q , (3.11)
0

where q is the charge of the carrier. Although here h(t - Tn) is

assumed to be a delta function, the effects of anonzero injection region

transit-time can be included by using a nondelta function form for h(s).
Snyderlu7 shows that the autocovariance of I(t) is

min(t,,t,)
Kt = | Ao) Bln(t, - Oh(t, - 0] do

B (3.12)

For the deterministic delta type-h functions used here
mln(tl,tz)

Ki(ty,t,) = Jt‘ AMr)a?8(t, - 1)8(t, - 1) at = qo®Almin(t,,t,)]

© (3.13)

If tz = tl + 1, then

KI(tl,tl + 1) = . (3.14)
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If A(s) is periodic then KI(tl,tl + 1) will also be periodic.
Therefore, if the instantaneous rate at which carriers transit the
injection region is periodic, i.e., the current is periodic,
KI(tl,t1 + 1) is also periodic in the absolute time tl and noise
correlation is expected.

3.2.2 Connection with Deterministic Injection Region Models.

The expected value of I(t) isl*?

t
B[1(t)] = j A(s)E[h(t - )] as . (3.15)

t
o)

For deterministic delta h functions
E[I(t)] = ar(t) . (3.16)

Since the deterministic models of I(t) typically used to determine the
injection region behavior actually predict E[I(t)], they can be used in
conjunction with Eq. 3.16 to determine A(t). |

When the cases of periodic A(t) are considered, Egqs. 3.13 and

3.16 lead to the result

>

I qI(tl) , =0

K (tl,t1 + 1) = (3.17)

I L
qI(tl + T) ’ T < 0

and, therefore, the Fourier expansion of K_ with respect to tl is q times

I

the Fourier expansion of I(t). Equation 3.5 becomes

),
(3.18)

E[I(w, )T(w,)] = q 1% §lwy, + w, - mop )T [(1/2)(w, - w

1

where I is the mth Fourier coefficient of I(t).
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3.3 Correlation Matrix

3.3.1 Injection Region Correlation Matrix. In Eq. 3.18 it was

found that the correlation between two frequencies W, and w, + mmLO in
an injection region pumped by a periodic current I(t) with radian fre-
quency wy is proportional to the mth Fourier coefficient of I(t). A
useful tool developed in mixer theorylol for the analysis of this

situation is the correlation matrix. The mnth element of the corre-

lation matrix is

[cor] = ElTle)I(w )] = 24T, (3.19)

where Im is the mnth Fourier coefficient of the injection region

particle current. The remainder of the discussion here illustrates
how the drift region of a transit-time device is incorporated into the
correlation matrix and how the correlation matrix is used in

calculations.

3.3.2 Drift Region and Noise Correlation Matrix. The equivalent

circuit of Fig. 2.3 is used to study the effect of the transit-time
device drift region on the noise correlation matrix. Fd and Yd can
still be produced using either the calculation of McCleer et al.l3?

or by experiment. J; is replaced by &I D’ the particle current
injected into the drift region from the injection region. It is
assumed to be related to the total current GIB, the noise current GIS,

and the voltage &V across the injection region by

B

6IBp = 51B - aIs - chBavB . (3.20)

where the bars indicate vectors of small-signal quantities defined

at each sideband of interest. CB is the depletion-layer capacitance
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of the injection region. At the kth sideband

§I = §I, -6 - ju,C,8V . (3.21)
BpK BK Sk K™B BK
The problem of interest is illustrated in Fig. 3.1. The

equations describing Fig. 3.1 under short-circuit noise analysis condi-

tions are

ST + &I = &7 , (3.22)
IDK SK BK
sV = §V. + &V , (3.23)
and IDK DK BK
§I = T (6L, - 81 - Jw,C.8V_ ) + Y &V . (3.24)
Dk D B¢ Sk K°B™ By Dy Dk

Combining Eqs. 3.23 and 3.2k gives

§I = T 5~ Tp 8T, + JugColp sV +Y &V , (3.25)

Dy Dy By K °K k Pk Dx Dk
811y, Iy (GIB 8T )
K K K X
avb = YT JoCT (3.26)
K Dy KB Dy
or, in vector form,
8V = Zp 8Ipp + zDz(aIB - 518) R (3.27)

where Ebl and ZD2 are diagonal matrices. Their elements are

— 1
[z.:] = . (3.28)
D1 KK Y.+ Ju.C.T
D, k"B,
and
[Zp, e = - rDK[Zm]KK : (3.29)



*XONANDAYA ANVEEAIS U HHL IV INVId TYNIWYEL HCOIQ OISNIYLINI FHL OL dDHN0S

INTYEND FSION NOISTM NOILOWCNI HTHLI J0 NOILVWHOJLSNVYL HHL H04 IINDYID INITVAINDE T°E *DId

O -O
9, ¥ a1,
~ m - O + ~
0 N8 A AS ar 40
140d O IS A 1¥od
4 3 Uy g
O 1
+ A +
lo} Q)
x !
a1
91¢ {—r IS
Y_



Equation 3.27 is the last tool needed to solve the fundamental
problem of this section which is to find the intrinsic diode noiée
current due to injection region noise currents and to describe the
correlation matrix for this intrinsic diode noise current. In equiv-
alent circult form the problem is to transform the circuit of Fig.

3.2 to the circuit of Fig. 3.3. The defining equations are

8T, + 81, = 8I; , (330)
EV£ = Eg@fﬁ , (3.31)

8Vp = Pl s (3.32)
&V, = 0 = Eﬁb + 8V (3.33)

and Eq. 3.27. Here Eﬁ is the injection region conversion impedance

and E&D is the intrinsic diode conversion impedance matrix. Both Z

B
and EiD are defined in Chapter II.
Combining Egs. 3.27, 3.30 and 3.31 yields
21p8trp = ZpSlp * PpySlpp * Zp,8lg - Zp, 8L (334)
or
(Zpp = Zp, 08Iy = (Zg + 2p, )81 - Z5,8T, (3.35)
The Eié can be eliminated using Eq. 3.30 to obtain
(Zop = Zpy = Zg = 2, 8T = Zp8I . (3.36)
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The intermediate intrinsic diode noise matrix is defined as

- 7 7 _7 iy
= (Zyp = Zpy = 2y = Zp,) Zy - , (3.37)

The intrinsic diode noise current shown in Fig. 3.l is

§Irp = Hyppdly = 8l p - (3.38)

Having found the intrinsic diode noise current, the last sﬁep is to
describe its correlation. The matrix element needed is
= *
[CORID]KJ E[8I_1p 8I% 1y 1, (3.39)
K J
where CORID is the intrinsic diode noise correlation matrix. When

Eq. 3.38 is used the intrinsic diode noise current can be related to

the injection region noise currents by

= = = = b

— —l
sI SI* = H §I (H sI Y* = H (6T 8I )H .

sIDK sIDJ sIDK s sIDJ s sIDK s s sIDJ
(3.40)

where H denotes the Jth row of H and ¢ denotes conjugate transpose.
sIDJ sID

The interior portion of Eq. 3.40 is the injection region noise correla-
tion matrix. Therefore, the intrinsic diode noise correlation matrix
is

= e
[COR...] = H 1p [COR]KJHS

ID'K,J K (3.41)

ID
J

3.3.3 Velocity Fluctuation and Thermal Noise. There are

additional sources of noise in these devices. Two of them, thermal

noise and velocity fluctuation noise, are considered here.
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Thermal noise is the noise from the real part of an impedance

in thermal equilibrium with its surroundings. The words '"thermal

equilibrium" are underlined because the devices considered here are
rarely in equilibrium with their surroundings. As a result some of
the parasitic impedances may’also be in a state of thermal inequili-
brium and the actual noise power delivered by such a parasitic imped-
ance to the intrinsic diode may differ from the thermal noise level.
Some evidence for this was reported in millimeter-wave mixers.lu’lo6
Here, however, it is always assumed that the parasitics are in equilib-
rium and can be modeled by thermal noise. The embedding circuit is
also assumed to be in equilibrium, and it is further assumed that the
parasitic impedance is not pumped. For example, the effects of
depletion-layer width modulation and velocity saturation are neglected
in calculating the series resistance of a Schottky barrier. Under this
unpumped condition the thermal noise contains no correlated sideband
structure (provided the temperature is constant) and is modeled as

an addition to the main diagonal of the correlation matrix.

One example of nonequilibrium noise is velocity fluctuation
noise. This is the noise due to scattering induced random fluctua-
tions in the carrier velocity. Since the same velocity fluctuations are
also the physical source of diffusion currents, velocity fluctuation
noise is closely related to diffusion and its dc spectral power density

is proportional to the diffusion coefficient. *®21*?

This proportion-
ality, when used in conjunction with the Einstein relation, leads to
the equivalence of velocity fluctuation noise and thermal noise in the
limit of thermal equiiibrium. It also allows noise measurements to

149

be used to determine diffusion coefficients and underlies a common
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nomenclature in which velocity fluctuation noise is called diffusion
noise. (It should be noted, however, that velocity fluctuation noise
is present in the &bsence of diffusion current.'5%) Velocity fluctua-
tion noise is also sometimes called hot carrier noise. This name
reflects the role played by the heating of the carriers with respect
to the crystal lattice.

In a previous analysis of transit-time device mixers McCleer®®
treated velocity fluctuation noise as being uncorrelated. Under these
conditions it, like thermal noise, contributes only to the main diagonal
of the correlation matrix. This assumption is also made here for two
reasons. First, it corresponds to the small-signal model of the drift
region being used in the frequency conversion and injection region noise
calculations. Second, and more importantly, there are no expressions
available for the off-diagonal elements of a velocity fluctuation
noise matrix.

It is not difficult, however, to show that in a pumped drift region,
i.e., a periodic field, velocity fluctuation noise is expected to have
correlation structure. The following random flight process is con-
sidered:

N(t)
v(t) = v+ ) av, . (3.L2)

o ,Z

Here v _ is the initial carrier velocity at time t_, N(t) is some
counting random variable, and Avi is the total change in velocity as

a result of the ith flight. Avi has two components. One is the random
change due to scattering at the end of the flight. Since the scattering

rates are determined by the instantaneous velocity the scattering
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component of Avi will be periodic when the instantaneous average
velocity is periodic. This happens when the field is periodic.ga’130
The second component of Avi is the field acceleration during the flight.
When the field is pericdic this component will be periodic also.

If by, is periodic and if N(t) is a Poisson process with a constant
rate parameter, Eq. 3.12 clearly shows that the autocovariance of v(t)
is periodic and therefore correlation structure will be present. In
fact, in all Monte Carlo programs the model actually implemented is an
expanded version of EKq. 3.42 (vo and Avi become vectors with additional
components representing energy and valley) with a Poisson distributed
N(t) that has a constant rate parameter. This results from the use of
the self-scattering mechanism of Rees.'®! Self-scattering is a ficti-
tious scattering mechanism in which the carrier state is left totally
unchanged. It, therefore, has no effect on carrier transport. However,
by properly specifying its rate as a function of electronic wave vector
the ”total"lscattering rate (real scattering plus self-scattering) becomes
constant over wave vector. When the total scattering rate is constant
the flight duration between scatterings is an exponentially distributed
random variable. Self-scattering is used in Monte Carlo programs
because it is less expensive to compute this exponentially distributed
flight duration than the real flight duration between real scattering
events. In spite of this great simplification self-scattering is rarely
used in analytical transport models. Here, since any point process in
which the distance between points (the interarrival time) is exponen-
tially distributed is a Poisson process, employing self-scattering in
the analytic model allows a well-understood random process to be used

as the basic model. One obvious conclusion of such an analysis is
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that velocity fluctuation noise in the presence of a periodically

varying field is expected to have correlated sideband structure.

3.4 Applications of Correlation Matrices

3.4.1 Applications in Mixers. In Chapter II it was shown that,

for the devices of interest here, the basic mixer problem could be char-
acterized by the augmented network conversion impedance matrix Eéu

This matrix described how small-signal voltages and currents at the
intrinsic diode terminals are controlled by the intrinsic diode, its
parasitics, and the embedding circuit. To use it in a noise analysis

the noise currents at the intrinsic diode terminals and their correlation
properties must be described. These properties are already described

by EBﬁiD for the noise produced in the injection region. Additional
contributions from thermal and velocity fluctuation noise must also be
considered.

The starting point is the circuit shown in Fig. 3.5. Both the
thermal noise and velocity fluctuation noise are characterized by equiv-
alent noise voltage sources. These sources are transformed into
current sources (Fig. 3.4) by a Thevenin-to-Norton transformation where
the source impedance is assumed to be the diode parasitic impedance
connected in series with the embedding circuit impedance. The

equivalent noise source then is

SV2 + 8V2
2 _ 2 T VF

815 = 81 + . +ER 2 " # 0 (3.43)

) e S.

m m

and
2 _ 2 U2 4 Av2 _ 2

Iy = oIZ) + (8V2 + GVIF)/lZe R, , (3.44)

e} o
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where the mean square noise voltage for the thermal noise is

EV% = hkTRs A, (3.45)
m

RSm = Re[Zpar(mm)] and Zem = Ze(wm). Af is the measurement bandwidth
and k is Boltzmann's constant. The mean square noise voltage for
velocity fluctuation noise is described in Chapter IV. It is noted
that the expression for the noise voltage at the IF differs from the
other sidebands. This is because the noise properties of a mixer are

1 117
determined by the noise power delivered to the IF load. ot

It is
also assumed that the injection region noise source, the thermal noise

source, and the velocity fluctuation noise source are all mutually

uncorrelated.

The output noise voltage at the’ IF port is

8V, = zaug . (3.46)

where 7 is the zeroth row of Z . The mean square noise voltage at
augo aug

the IF port is

N = * = 7 T 7 * = 7 COR —w
avNO E[stavN] E[(zaugoa N)(zaugoalN) ] ZaugOCORIDZaugO ,

(3.47)

where CORID contains the contributions of thermal and velocity fluctua-

tion noise on its main diagonal. The correlated sideband structure

produces nondiagonal elements in CORI Equation 3.47 shows that such

D.
correlation effects change EV% .
o
Both the equivalent mixer input noise temperature and the
noise factor can be defined using Eq. 3.b7. The mixer equivalent input

. . . 101,117
noise temperature is (for an upper-sideband downconverter) ?
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T2 ‘ 2
avNolzel + Rsll
Ty = bk AF|Z |Relz_ ] (3.48)
a.ugo 1 el

The single-sideband noise factor is defined by

TM
FSSB = 1 + ‘2‘5'6 . (3.)4-9)

3.4.2 Applications to Oscillators and Amplifiers. The existence

and importance of noise correlation effects in IMPATT oscillators was
discussed by Kuvas.'?? 1In this section the noise analysis of Goedbloed
and Vlaardingerbroek!?6 is briefly reviewed as it explicitly contains
noise correlation matrices. Kuvas included noise correlation effects
but used a cumbersome summation representation. Goedbloed and
Vlaardingerbroek have a correlation matrix in their main analytical
result but they ignored the correlation (i.e., used a diagonal
correlation matrix) in their calculations.

The formal solution to the IMPATT oscillator-amplifier noise

problem obtained by Goedbloed and Vlaardingerbroek is

<E£E£> = §;1M?géw>ﬁw(§;l)w'+§;1f2_§v2>?w(§;l)w ’ (3.20)

where E£ is the total noise current, M is a multiplication matrix

associated with the avalanche or injection region (a Read model is

used), S and F are matrices determined by the amplifier (oscillator)

loop impedance equation which includes the drift region impedance,

and Vé is the noise or modulation present in the amplifier input
—

noise signal. <gg’'> and <VQV2> are correlation matrices. Goedbloed
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and Vlaardingerbroek ignore the off-diagonal terms and show how

Eq. 3.50 can be used to solve a wide range of problems. The techniques
developed here can be directly incorporated into their model resulting
in a general and elegant theory. Since the main conclusion of any
IMPATT noise theory is that an IMPATT is always noisy this problem is

not treated here.

3.5 Summary

The theory of noise correlation in two-terminal junction devices
was reviewed in detail. It was demonstrated that all these devices
will have noise correlation structures under large-signal periodic
drive. A general mathematical theory for this correlation was presented.
Applications to mixers were discussed and the techniques developed here
were shown to easily fit into the formal structure of the IMPATT
oscillator-amplifier noise theory of Goedbloed and Vlaardingerbroek.126

These correlation effects are retained in later calculations.
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CHAPTER IV. VIDEO DETECTOR STUDIES

bh,1 ‘Introductioni

In this chapter the video detector performance of transit-time
devices is studied and compared with those of Schottky- and Mott-
barrier devices. The chapter starts in Section 4.2 with a review of
the transit-time device models. In Section 4.3 the intrinsic proper-
ties, i.e., no frequency conversion, of the devices are studied. The
video detector properties are then described in Section L.k. Silicon
pnp BARITT and Schottky- and Mott-barrier devices are considered.

4.1.1 The Basic Semiconductor Equations. Although the problem

of charge transport in a solid is basically a quantum mechanical prob-
lem, the approach universally used in the modeling of a realistic
semiconductor device is much simpler. The quantum nature of the charge
transport is lumped into an energy band structure and effective masses.
The charge transport is then modeled by modeling the transport of two
species of charged classical bodies or quasi-free particles: electrons
and holes. ©Since these particles are classical, their dynamics are
controlled by Maxwell's equations. For a one-dimensional device with
negligible magnetic fields, the results are:

Poisson's equation,

d
cse = alp-n+N) (4.1)

carrier continuity equations,

Q[

3 ot
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and

*p %p
% - T3t te s (4.3)

Q[

and the current continuity equation,

9 - 9 SE}  _
SX(&T) - 3% Jn + JP + e 3t - 0 . (h.h)

In Egs. 4.1 through 4.4, ¢ is the material electrical permittivity;
q is the electronic charge magnitude; g is the electron-hole pair
generation rate; x is the spatial variable; t is time; Jn and n
are the electron conduction current density and the electron density,
respectively; Jp and p are the hole conduction current density and
the hole density, respectively; E is the electric field; and
JT is the total current density.

The primary value of Egs. 4.1 through 4.4 is that their validity
depends primarily on the assumption that the charge is transported by
quasi-free particles. Limitations of this assumption are discussed

elsewhere.137’152’153

In practice, better first-principles models
of semiconductor devices do not exist. A more important limitation
therefore is that Egs. 4.1 through L.l4 constitute a set of three
independent equations in six unknowns. Additional constitutive
relations are needed which in turn introduce additional approximations.
A survey of the various possible approximations and the resulting
modeling technigues is found in Reference 137.

The constitutive relations used here are
g = 0 , (k.5)

and drift-diffusion transport equations
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= g S
5 QP qax(Dpp) (k.6)
and
I, = -avn+ag=(dn) (4.7)

where Vn,p and Dn, are field-dependent velocity and diffusion coeffi-
cients for electrons (subscript n) and holes (subscript p). The sign
conventions are described in Fig. L4.1. All material parameters used are
tabulated in Appendix A. Equation 4.5 means that optical effects and
avalanche effects will not be included here. Equations 4.6 and 4.7
introduce an assumption that the carrier distribution in momentum phase
space instantaneously relaxes to the steady-state value appropriate

to the instantaneous local field E(x,t). Limitations of this quasi-
static pseudo-local approximation are also reviewed else-

137,154,155
where. 21545

A general conclusion is that drift-diffusion
approaches are valid in Si throughout the low miilimeter—wave region.
For GaAs, however, energy and momentum relaxation can take several
picoseconds. Since several picoseconds constitute 30 or more degrees
of RF phase angle at 40 GHz, Eqs. L.6 and 4.7 are qualitative when

applied to GaAs millimeter-wave transit-time devices.

4.1.2 Modeling Methods. ©No substantially new device models

were developed in this investigation. Instead, earlier models sub-
stantially developed by McCleer3? were employed. Some modifications
were made to increase computational efficiency. These modifications
and models will be briefly described here.

The dc drift region model is a single carrier model (holes for
the pnp BARITTs). The basic equations are obtained by removing the

1ime derivatives in Egs. 4.1 through L4.7. A double-mesh scheme
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is used in which carrier concentration and doping are described on

a space-chérge mesh while fields and currents are described on an
interweaved mesh. The equations are set up in the fashion

of McCleer.3? The result’is a Jacobian matrix equation in which

the current error vector is used to determine a carrier concentration
update vector for any specified initial carrier concentration. The
Jacobian matrix is uppéf bidiagonal and is solved by back substitution.
A drift-only outflow boundary condition is imposed at the collecting
contact.

For BARITTs the injection region model of McCleer®? is used
with the exception of the specification of the injection point loca-
tion. McCleer used a depletion approximation to relate the injection
region width to the injection region voltage. Here a first-order
correction for the hole space charge in the injection region is
included.?'®®

The small-signal drift region model used here is that of
McCleer et al.'3% 1t is a single carrier model in which complete
field dependence of both diffusion and velocity is allowed. The re-
sulting‘equivalent circuit is that used in the mixer analysis presented
in Chapters II and III. When applied in a noise model, this drift
region model has the disconcerting property that it does not converge
to the correct solution when the grid spacing is made very small.l®?
Therefore, a simple approximation is used here.

This simple approximation for the mean square noise
voltage appearing across the drift region due to velocity fluctua-
tions is now described. The expression is motivated by the transfer

impedance formalism of Gummel and Blue,'®® where the noise voltage is
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VVF = Jztrans(x)JVF(x) dx (L.8)

where Zt (x) is the transfer impedance which relates the noise

rans
voltage at the terminals to a unit current source in an otherwise
open-circuited region. JVFKX) is the noise current source.

In the approximation used here the device is divided into two
regions, a high-field region and a low-field region, in the same way
as in the small-signal model. The noise voltage in each of these
regions is assumed to be uncorrelated with the other voltage. The
voltage in the high-field region is calculated using a modification
of the expression of Statz et al.'®? Their expression is an analyti-
cal result applicable to a region in which a constant carrier concen-
tration P, is transported at a constant velocity. Diffusion current
is neglected, but a constant diffusion coefficient is included as
part of the velocity-fluctuation noise-source formulation. Here
the product poDl in the Statz expression is replaced by the integral
of the product of the dec carrier concentration and diffusion coef-
ficient over the high-field region.

In the low-field region it is assumed that the transfer
impedance is constant. Since the integral of the transfer impedance
is equal to the small-signal impedance, the assumed constant value
used here is a multiple of the spatial average of the small-signal

impedance of the low-field region. The noise current source is set

to the value appropriate to the injection point. This value is

2 ;
hq DKpsatAf i

where pSat is the carrier concentration needed to transport Jdc at
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Voot and K is a boundary condition parameter as defined by McCleer
and Haddad.!%® After some experimentation, it was found that setting
the low-field transfer impedance to three times the spatial average
yielded a reasonable approximation to the small-signal BARITT noise
data of Bjorkman and Snapp.l®?

The small-signal injection region model used is a conduétance
connected in parallel with the capacitance. This model has been pre-
viously used by Weller'®! and McCleer.®® It is identical with the
Schottky-barrier small-signal model described in Chapter I.

For large-signal calculations a modification of the large-
signal BARITT model of McCleer is used.®? While McCleer divides the
drift region into a low-field portion in which only diffusion occurs
and a high-field portion in which only drift occurs, here the small-
signal drift region model is applied without modification. The
modified Bessel function representation of the Fourier coefficients
of a sinusoidally pumped exponential used by McCleer is used here.

These models were extensively tested against the experimental
BARITT data of Snapp and Weissglas'®? as well as Bjorkman and Snapp.1
The performance of the model was found to be satisfactory. The
most significant limitation probably is the neglect of drift-region
space charge in the large-signal model. The large~-signal model was
found to predict more rectification for a given RF voltage than the
experimental data showed. This suggests that the large-signal model
overestimates the ratio of the injection-region RF voltage to the
total RF voltage in the BARITT. Another factor which is related to
this is the assumption that the injection point does not move during

the RF cycle.
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4.1.3 Device Design and Specification. The Schottky-

barrier and Mott-barricr dovice paramclors nre presentod Tn ''nble

4.1. The data in this tableare generally based on the data used by

101

Held and Kerr for the Schottky device, while the Mott data are an

106

amalgam of the structures of Keen, McColl and Millea,110 and

Linke et al.}!?!

The BARITT structures considered are described in
Table 4.2. Uniformly doped pnp Si devices are assumed. Throughout
the chapter the entry ABPT in any Baritt data table indicates that

the structure avalanches before it punches through.

4.2 1Intrinsic Diode Properties

4.2.1 Introduction. In this section the intrinsic diode pro-

perties are compared. Here "intrinsic" means that no frequency
conversion effects are included. However, the field and impedance
levels and areas can be consideréd along with the thermal properties
to provide useful background information concerning device design,
reliability and stability.

4L.2.2 Dc Studies. The basic dc studies are the determination

of the peak electric field level seen in the device along with the
margin possessed against avalanche breakdown. The peak field for
various BARITT devices biased at a current density of 500 A/cm2 is
given in Table 4.3. 1In a relatively short lightly doped structure,
the fields are much lower than the peak fields in either the Shottky-
or Mott-barrier devices. The peak fields are also much lower than
the critical field needed for avalanche breakdown, Ec' Since the
average field is lower and the dc current density is lower also, the

BARITT device should be less susceptible to localized microplasmas.
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Parameters for Schottky and Mott Diodes

Parameter

Table L.1

Schottky Value

Mott Value

Doping

Epitaxial layer
length

C.
Jo
Vbi

Saturated current
density

Series resistance
I-V ideality factor

Peak field at zero
bias

Breakdown voltage
Dc current density

Ty

Diameter for 50-Q
resistance at 300 MHz

Diameter for 50-Q
resistance at 35 GHz

Diameter for 50-Q
resistance at 94 GHz

Thermal resistance of
mesa

Thermal speading
resistance into gold
heat sink

Ceff

Knee frequency

2.5 x 107 em™ 3

0.2 um

1.4 x 1077 F/em?

0.95

1.9 x 10" ° A/cm?

5x 1077 Q-cm?
1.05

200 to 300 kV/cm

10 V
10,000 A/cm?
1.7 ns

2.64 um

2.64 um

2.57 um

812°K /W

600°K /W

1.5 x 1018 F7/cm?

600 GHz

-99-

2.5 x 108 cm™ 8

0.1 um

2.0 x 10”7 F/em?

1.0

5 x 10" 8 Q-cm?

1.05

100 kV/cm

10V

10,000 A/cm?

0.4 ns

2.64 um

2.64 um

2.64 um

LO6OK /W

600°K /W

1.5 x 10 18 7/cm?

L0o0 GHz

(Cont.)



Table 4.1 (Cont.)

Parameter Schottky Value Mott Value

£, 2300 GHz 16,000 GHz

o 0.22 0.019

Y, at 35 GHz 3.98 x 10" V-em?2-W ! L.62 x 107* V-cm?-w"!

v, &b ol GHz 3.96 x 10" "% V-em®-W ! L4.61 x 107 * V-cm?-W?

NEPF at 35 GHz -9k .1 dB with respect -94.8 4B with respect
to W-cm™?! to W-cm™?!

NEPF at 94 GHz -94.1 dB with respect -94.8 4B with respect
to W-cm ! to W-em™*
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Table 4.2
Definition of BARITT Structures

Doping (cm=?)

Length

(um) 2 x 103 L x 10%° 6 x 10'° 8 x 10%°
2 1 T 10 12

3 2 8 11 ABPT

L 3 9 ABPT ABPT

5 L ABPT ABPT ABPT

6 5 ABPT ABPT ABPT

T 6 ABPT ABPT ABPT
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Table L.3

Peak Field in kV/em for BARITTs at 500 A/cm2

Doping @mﬁ)

Length
(ym) 2 x 10'° L x 10%° 6 x 10t° 8 x 10°
2 69.6 122.7 178.2 235.1
3 105.7 189.5 276.0 ABPT
4 1k1.9 256.7 ABPT ABPT
5 178.1 ABPT ABPT ABPT
6 21L.6 ABPT ABPT ABPT
T 251.0 ABPT ABPT ABPT
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The margin against avalanche breakdown in a BARITT structure

is calculated using

N_22

VBDMAR = E & - g , (4.9)

€

where % is the total device length. The results are shown in Table

L.4. Tt should be noted that for a fixed ND there is an optimum

length which maximizes the margin against avalanche breakdown. This

optimum length is

eE

_ c
zopt 2, (L.10)

and it is plotted in Fig. 4.2 along with the corresponding margin.
In comparison, the avalanche breakdown voltage of the Schottky- and
Mott-barrier devices is approximately 10 V (see Table 4.1). Also,
the margin would be higher in a GaAs BARITT structure than in a
Schottky- or Mott-barrier device.

The thermal time constant of the active region (assuming that

the device is a mesa structure with mesa height equal to the active

region length) is
220mCs
T Tk, (h.11)

where the semiconductor material parameters are the mass density P
the specific heat CS, and the thermal conductivity KS. TTH is not

a function of either doping or area. It is plotted as a function of
length for both Si and GaAs mesas in Fig. 4.3 at an ambient temperature
of 3OOOK. The GaAs devices have a longer thermal time constant

than Si mesas. The significance of T is that it represents the

TH

fastest thermal response possible. It does not include any heat
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Table 4.4
VBDMAR for BARITTs

Doping (em™ )

Length
(um) 2 x 10%° L x 105 6 x 10153 8 x 10%°
2 hr.7 35.4 23.2 10.9
3 62.4 3L4.8 7.2 " ABPT
L 70.9 21.9 ABPT ABPT
5 73.3 ABPT ABPT ABPT
6 69.6 ABPT ABPT ABPT
T 59.7 ABPT ABPT ABPT
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sink thermal response effects, and therefore the actual response

can be slower. Ty for typical Schottky and Mott devices is given
in Table 4.1. From a system point of view, a long thermal time
constant is advantageous in that it allows sufficient time for a
povwer limiting device to be activated and to protect the device if
that is found to be necessary. It can be disadvantageous if long

thermally induced transients are important.

4.2.3 Small-Signal Impedance Studies. In this section the

small-signal impedances of the various de&ices are calculated. These
impedances provide some guidelines on device areas, matching circuit
design, and negative resistance bands. The studies are carried out
for a range of video or intermediate frequencies (1 MHz to 10 GHz)
and for a range of pump or signal frequencies (1 to 120 GHz).

The diode diameter d, which provides a 50-Q real part of
impedance at a frequency of 300 MHz is shown in Table 4.5 for BARITTs
biased at 500 A/cm?. The areas needed for a 1-Q real part of
impedance at 35 and 94 GHz were also calculated. The ratio of the
300 MHz area to these areas is shown in Table L4.6. Similar data for
the Schottky and Mott devices is provided in Table 4.1. The BARITT
devices can be made much larger than the Schottky and Mott devices.
Also, as the device length increases, it becomes more and more
difficult to specify an area which provides a good impedance for
matching purposes at both low IF or video frequencies and at
millimeter-wave frequencies. In Fig. 4.4 the diameter is shown as
a function of current density for BARITTs 6 and 12, It is a

function of current density.
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Table 4.5
Diameter in Microns for 50-Q Real Part of Impedance at

300 MHz for BARITTs Biased at 500 A/cm?

Doping (cm 3)

Length
(um) 2 x 10%° 4 x 10%% 6 x 101° 8 x 10%°
2 93.7 90.5 88.65 87.5
3 1344 129.3 126.4 ABPT
L 173.6 166.8 ABPT ABPT
5 211.7 ABPT ABPT ABPT
6 2k9.0 ABPT ABPT ABPT
T 285.9 ABPT ABPT ABPT
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Table 4.6
Ratio of Area for 50-Q Real Part of Impedance at
300 MHz to Areas for 1-Q Real Part of Impedance at 35 GHz (Top)

and 94 GHz (Bottom) for BARITTs Biased at 500 A/cm?

Doping (cm™ ?)

Length
(um) 2 x 10%° 4 x 10t° 6 x 10%° 8 x 10%°
2 0.8473 2.465 6.510 8.79
2.57 2.81 3.26 3.81
3 1.039 0.87Lk2 0.87L5 ABPT
5.242 5.73k 6.59
N 3.3k49 2.719 ABPT ABPT
8.710 9.568
5 3.202 ABPT ABPT ABPT
12.90
6 L.648 ABPT ARPT ABPT
17.82
7 7.592 ABPT ABPT ABPT
23.43
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The mesa thermal resistances which correspond to these IF
diameters were also calculated. The thermal resistance of the mesa
is

(4.12)

Wlb

Y
R H T pa?
mesa s

This represents the minimum thermal resistance as any contributions
due to the heat sink are neglected. The heat sink contribution is

calculated using the spreading resistance formula

1
R =
THSp 2 Sd

s (4.13)
where KHS is the thermal conductivity of the heat sink material.
RTHmesa and RTHS are provided for the BARITT devices in Tables

D
L.7 and 4.8, and for the Schottky and Mott devices in Table L.1. The
data show that the transit-time devices have a significantly lower
thermal resistance as a result of their significantly larger areas.
These larger areas also mean that for the same incident pulse of RF
energy the power density flowing through the transit-time device is
much lower than the power density flowing through the Schottky or
Mott device.

Another concern is the possibility of negative resistances in
the transit-time devices.. The BARITTs were examined at dc current
densities of 50, 250 and 500 A/cmz. The resulting negative-resistance
bands are shown in Table L4.9. No negative resistances are expected
from the Schottky or Mott devices unless the effects of the parametric

variation in the capacitance of the Schottky device are included.

Such effects are neglected here.
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Table 4.7

Thermal Resistance of Mesa for Diameters of Table 4.5

Doping (cm )

Length
(um) 2 x 10%° 4 x 10%8 6 x 10%3 8 x 10*°
2 2.354 2.523 2.63 2.696
3 1.715 1.854 1.94%0 ABPT
L4 1.372 1.485 ABPT ABPT
5 1.153 ABPT ABPT ABPT
6 1.00 ABPT ABPT ABPT
T 0.885 ABPT ABPT ABPT
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Table 4.8
Thermal Spreading Resistance into a Gold Heat Sink

for Diameters of Table 4.5

Doping (em ?)

Length
_(ym) 2 x 10%3 L x 101° 6 x 1013 8 x 1015
2 16.94 17.5k4 17.91 18.13
3 11.81 12.28 12.56 ABPT
L 9.1k5 9.515 ABPT ABPT
5 7.499 ABPT ABPT ABPT
6 6.373 ABPT ABPT ABPT

T 5.551 ABPT ABPT ABPT
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Table 4.9
Negative-Resistance Bands for BARITT
Structures (GHz)

Doping (cm” ?)

Length
(ym) 2 x 108 L x 1015 6 x 10%° 8 x 10*°
2 None None 25 to 33 25 to 37
3 1% to 15 16 to 26 17 to 28 ABPT
4 12 to 19 13 to 21 ABPT ABPT
5 10 to 16 ABPT ABPT ABPT
6 9 to 14 ABPT ABPT ABPT
T 8 to 12 ABPT ABPT ABPT
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The small-signal admittance data were also calculated. A
typical plot of the diode admittance vs. frequency is shown in
Fig. L.5 for the IF range. It is shown that the susceptance is
nearly linearly related to frequency. However, there is a definite
electronic contribution to this susceptance in addition to the cold
or depletion capacitance.

The conductance is nearly constant. Since B can be used to

define an effective capacitance

C =

B
eff w

R (L.1k)

an interesting result is obtained when the admittance is transformed

into an impedance. The resulting impedance is

_ 1 1 s
Z = G TYOTT (w/wK)z (G cheff) R (k.15)
where the knee frequency is
o = T— - (4.16)
eff

Below the knee frequency, the device resistance is constant. The
reactance is negative and linearly proportional to frequency, that is,
a reactance which is capacitive in sign but inductive in its frequency

dependence. Therefore, & constant series inductance could

provide an effective broadband match. Ceff and Wy are provided for
the BARITT devices in Tables 4.10 and 4.11, and for the Schottky and
Mott devices in Table L.1. For both the Schottky and Mott devices,

the large dc current densities assumed provide a conductance which

dominates the device admittance at most of the frequencies of interest
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Table L4.10

. _ 2
Ratio of ceff to ccold for BARITTs at Jdc = 500 A/cm

Doping (cm °)

Length

_(pm) 2 x 10'% 4 x 10 © 6 x10'® 8 x 10%°
2 0.735L4 0.701 0.68k4L 0.6748
3 0.6923 0.670 0.6611 ABPT
L 0.6732 0.6582 ABPT ABPT
5 0.6634 ABPT ABPT ABPT
6 0.6581 ABPT ABPT ABPT
T 0.6551 ABPT ABPT ABPT
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Knee Frequency

Table 4.11

in GHz for BARITTs at J, = 500 A/cm?

Doping (em 3)

Length ,
(um) 2 x 10%° 4 x 10*° 6 x 10%° 8 x 10%°
2 12.01 13.52 1bh.h2 15.00
3 9.29 10.38 11.01 ABPT
L T.64 8.46 ABPT ABPT
5 6.51 ABPT ABPT ABPT
6 5.69 ABPT ABPT ABPT
T 5.06 ABPT ABPT ABPT

-118-



here. This is reflected by the high knee frequencies and the low
effective capacitance values.

For frequencies above the knee frequency, Eq. 4.15 should no
longer be used since transit-time effects become important and begin to
dominate the frequency dependence of the device admittance and imped-
ance. In this range both the effective capacitance and the knee fre-
quency become strong functions of frequency themselves.:  The device
conductance is also frequency dependent in this range.

These quantities are also functions of the dc current density.
The knee frequency is plotted as a function of dec current density for
several BARITT devices in Fig. 4.6. Similar plots for the effective
capacitance and the conductance are provided in Fig. L4.7. As the dc
current density is reduced, the importance of the particle current
path is also reduced. The conductance decreases and the knee frequency

is reduced.

4.3 Video Detectors

4L.3.1 Introduction. In this section the relative performance
of BARITT, Schottky and Mott devices as video detectors is discussed.
The performance of BARITTs as video detectors has already been
studied, both experimentally and theoretically, by McCleer and
Haddad. 3! They demonstrated that the device can simultaneously
function as a reflection amplifier and video detector (in an active
mode) or as a video detector alone (in a passive mode). In the active
mode, extremely sensitive detectors can be obtained in a very narrow
band and the performance is limited by circuit tuning considerations,

i.e., the onset of negative-resistance oscillations. Here the voltage
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detection analysis developed by McCleer and Haddad is combined
with the noise analysis to estimate the noise equivalent power

(NEP) of a passive mode video detector.

4.3.2 Analysis. The voltage detection sensitivity is cal-

culated by analyzing the circuit shown in Fig. L4.8. Here ZB is the

impedance of the injection region, Z_ is the impedance of the drift

D
region, and Rs is a parasitic series resistance. The incoming signal is
represented by a signal generator with voltage Vg and impedance Zg.

Vg and Zg are transformed by the diode embedding circuit into VgT

and ZgT at the diode terminal plane. This transformation is des-

cribed by the ABCD parameters a, b, ¢, and d.

The voltage detection sensitivity can then be expressed as3?
Y = ny_ (L.17)
where the circuit transforming efficiency is

hRgIRS + Rypyl
- 2
c la + CRgI (RgT + R+ Ry

E (4.18)

and the inherent diode voltage detection sensitivity is

2,12

B
Y = . (h']-g)
m 2VX|RS + RDEVI

In Egqs. 4.18 and 4.19, RDEV? Rg and RgT are the real parts of the

total intrinsic device impedance ZB-+ZD, Zg and ZgT’ respectively.
Vx is the voltage defined by
= 1] "
v, f (VBO)/f (VBO) , (4.20)
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where the injection-region dc current-voltage characteristic is

defined by the function IB = f(VB), and Vg, is the dc injection-

region voltage. The primes denote differentiation with respect to
VB.
The two different modes of video detection operation can be

expressed by slightly different formulations. In the active mode

the voltage detection sensitivity can be expressed as?3®

y = Ty (Lh.21)
where
R - R 2
- |8r W DuV
I = 13 i " RDEV (L.22)
gT DEV

is the reflection amplifier power gain. In the passive mode, the

inherent voltage detection sensitivity is

s * B

Yo T 2 la+ (£/7_)7] (h.23)
where R = Re(Zd),
a = GB(RS + RD)[l + GB(RS + RD)] (L.24)
and
_ 1 '
f. = 2vch|RS + Ry ’ (k.25)

Fquations L4.23 through 4.25 are analogous to the conventional

Schottky- or Mott-barrier expressions

R

_ S
Y ~ 2v [o + (f/fcm > (4.26)
a = GBRS(l + GBRS) (h.27)
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and

f = —= (4.28)

For all devices,VX equals kT/q.

Several interesting observations can be made concerning Egs.
4.23 through L4.25. These observations afe based on the realization
that RD can be negative even when RDEV is not. Therefore, Y, can be
negative valued. The cutoff frequency is often used as a figure of
merit for video detectors. For a transit-time device, however, it
can be misleading as fc becomes infinite for finite Y when RS + RD
is zero.

Another commonly used video detector performance measure is the

noise equivalent power or NEP. The NEP in<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>