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ABSTRACT

This study provides an extension of classical detection theory by defining and analyzing two classes of decision devices. The common feature of these devices is that they both operate in real time to detect the presence of each pulse in a sequence of randomly occurring pulses, while that pulse is still present. These decision devices are distinguished by the fact that one, the respond-once device, seeks to detect each pulse once and only once, whereas the other device, the respond-and-hold device, seeks to respond at each instant of time at which a pulse is present.

In this study, the problem of obtaining the decision devices that are optimum in the above setting is referred to as the free running detection problem. The basic assumptions are as follows. It is assumed that all of the pulses are identically shaped and completely known up to their arrival times. Moreover, we assume that it is possible to observe these pulses only through an observation that contains additive noise. Finally, it is assumed that the decision devices are allowed to make decisions on the presence or absence of pulses only at discrete, equally-spaced points in time.

The mathematical model for the free running detection problem is constructed in terms of the general decision theory model. This provides the theoretical basis for describing the performance of both
classes of decision devices and for obtaining decision devices that are optimum with respect to the Bayes criteria.

The performance of the respond-once decision device is described in terms of the average number of pulses that are detected (detection rate), the average number of false alarms (false alarm rate), and the average number of times a pulse is detected more than once (extra detection rate). It is shown that the detection rate can be increased for the same false alarm rate by increasing the extra detection rate.

The performance of the respond-and-hold decision devices is described in terms of the detection rate, a detection duty, and a false alarm duty. These last two quantities are a measure of the amount of time that the decision device responds when a pulse is present. For the respond-and-hold devices, it is seen that the detection duty can be increased for a fixed false alarm duty only by decreasing the detection rate.
FOREWORD

In the past two decades, classical detection theory has been profitably applied to the design and evaluation of active surveillance systems. The applicability of detection theory is a result of the natural temporal structure inherent in these systems. That is, in the active surveillance system it is sufficient to make a decision at the end of an interval of time on the presence or absence of signal in the received waveform. In certain passive surveillance situations, however, the lack of temporal structure precludes the use of a "forced-response" detection theory as a realistic model for the systems detector. One such situation arises when targets are continually entering and departing from the field of view and it is desired to detect these targets while they are still present. In a situation such as this a "free-response" detection theory must be used to model the system detector. This report establishes the foundations of such a theory. A recursive relationship describing the optimum detector is developed and a scheme for evaluating the performance of any free-response detector is obtained in terms of an "ROC surface." Finally, some numerical results are presented as applications of the theory.
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CHAPTER I

THE FREE RUNNING DETECTION PROBLEM

The free running detection problem (FRD) is a decision problem that is concerned with the detection of randomly occurring pulses as they occur. In this study we will develop the basic decision theoretic model for this problem and use this model to obtain the optimum (Bayes) decision rules. This is done in Chapters II through V. In this chapter, we introduce the FRD problem as the decision problem associated with two different pulse-monitoring systems. We then examine certain properties of the decision rules for the FRD problem from an intuitive point of view.

1.1 The Continuous Action and the Discrete Action Pulse Monitoring Systems

By a pulse monitoring system, we mean a system which takes as its input randomly occurring pulses (unknown arrival times) and produces at its output an action for each pulse that occurs. Such a system is shown in Fig. 1.1.

In this section two different pulse monitoring systems are examined. The first system of interest will be referred to as the continuous action pulse monitoring system. This system is characterized by the fact that it takes an action at each instant of time that
Fig. 1.1. General pulse monitoring system

a pulse is present. A simple example of such a system is an alarm system. Here the appropriate action is to sound an alarm precisely at those times at which a pulse is present.

In contrast to the continuous action system, we also consider the discrete action pulse monitoring system. This system is characterized by the fact that it takes a single action each time a pulse occurs. Perhaps the simplest example of a discrete action system is a system that provides a running count of the number of pulses that have occurred up to the current time. In this system, the appropriate action is to increment a counter each time a pulse occurs.

Additional insight into the nature of these systems is obtained by decomposing the general system model into two components as shown in Fig. 1.2.

The components in this system configuration have the following interpretation. The decision device takes as its input the randomly occurring pulses and extracts from these pulses the information that is needed by the action device in order to take the appropriate
Fig. 1.2. The general pulse monitoring system as a decision device and an action device

action. The action device then takes the necessary action.

The continuous action system can be interpreted in terms of this model by noting that the information required by the action device is simply the knowledge of those times when signal pulses are present. Thus, we may take the decision device to be a device which produces the function

\[
a(t) = \begin{cases} 
1 & \text{if some pulse is present at time } t \\
0 & \text{otherwise}
\end{cases} \tag{1.1}
\]

We may then take the action device to be the device which produces the appropriate action at those times when \( a(t) = 1 \).

Now consider the discrete action system. In this system, the information needed by the action device is the knowledge of a single time when each pulse is present. This information is provided by a decision device that produces the function
\[ a(t) = \begin{cases} 1 & \text{if some pulse arrives at time } t \\ 0 & \text{otherwise} \end{cases} \] (1.2)

As above we may take the action device to be a device that is on for \( a(t) = 1 \) and off otherwise.

In the work to follow the output functions of the decision devices, \( a(t) \), are referred to as response functions and the values \( a(t) = 1 \) as responses. A typical input sequence of pulses and the corresponding response functions for both decision devices are shown in Fig. 3 a, b, c.

**Fig. 1.3.** The relation between the input pulse sequence and the response functions for the continuous action and the discrete action decision devices.  
(a) input pulse sequence,  
(b) continuous action response function,  
(c) discrete action response function
The point to be noted in connection with the above system model is that both the continuous action and the discrete action systems can be characterized by a decision device that produces a binary valued response function \( a(t) \). In both of these systems the responses \( a(t) = 1 \) occur at times when the presence of a pulse calls for an action to be taken. Thus, in both of these systems, we may view the decision device as a device that detects randomly occurring pulses as they occur. The decision devices for the two systems differ, however, in the fact that the continuous action decision device seeks to respond as long as a pulse is present, whereas the discrete action decision device seeks to respond once and only once to each pulse that occurs. To emphasize this distinction we will hereafter refer to the continuous action decision device as a respond-and-hold (R-H) decision device and we will refer to the discrete action system decision device as a respond-once (R-O) decision device.

### 1.2 The Performance Degradation Due to Noisy Inputs

When the input to the decision devices of the preceding section consists only of the randomly occurring pulses, the ideal performance illustrated in Fig. 1.3 can be realized. But, if noise is also present at the input to the decision device, this performance will be degraded. In this section the nature of this performance degradation is examined.
We consider first the effect of noise on the performance of the R-H decision device. Figure 1.4 shows a typical pulse sequence, a corresponding noisy input and a typical respond-and-hold response function.

Fig. 1.4. Typical inputs and outputs for a respond-and-hold decision device

By comparing the pulse sequence and the response function in the above figure it is clear that the time axis can be divided into four sets, detection times \( a(t) = 1 \) and pulse present, false alarm times \( a(t) = 1 \) and no pulse present, miss times \( a(t) = 0 \) and
pulse present] and correct rejection times \([a(t) = 0 \text{ and no pulse present}].\) For example, if we let \(T_D, T_F, T_M\) and \(T_C\) denote the total amount of detection time, false alarm time, miss time and correct rejection time in the interval \([0, T]\) respectively, then from Fig. 1.4 above,

\[
T_D = (t_3 - t_2) + (t_9 - t_8)
\]

\[
T_F = (t_6 - t_5)
\]

\[
T_M = (t_2 - t_1) + (t_4 - t_3) + (t_8 - t_7) + (t_9 - t_9)
\]

\[
T_C = t_1 + (t_5 - t_4) + (t_7 - t_6) + (T - t_10)
\]

A numerical expression for the performance degradation of the R-H decision device can be obtained in terms of a loss function. A natural definition for the loss function for this system is

\[
L = L_D T_D + L_M T_M + L_F T_F + L_C T_C \tag{1.3}
\]

Here \(L_D T, L_M T, L_F T\) and \(L_C T\) represent the loss per unit detection time, per unit miss time, per unit false alarm time and per unit correct rejection time, respectively. It should be noted that, in all physical situations, detection time is preferred to miss time and correct rejection time is preferred to false alarm time. Thus we may assume that \(L_D T \leq L_M T\) and \(L_C T \leq L_F T\).
A more general definition of the respond-and-hold loss function is needed for systems that must show special concern for the possibility of missing a pulse altogether. For example, in Fig. 1.5 we have shown a typical pulse sequence and two different response functions. Both of these response functions have been constructed to have the same values of $T_D$, $T_M$, $T_F$, $T_C$, so that by Eq. 1.3, both response functions have the same loss. But, the response function $a_1(t)$ detects all three pulses (responds at least once to each pulse), whereas the response function $a_2(t)$ detects only one of the pulses. This fact may be incorporated into the loss function by adding in the term

Pulse Sequence

![Diagram of pulse sequence and response functions](image)

Fig. 1.5. A pulse sequence and two different response functions
\[ L_D N_D + L_M N_M \]

where \( N_D \) and \( N_M \) represent the number of pulses that are detected and the number of pulses that are missed, respectively, and \( L_D \) and \( L_M \) represent the loss for a detected pulse and the loss for a missed pulse, respectively. The complete expression for the respond-and-hold loss function is then

\[
L = L_D N_D + L_M N_M + L_D T_D + L_M T_M + L_F T_F + L_C T_C \tag{1.4}
\]

As above, physical considerations allow us to assume that \( L_D \leq L_M \).

Before turning to the analysis of the respond-once decision device, it should be noted that the six quantities involved in the respond-and-hold loss function are not independent. This fact is a consequence of the following observations. First, note that each pulse that occurs must either be detected or missed. Thus, if we denote the number of pulses to occur by \( N_p \), then we may write

\[
N_p = N_D + N_M \tag{1.5a}
\]

Next, note that, if a pulse is present at time \( t' \), then \( t' \) must either be a detection time or a miss time. On the other hand, if no pulse is present at \( t' \), then \( t' \) must be either a false alarm time or a correct rejection time. Thus, if we denote the total amount of time
occupied by pulses by $T_S$ and the total amount of time occupied by noise alone by $T_N$, then we may write

$$T_S = T_D + T_M \quad (1.5b)$$

and

$$T_N = T_F + T_C \quad (1.5c)$$

We may then substitute for $N_M$, $T_M$, and $T_C$ from Eq. 1.5 into Eq. 1.4 to obtain the equivalent expression for the respond-and-hold loss function.

$$L = [(L_D - L_M) N_D + (L_D^T - L_M^T) T_D + (L_F^T - L_C^T) T_F] + [L_M N_p + L_M^T T_S + L_C^T T_N] \quad (1.6)$$

Now the point to be noted here is that the second bracketed term on the right hand side of Eq. 1.6 depends only on the pulse content of the interval of concern, $[0, T]$, and not on the particular decision device. Thus, for the purposes of comparing the performance of different decision devices, it is sufficient to consider the loss function

$$\tilde{L} = (L_D - L_M) N_D + (L_D^T - L_M^T) T_D + (L_F^T - L_C^T) T_F \quad (1.7)$$

Next we consider the performance degradation of the respond-once decision device. First, recall from the preceding section that
the objective of the discrete action system is to take a single action each time a pulse occurs. This is accomplished in the noiseless case by requiring that the decision device respond at the instant that each pulse arrives. (See Fig. 1.3c.) But, when noise is present at the input to the system, this is no longer a reasonable requirement. Instead, it is usually sufficient to require only that the decision device respond within some prespecified time of the arrival of a pulse in order to detect that pulse and fulfill the objective of the system. Thus, we shall say that a pulse is detected if some response occurs within $T_p$ seconds of its arrival. A detected pulse is shown in Fig. 1.6.

![Fig. 1.6. A detected pulse](image)

In order to insure that one response cannot detect more than one pulse, we will also assume that the arrival times of the pulses are separated by at least $T_p$ seconds.

Now consider a typical pulse sequence, a corresponding noisy input and a typical respond-once response function as shown in Fig. 1.7.
Fig. 1.7. Typical inputs and outputs for a respond once decision device

Here, it is seen that the effect of noise on the decision device performance is to cause some pulses to be missed, some pulses to be detected more than once, and some false alarms to be made. Let \( N_F \) be the number of false alarms that occur and let \( N_X \) be the number of extra detections that occur. Then the performance degradation can be expressed numerically by defining the loss function for the respond-once decision device to be
\[ L = L_D N_D + L_M N_M + L_X N_X + L_F N_F \] (1.8)

where \( L_X \) and \( L_F \) are the loss per extra detection and per false alarm, respectively.

As above the respond-once loss function may be separated into a part that depends only on the pulse content of the interval of concern. This is done by substituting Eq. 1.5a into Eq. 1.8. The result is

\[ L = \tilde{L} + L_M N_p \] (1.9)

where

\[ \tilde{L} = (L_D - L_M) N_D + L_X N_X + L_F N_F \] (1.10)

In the above paragraphs, loss functions have been introduced as a means of measuring the performance degradation of the respond-and-hold and the respond-once decision devices. The basic assumption here is that, in the noisy case, the overall objectives of the system can be characterized by assigning specific values to the losses that appear in these functions. Thus, this section concludes with several important examples that illustrate the role these losses play in characterizing the system objective.

First, consider the respond-and-hold loss function of Eq. 1.7. The most important special case here occurs when \( L_D = L_M \). In this
case, the loss function depends only on the total amount of detection time $T_D$ and the total amount of false alarm time $T_F$, but not on the number of detected pulses $N_D$. Thus, this case corresponds to a decision device that seeks only to respond as long as possible to each pulse that occurs with no extra penalty for missing a pulse. It might be noted here that if we also set $L_D^T - L_M^T = L_F^T - L_C^T$ then this loss function provides a measure of the mean square error between the ideal response function for the noiseless case and the actual response function. In the following, this loss function is referred to as the maximum detection time (MTD) loss function.

As a contrast to the MTD loss function suppose that

$$L_D - L_M << L_D^T - L_M^T < 0$$

In this case, the system incurs a large gain, $-(L_D - L_M)$, for each detected pulse, but only a small gain, $-(L_D^T - L_M^T)$, for the total amount of detection time. Thus, this decision device seeks to respond at least for a short period of time to each pulse that occurs in order to detect that pulse, but the actual amount of detection time is not that important.

Next consider the respond-once loss function of Eq. 1.10. Here, $L_X$ is the loss for an extra detection and $L_F$ is the loss for a false alarm. Since both of these outcomes are undesirable, we may assume that $L_X, L_F > 0$. The case $L_X > L_F$ corresponds
to a system that prefers false alarms to extra detections and, if \( L_F < L_X \), the converse is true. The case \( L_X = L_F \) corresponds to a system that views extra detections and false alarms as equivalent as is the case in the example of the running counter of Section 1.1.

An important special case of the respond-once loss function is defined by the condition \( L_X = 0 \). In this case, the loss function depends only on the number of pulses that are detected and the number of false alarms. Thus, this decision device simply seeks to respond "at least" once to each pulse that occurs rather than "once and only once" as is the case when \( L_X > 0 \). In the following, we will refer to this case as the maximum pulse detection (MPD) case.

1.3 The Free Running Detection Problem

In the preceding section we considered the effect of noise on the performance of two decision devices that arise in certain pulse monitoring systems. As a measure of the resulting performance degradation, a loss function for each device was introduced. In this study we shall be concerned with the problem of obtaining the decision devices that are optimum in the sense that they minimize the average loss. This problem shall be referred to as the free running detection problem (FRD). In this section, a formal statement of the FRD problem is presented.

We begin by specifying the decision device input. As discussed
in the preceding sections, this input consists of a sequence of randomly occurring pulses together with noise. Consider first the pulse sequence itself. In this study it is assumed that each pulse is identical in shape and completely known except for its arrival time. These pulses may then be characterized in terms of a signal \( s(t, \sigma_1, \sigma_2, \ldots) \) defined by

\[
s(t, \sigma_1, \sigma_2, \ldots) = \sum_j p(t - \sigma_j)
\]

(1.11)

where \( \sigma_j \) is the arrival time of the \( j \)th pulse and where \( p(t) \) is the shape of the pulse with arrival time \( t = 0 \). In addition, it is assumed that the pulses are non-overlapping in the sense that there exists a number \( T_p \) with the property that

\[
\sigma_{j+1} \geq \sigma_j + T_p \quad \text{for all} \quad j
\]

(1.12)

and such that \( p(t) \) is non-zero only over the interval \([0, T_p]\). The number \( T_p \) is referred to as the pulse duration. A typical pulse \( p(t) \) and signal \( s(t, \sigma_1, \sigma_2, \ldots) \) are shown in Fig. 1.8. It should be mentioned in connection with the definition of the signal \( s(t, \sigma_1, \sigma_2) \) that we allow \( p(t) \) to be zero over part of the interval \([0, T_p]\). For example, the waveform shown in Fig. 1.9 is an acceptable pulse waveform.

To complete the definition of the decision device input it is assumed that the noise is additive. That is, if the input is denoted
Fig. 1.8. A typical pulse \( p(t) \) and signal \( s(t, \sigma_1, \sigma_2, \ldots) \)

Fig. 1.9. A pulse \( p(t) \) that is zero over part of the interval \( [0, T_p) \)
by \( x(t) \), then

\[
x(t) = n(t) + s(t, \sigma_1, \sigma_2, \ldots) \quad t \in [0, T]
\]

where \( n(t) \) is a realization of some known stochastic process which represents the noise in the system. In the following we will also refer to \( x(t) \) as the observation and we will refer to the interval \([0, T]\) as the total observation interval.

Next, consider the output of the decision device. As discussed in the previous sections, this output is a binary valued function \( a(t) \), \( a(t) \in \{0, 1\} \), called the response function. For the respond-once decision device, we will impose the condition that the number of responses in the interval \([0, T]\) is finite. That is, it is assumed that the set of response times,

\[
\{t; a(t) = 1\}
\]

consists of a finite number of isolated points. For the respond-and-hold decision device, we will stipulate that responses may occur only over half-open intervals. More specifically, we will assume that the set of response times can be written as a finite union of disjoint intervals of the form \([a, b)\). In the following, the value of the response function at a particular time \( t' \), \( a(t') \), will often be referred to as the decision at time \( t' \).

Let us now turn to the description of the decision device itself.
This device operates in real time to produce the response function \( a(t) \) from the observation \( x(t) \). Thus, we may formally consider the decision device as a function \( \delta \) which maps observations \( x(t) \) into response functions \( a(t) \). We may incorporate the fact that the decision device must operate in real time by requiring that \( \delta \) have the property that \( a(t') \) can depend only on \( x(t'') \) for \( t'' < t' \). In the following we will also refer to \( \delta \) as a decision rule.

The basic definition of the FRD problem is completed by defining the respond-and-hold and the respond-once loss functions. From Eqs. 1.4 and 1.8, it is seen that the respond-and-hold loss function is a weighted sum of the six quantities \( T_D, T_M, T_C, T_F, N_D \) and \( N_M \), and the respond-once loss function is a weighted sum of the four quantities, \( N_F, N_X, N_D \) and \( N_M \). Thus, in order to define these loss functions, it is only necessary to specify how these quantities are calculated from each response function \( a(t) \) and signal \( s(t, \sigma_1, \sigma_2, \ldots) \). To this end, we will classify each possible decision \( a(t') \) into one of six different outcomes, a false alarm (F), a current rejection (C), a detected pulse (D), an extra detection (X), a missed pulse (M) and a rest (R). It will then be shown that the quantities that appear in the loss functions can be defined in terms of these outcomes.

First, define a false alarm and a correct rejection. Now both of these outcomes occur when no pulse is present. Thus, if we define
the condition that no pulse is present at time \( t' \) by the condition that \( t' \not\in [\sigma_j, \sigma_j + T_p) \) for any \( \sigma_j \), then:

A false alarm (F) occurs at time \( t' \) iff \( a(t') = 1 \) and no pulse is present at time \( t' \)

and

A correct rejection (C) occurs at time \( t' \) iff \( a(t') = 0 \) and no pulse is present at time \( t' \)

Next, we define the detected pulse outcome and the extra detection outcome. Both of these outcomes occur when a pulse is present at time \( t' \); that is, when \( t' \in [\sigma_j, \sigma_j + T_p) \) for some \( \sigma_j \). Now, the idea here is to consider the first response to a pulse as a detected pulse outcome and any other response to that pulse as an extra detection. Formally,

A detected pulse (D) occurs at time \( t' \) iff 

\[ a(t') = 1 \quad \text{and} \quad t' \in [\sigma_j, \sigma_j + T_p) \quad \text{for some} \quad \sigma_j \]

and

\[ a(t'') = 0 \quad \text{for} \quad t'' \in (\sigma_j, t') \]

and
An extra detection \((X)\) occurs at time \(t'\) iff
\[
a(t') = 1 \quad \text{and} \quad t' \in \left[\sigma_j, \sigma_j + T_p\right) \quad \text{for some} \quad \sigma_j
\quad \text{and} \quad a(t'') = 1 \quad \text{for some} \quad t'' \in (\sigma_j, t')
\]

Finally, we define the rest outcome and the missed pulse outcome. These outcomes also occur when a pulse is present. Here the idea is to define a miss outcome as the decision not to respond to an undetected pulse at the last remaining opportunity to detect that pulse. Any other decision not to respond when a pulse is present will be a rest outcome. Formally,

A missed pulse \((M)\) occurs at time \(t'\) iff
\[
a(t') = 0 \quad \text{and} \quad t' = \sigma_j + T_p \quad \text{for some} \quad \sigma_j
\quad \text{and} \quad a(t'') = 0 \quad \text{for all} \quad t'' \in (\sigma_j, \sigma_j + T_p)
\]

and

A rest \((R)\) occurs at time \(t'\) iff
\[
a(t') = 0 \quad \text{or} \quad t' \in (\sigma_j, \sigma_j + T_p) \quad \text{for some} \quad \sigma_j
\quad \text{and} \quad a(t') = 0 \quad \text{and} \quad a(t'') = 1 \quad \text{for}
\quad \text{some} \quad t'' \in (\sigma_j, \sigma_j + T_p)
\]

The above definitions are illustrated in Fig. 1.10. The outcomes associated with the decision times \(t_1, \ldots, t_7\) are shown beneath these times.
Fig. 1.10. The different possible decision outcomes

It remains to show that the quantities $N_D$, $N_M$, $N_X$, and $N_F$ for the respond-once loss function and the quantities $N_D$, $N_M$, $T_D$, $T_F$, $T_C$, and $T_M$ for the respond-and-hold loss functions can be expressed in terms of the above six outcomes. This is done as follows. First, set the quantities $N_D$ and $N_M$ equal to the number of detected pulse outcomes and the number of missed pulse outcomes respectively. These quantities are always well-defined, since there can only be one detected pulse outcome or one missed pulse outcome for each pulse that occurs, and there can only be a finite number of pulses that occur in the interval $[0,T]$. Next, set $N_F$ and $N_X$, for the respond-once device, equal to the total number of false alarm outcomes and extra detection outcomes, respectively. These quantities
are well-defined, since a false alarm or an extra detection can occur only when \( a(t) = 1 \) and, by definition, the respond-once response function has only a finite number of responses. Finally, define \( T_D, T_M, T_C \) and \( T_F \) for the respond-and-hold decision device by:

\[
T_D = \text{the total extra detection time} \\
T_M = \text{the total rest time} \\
T_C = \text{the total correct rejection time} \\
T_F = \text{the total false alarm time}
\]

It should be emphasized that \( T_D, T_M, T_C \) and \( T_F \) as defined here are numerically the same as the \( T_D', T_M', T_C' \) and \( T_F' \) of the preceding section.

In the above paragraphs, we have formally defined the basic model for the FRD problem. In Chapter II, we will interpret this model in terms of the general decision theory model and in the remaining chapters we will use this theory to obtain optimum (Bayes) decision rules and to analyze their performance.

1.4 An Intuitive Look at the FRD Decision Device

Since, for the most part, the analysis in this study is of a formal nature, we will pause at this point to analyze the structure of the decision device from an intuitive point of view.

We begin by considering the quantities that determine a particular decision \( a(t') \). First of all, note that in general this
decision depends on the total past observation $x(t'')$, $t'' < t'$. Thus, it can be expected that the decision device contains a memory for storing this past observation. In Chapter IV, however, we will show that, if the noise satisfies a certain independence condition, then it is sufficient to store a certain density function which can be updated as time progresses.

Next, consider the dependence of the decision $a(t')$ on the past decisions $a(t'')$, $t'' < t'$. This dependence is due to the fact that, if a pulse is present at time $t'$, then the outcome of the decision $a(t')$ depends on whether or not that pulse has been previously detected. For example, a response at time $t'$ to the pulse shown in Fig. 1.11 results in a detected pulse, if $a(t'') = 0$ for $t'' \in (\sigma, t')$, but it results in an extra detection if $a(t'') = 1$ for some $t'' \in (\sigma, t')$. On the other hand, a decision not to respond at time $\sigma + T_p$ results in a missed pulse if $a(t'') = 0$ for $t'' \in (\sigma, \sigma + T_p)$, but it results in a rest if $a(t'') = 1$ for some $t'' \in (\sigma, \sigma + T_p)$.

Since the outcome of the decision $a(t')$ may depend on the previous decision $a(t'')$, $t'' < t'$, it also seems necessary to expect that the general decision device must contain a memory for storing these past decisions. But note from the above arguments that this dependence occurs only if a pulse is present at time $t'$ and then only through the condition that the current pulse has been previously detected. Now we may also express this condition if we know only the time
Fig. 1.11. A pulse present at time $t'$

at which the last response was made. To see that this is so, denote by $\tau^r_t$, the time of the most recent response prior to time $t'$. Then, from Fig. 1.12, it is seen that, if $\tau^r_{t'} > \sigma$, then the pulse present at time $t'$ has already been detected, but, if $\tau^r_{t'} \leq \sigma$, then that pulse has not been detected. Thus, it seems reasonable to conclude that the general decision device need remember only the time of the most recent response and not the total past decision history. In the following, this conjecture is referred to as the most recent response rule. In Chapter III it will be shown that essentially all decision devices obey the most recent response rule.

We now consider the form of the decision device. In the above paragraphs, it has been argued that the decision device must contain a memory for storing the total past observation and a memory for storing the value of the most recent response function. Now the
Fig. 1.12. An illustration of the most recent response time
(a) a pulse present at time $t'$
(b) the case $\tau_{t'}^{r} > \sigma$
(c) the case $\tau_{t'}^{r} \leq \sigma$

decision at time $t'$, $a(t')$, is based on some function of these two quantities. Let us denote this function by $T_{t'}(x(t''), t'' < t'; \tau_{t'}^{r})$.
Then without loss of generality, we may assume that the decision $a(t')$ is determined according to

$$a(t') = \begin{cases} 1 & \text{if } T_{t'}(x(t''), t'' < t'; \tau_{t'}^{r}) \geq 0 \\ 0 & \text{otherwise} \end{cases}$$

It is then possible to characterize the form of the general decision device as shown in Fig. 1.13.
Fig. 1.13. The form of the decision device

The intuitive idea behind Fig. 1.13 is that the decision device first filters or smooths the observation by a time varying filter which also depends on the time of the most recent response. The filter output, $T_{t'}$, is then compared with a threshold of zero to determine the current value of the response function. The operation of this configuration is illustrated in Fig. 1.14 in terms of a typical signal $s(t, \sigma_1, \sigma_2, \ldots)$, a corresponding input $x(t)$, the filter output $T_{t'}$, and the resulting response function $a(t)$ for a respond-and-hold decision device.
Fig. 1.14. The signals present in a respond-and-hold decision device with the configuration of Fig. 1.13
In the above paragraphs it has been argued that the generic form of the optimum decision device is as illustrated in Fig. 1.13. This argument is based solely on a consideration of the quantities that determine a particular decision \( a(t') \). In the next paragraphs we will draw several conjectures on the character of specific decision devices based on a consideration of the loss functions.

Consider first the respond-once device. This device seeks to respond to each pulse that occurs while avoiding false alarms and extra detections. One way to preclude extra detections and yet still have the opportunity to detect each pulse is to avoid making more than one response in any interval of length \( T_p \) seconds. (Recall that pulses are separated by at least \( T_p \) seconds.) Stated another way, the decision device can refuse to respond at time \( t' \) regardless of the observation if the time of the most recent response \( r_{t'}^T \) is greater than \( t' - T_p \). In the following, this principle is referred to as the inhibit rule, since any decision device that obeys the inhibit rule is inhibited from responding for \( T_p \) seconds after each response. The reasoning behind the inhibit rule and the fact that large values of the loss \( L_X \) reflect a strong desire to avoid extra detections suggest the following conjecture.

**Conjecture I.** If the loss \( L_X \) is sufficiently large in relation to \( L_F \), then the optimum respond-once device satisfies the inhibit rule.
Next, note that if, in fact, a decision device satisfies the inhibit rule, then the number of extraneous detections \( N_X \) is equal to zero, so that in this case the loss does not depend on \( L_X \). (See Eq. 1.10.) Thus, it is also reasonable to conjecture that the structure of those decision devices that satisfy the inhibit rule does not depend on \( L_X \). Stated formally,

**Conjecture II.** For each \( L_F \), there exists a \( L_X^0(L_F) \) such that for \( L_X \geq L_X^0(L_F) \) the optimum decision device satisfies the inhibit rule and does not otherwise depend on the particular value of \( L_X \).

Finally, consider the respond-once decision devices associated with small values of \( L_X \). These values reflect only a mild desire to avoid extra detections. Thus, it is reasonable to suppose that the optimum decision device for small \( L_X \) will not satisfy the inhibit rule if in so doing it can increase the number of pulse detections without increasing the number of false alarms. This reasoning suggests

**Conjecture III.** For the optimum respond-once decision devices that do not satisfy the inhibit rule there is a trade-off between the average number of detected pulses \( N_D \) and the average number of extra detections \( N_X \). Moreover, the maximum average \( N_D \) occurs for the MPD decision device \( (W_X = 0) \).

We now turn to the respond-and-hold decision devices. First,
recall that the purpose of the decision feedback loop in the system
diagram of Fig. 1.13 is to help the device distinguish between an
initial response to a pulse and a later response to the same pulse.
This was seen to be necessary, since the initial response resulted
in a detection, whereas the later response results in an extra detec-
tion. But, note that the loss function for the MDT decision device
does not distinguish between initial detections and extra detections,
since this function does not depend on the number of detected pulses
$N_D$. Thus, it can be asserted that, in this case, the decision feed-
back loop is not necessary. Hence,

Conjecture IV. The optimum MDT decision device does not contain
a decision feedback loop.

Finally, consider the respond-and-hold loss function for
which $(L_D - L_M) << (L^T_D - L^T_M) < 0$. As mentioned above, this
function places a high premium on the number of detected pulses but
a low premium on the total amount of detection time. A reasonable
procedure for the optimum decision device in this case is to respond
only for short periods of time during the center of each pulse as
illustrated by the response function $a_1(t)$ in Fig. 1.5. This would
increase the likelihood that each pulse is detected but it would reduce
the amount of false alarm time that might otherwise result from re-
sponding for a longer period of time to each pulse. On the other hand,
this would also reduce the total amount of detection but this is of little
consequence since the gain for detection time \(- (L_D^T - L_M^T)\) is small. Thus, it is reasonable to assume that the effect of increasing the number of detected pulses is to decrease the amount of detection time. That is,

Conjecture V. For the respond-and-hold decision device there is a trade-off between the average number of detected pulses and the average detection time with the maximum average detection time occurring for the MDT decision device.

We conclude this section with an example of an R-H decision device and an R-O decision device. It will be demonstrated later that both of these decision devices are sub-optimal by comparing their performances with the performance of the optimum decision device. Nevertheless, these decision devices are simple and practical and, in certain situations, they perform almost as well as the optimum decision devices.

To define these decision devices, it is sufficient to specify their test functions \(T_t\). For the R-H decision device, we define \(T_t\) by

\[
T_t(x(t''), t'' < t'); \quad (t'' < t') = C_t'(x(t''), \quad \text{where } \beta \text{ is some prespecified threshold and}
\]

\[
C_t'(x(t''), t'' < t') = \int_{t'-T_p}^{t'} x(t) \ p(t - (t' - T_p)) \ dt
\]
For the R-O decision device we have essentially the same definition except now we enforce the inhibit rule. This is done by setting $T_{t'}$ equal to $-|\epsilon|$ ($\epsilon$ an arbitrary non-zero number) whenever $\tau_{t'}^r > t' - T_p$. The resulting definition is

$$T_{t'}(x(t''), t'' < t'; \tau_{t'}^r)$$

$$= \begin{cases} 
C_{t'}(x(t''), t'' < t') - \beta & \tau_{t'}^r \leq t' - T_p \\
-|\epsilon| & \tau_{t'}^r > t' - T_p 
\end{cases}$$

The engineering significance of these decision devices lies in the fact that the function $C_{t'}$ can be realized as the output of a filter that is matched to the basic pulse shape $p(t)$. That is, $C_{t'}$ can be obtained by filtering the observation $x(t)$ with a linear time-invariant filter with impulse response

$$h(t) = p(T_p - t)$$

Thus, we may realize these systems as shown in Fig. 1.15. In the following discussion, these decision devices are referred to as matched filter (MF) decision devices.
Fig. 1.15. The matched filter decision device
(a) respond-and-hold case, (b) respond-once case

1.5 Historical Remark

To this author's knowledge there is no existing theory for the free running detection problem. This lack of theoretical results is probably due to certain mathematical and conceptual difficulties that arise in carrying out a theoretical analysis. For example, the fact that different decisions are interdependent makes it impossible to determine the optimum decision device by considering a single decision independently of the other decisions.

Nevertheless, in the psycho-physics literature there has been some attention given to the problem that we have characterized here by the respond-once decision device. We shall mention only three
of these references. A more complete bibliography is found in Ref. 3.

The first reference is a paper by Egan, Greenberg and Schuman (Ref. 1). This paper serves mainly to define the basic respond-once paradigm and to present techniques for experimentally evaluating the performance of the human decision-maker. The second reference is a paper by Lucas (Ref. 2). In this paper, Lucas introduces essentially the same decision device as the respond-once MF of the preceding section and he calculates certain bounds on the performance of this device. The third reference is a paper by Luce (Ref. 3). This paper assumes that responses occur according to some renewal process and on the basis of this assumption certain probabilities are calculated.

1.6 Organization of This Study

In Chapter I we introduced the free running detection problem and formulated several conjectures on the character of the respond-once and the respond-and-hold decision devices. In this study, we will develop the theory for the FRD problem in three parts: (1) the definition of the basic decision model, (2) the description of the performance for the two classes of decision devices, and (3) the derivation of the optimum (Bayes) decision devices. As a result, we will be able to verify the conjectures of this chapter.

The organization of this study is as follows. Chapter I provides
the basic definition of the FRD problem. In Chapter II we proceed formally to obtain the basic decision model for this problem as a special case of the general decision problem. In Chapter III, we develop a procedure for evaluating the performance of different decision devices in terms of the average rates of detections, detections and false alarms. This performance characterization is then used to verify some of the conjectures in Section 1.4. In Chapter IV we analyze the model of Chapter II to obtain a general recursive description of the optimum decision rules. Then, some sharper results are derived under the assumption that the observations are conditionally independent. We also verify Conjecture IV of Section 1.4 in this chapter. In Chapter V, we turn to the computer to obtain a description of certain optimum decision rules and to evaluate numerically the performance of these decision rules as well as the performance of the matched filter decision devices. Chapter VI summarizes the results of this study.
CHAPTER II

THE MATHEMATICAL MODEL FOR THE
FREE RUNNING DETECTION PROBLEM

The analysis of any problem involving the making of decisions requires precise definitions of many things. First of all, the nature of those entities for which decisions are desired must be known. For example, in the detection of randomly occurring pulses, it must be possible to characterize all of the pulse sequences that may occur. Also, it is necessary to be able to express any prior knowledge regarding these pulses such as the rate at which they are occurring. Secondly, one must know precisely what kind of decisions are to be made. That is, is a typical decision a statement of the form "a pulse is present at the current time" or is it a statement of the form "the pulse present at the current time arrived at time $t_0$"? Thirdly, one must know precisely what information is available on which to base these decisions and how this information is statistically related to the unknown quantity. Lastly, one must have a criteria by which to judge the "quality" of different decision procedures.

In most decision problems the above quantities can be specified in a fairly straightforward manner without resorting to a formal mathematical structure. But, in contrast to most decision problems, the FRD problem is quite complex. Moreover, it involves the use of
certain concepts not usually found in most of the classical decision problems. For this reason, we shall call on the formal theory of decision-making to provide a theoretical basis for the mathematical model. The first section of this chapter reviews the basic elements of decision theory. The remainder of the chapter is devoted to interpreting the FRD problem in terms of this theory.

2.1 Basic Elements of Decision Theory

In this section we introduce the basic elements of decision theory. The definitions introduced here closely parallel the development found in Chapters I and II of Ref. 4.

To begin, consider the triple \((\mathcal{A}, \Theta, L(\cdot, \cdot))\). The first element of this triple, \(\mathcal{A}\), is known as the action space. It is the set of all possible actions or decisions available to the decision-maker. The second element, \(\Theta\), is the state space. It is the set of all possible states of nature that are of interest to the decision-maker. The third element, \(L(\cdot, \cdot)\) is the loss function. This is a real-valued function defined on the product \(\mathcal{A} \times \Theta\). These elements have the following interpretation. A state, \(\theta \in \Theta\), unknown to the decision-maker, is in effect. The decision-maker chooses an action \(a \in \mathcal{A}\) and then incurs a loss given by \(L(a, \theta)\).

The objective of decision theory is to provide the decision-maker with some rational rule for choosing an action, \(a \in \mathcal{A}\), so as
to incur a small loss. To assist in this choice, the decision-maker is allowed to observe some quantity that is statistically related to \( \theta \). Let \( X \) denote the space of all of these possible observations. The decision-maker then observes an observation \( x \in X \) and on the basis of that observation he chooses an \( a \in \mathcal{A} \). The rule governing the choice of \( a \in \mathcal{A} \) for each \( x \in X \) is known as the decision rule employed by the decision-maker. Formally, the decision rule, \( \delta \), is a mapping from \( X \) to \( \mathcal{A} \). The statistical dependence of \( x \in X \) on \( \theta \) is provided by the family of probability measures \( \{P(dx|\theta); \theta \in \Theta\} \) which are assumed to be known.

We are now in the position to present the formal definition of a decision model.

A decision model is a triple \( (\mathcal{A}, \Theta, L(\cdot, \cdot)) \) coupled with a random experiment which consists of an observation space \( X \) and observation probabilities \( \{P(dx|\theta); \theta \in \Theta\} \).

A solution to a decision problem is a decision rule \( \delta \in \mathcal{D} \) where \( \mathcal{D} \) is the set of all functions from \( X \) to \( \mathcal{A} \) that are measurable with respect to \( P(dx|\theta) \) for each \( \theta \in \Theta \).

It should be mentioned that, in the above definition of a decision model, the action space \( \mathcal{A} \) must be a measurable space so that the definition of \( \delta \) as a measurable function makes sense.

In a given decision problem, it is desired to obtain a decision rule which satisfies some specific criterion of optimality. One
such criterion of optimality is the Bayes criterion. The procedure used to obtain a decision rule that is optimum in the Bayes sense is known as the Bayes procedure and the resulting decision rule is known as the Bayes decision rule. In the bulk of the work which follows, we shall be concerned with Bayes decision rules.

To investigate further the notion of Bayes optimality, it is necessary to introduce two additional entities. The first of these is the prior probability law. The prior probability law, \( \Pi(\cdot) \), is a probability measure defined on the state space \( \Theta \) (\( \Theta \) must now be considered as a measurable space), with the interpretation that \( \Pi(d\theta) \) represents the decision-maker's "subjective feelings", prior to the observation, as to which state of nature \( \theta \) is in effect.

The second concept needed for the Bayes procedure is the Bayes risk. This is defined as follows. First, recall from above that the loss function \( L(\cdot, \cdot) \) is a real-valued mapping on \( \mathcal{A} \times \Theta \). The space \( \mathcal{A} \times \Theta \) can be interpreted as a measurable space since both \( \mathcal{A} \) and \( \Theta \) are measurable spaces. If we now require that \( L \) be a measurable mapping into the real line, then, for each \( \delta \in \mathcal{D} \), the mapping \( L(\delta(x), \theta) \) is a measurable mapping defined on \( X \times \Theta \). With this provision we define the Bayes risk \( r(\delta) \) of the decision rule \( \delta \in \mathcal{D} \) with respect to the prior probability law \( \Pi(\cdot) \) as

\[
r(\delta) = E\{L(\delta(x), \theta)\}
\]
where the expected value is taken with respect to the joint measure defined by

\[ P(dx, d\theta) = P(dx \mid \theta) \Pi(d\theta) \]

We are now in a position to define the Bayes decision rule \( \delta^0 \).

Specifically, a decision rule \( \delta^0 \) is said to be Bayes with respect to \( \Pi(\cdot) \) iff

\[ r(\delta^0) = \inf_{\delta \in \mathcal{D}} r(\delta) \]

The number \( r(\delta^0) \) is referred to as the minimum Bayes risk. It should be mentioned in passing that, although, in a given decision problem, a Bayes decision rule may not exist, the minimum Bayes risk always exists.

Before proceeding, it is desirable to introduce some additional notation. In applying the Bayes procedure it is often necessary to take the expected value with respect to different probability laws. Which law is intended can be conveniently denoted by writing underneath the expected value operator the random variables involved.

As examples, \( E_{x, \theta} \) denotes the expected value with respect to \( P(dx, d\theta) \), \( E_{x \mid \theta} \) denotes the expected value with respect to \( P(dx \mid \theta) \) and \( E_{\theta} \) denotes the expected value with respect to \( \Pi(d\theta) \). We then have the well known identities
\[ E_{X, \theta} \{ \cdot \} = E_{\theta} \left\{ E_{X \mid \theta} \{ \cdot \} \right\} \]

and

\[ E_{X, \theta} \{ \cdot \} = E_{X} \left\{ E_{\theta \mid X} \{ \cdot \} \right\} \]

where of course

\[ P(dx) = \int_{\Theta} P(dx, d\theta) \]

and

\[ P(d\theta \mid x) = \frac{P(dx \mid \theta) II(d\theta)}{P(dx)} \]

To provide an example of the above definition and to introduce some techniques and results which are useful later, we have cast the well known classical detection problem in the notation of the general decision model. This is done in Appendix A. The remainder of this chapter is devoted to interpreting the FRD problem in terms of the general decision model.

2.2 The Action Space

The action space is the set of all possible actions available to the decision-maker. In Chapter I it was seen that we can identify these actions with response functions \( a(t) \). Thus, in general, we should take the action space for the FRD problem to be the set of all
binary valued functions satisfying the definitions of Section 1.3.

To deal directly with such an action space, however, introduces certain mathematical difficulties in determining the Bayes decision rule. To circumvent these difficulties we will follow a strategy that is common in problems that deal with the continuum. Specifically, the action space will be further restricted to response functions that allow decisions to be made at only a finite number of equally spaced decision times. It is then reasonable to expect that, as the separation between the allowable decision times becomes small, the resulting Bayes solution will closely approximate the solution obtained from an unrestricted action space.

We proceed with the definition of the restricted action space. To begin, define the set of allowable decision times \( \mathcal{J} \) by

\[
\mathcal{J} = \{ t_i \, ; \, t_i = i\Delta, \; i=1, \ldots, N \} \tag{2.1}
\]

where the decision time separation \( \Delta \) and the number of decision times \( N \) are related by

\[
\Delta = T/N \tag{2.2}
\]

Now denote the value of the response function at time \( t_i \) (the decision at time \( t_i \)) by \( a_i \). That is

\[
a(t_i) = a_i
\]
Then we define the action space for the respond-once decision device to be those functions \( a(t) \) such that

\[
a(t) = \begin{cases} 
0 & t \notin \mathcal{T} \\
\alpha_i & t \in \mathcal{T}
\end{cases}
\]  

(2.3)

and we define the action space for the respond-and-hold decision device to be those functions \( a(t) \) such that

\[
a(t) = \alpha_i \quad t \in [t_{i-1}, t_i)
\]  

(2.4)

An example of a typical respond-once response function and a typical respond-and-hold response function appears in Fig. 2.1.

The technical advantage of the above definitions lies in the fact that a response function for either the R-O case or the R-H case may be represented by the binary \( N \)-tuple

\[
\vec{\alpha} = (\alpha_1, \alpha_2, \ldots, \alpha_N), \quad \alpha_i \in \{0, 1\}
\]

Thus, we may characterize the action space for either case as the set of all such \( N \)-tuples,

\[
\mathcal{A} = \{ \vec{\alpha} = (\alpha_1, \ldots, \alpha_N); \alpha_i \in \{0, 1\} \}
\]

Henceforth, an element \( \vec{\alpha} \in \mathcal{A} \) will be referred to as a response vector. The response function \( a(t) \) associated with the response vector
Fig. 2.1. Typical response functions
(a) respond-once response function
(b) respond-and-hold loss function

\( \overline{a} \) is obtained from either Eq. 2.3 or Eq. 2.4 depending on the case at hand.

We conclude this section with a discussion of the significance
of the decision time separation $\Delta$. First, it should be noted that for a fixed pulse duration, $T_p$, $\Delta$ determines the number of decision opportunities available to detect each pulse. For example, suppose $T$ and $T_p$ are fixed and $\Delta = T_p/2$. Then, any pulse that occurs covers two allowable decision times, so that the decision-device has two opportunities to detect each pulse. On the other hand, if $\Delta$ is decreased to $T_p/4$, then each pulse covers four decision times so that now there are four opportunities to detect each pulse. These cases are illustrated in Fig. 2.2.
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**Fig. 2.2. The number of decision opportunities per pulse;**
(a) $\Delta = T_p/2$ (b) $\Delta = T_p/4$
In the light of the above comments, it is reasonable to expect that the performance of the decision-device should improve as the number of decision opportunities per pulse increases. Indeed, this is shown to be the case in Chapter IV. Thus, it is not the absolute durations of $\Delta$ and $T_p$ that are important but rather the ratio of these quantities since this ratio gives the number of decision opportunities per pulse. To simplify the following analysis we shall assume that $\Delta$ is only allowed to take on values such that the number of decision opportunities $T_p/\Delta$ is integer valued. We will denote this number by $m = T_p/\Delta$.

2.3 Parameter Space and Prior Probabilities

As discussed in Chapter I, the signal present at the input to the decision-device consists of a train of non-overlapping, randomly occurring pulses. In this section we shall make this notion precise. This is done by means of a probabilistic description of the arrival times of the individual pulses. This description is then used as a basis for defining the parameter set $\Theta$ and the a priori probability law on $\Pi(d\theta)$.

To begin we recall from Section 1.3 that a signal is represented as a function

$$s(t, \sigma_1, \ldots, \sigma_{N_p}) = \sum_{i=1}^{N_p} p(t - \sigma_i)$$
This representation can be interpreted as a mapping which identifies signals with sequences of arrival times $\sigma_1, \sigma_2, \ldots, \sigma_{N_p}$. Therefore, it is possible to answer probabilistic questions concerning the presence of pulses, if we have a probabilistic description of the arrival times. In the discussion which follows we will obtain such a description.

The theoretical basis for the probabilistic description of the pulse arrival times is found in the theory of renewal processes. We shall pause briefly to review those aspects of renewal theory that are of interest here. Formally, any sequence of positive, independent, identically distributed random variables, $\{\eta_i\}$, can be used to define a renewal process. The random variables $\eta_i$ are known as inter-arrival times. Physically, $\eta_i$ represents the elapsed time between the $(i-1)$st event and the $i$th event. The arrival times, $\sigma_j$, are related to the inter-arrival times, $\eta_i$, by

$$\sigma_j = \sum_{i=1}^{j} \eta_i$$

An important concept in renewal theory is the concept of the arrival rate. Let $N_p(\sigma_1, \ldots)$ be the number of arrivals in the interval $[0, T]$. Then the arrival rate is defined as

$$r_p(T) = \frac{E[N_p]}{T} \quad (2.5)$$
In general $r_p(T)$ depends on $T$. In fact, the fundamental result of renewal theory, the renewal theorem, states that under suitable conditions, $r_p(T) \to (E[T_1])^{-1}$ as $T \to \infty$. However, in some situations, it is desirable to deal with processes for which $r_p(T)$ does not depend on $T$. A renewal process with this property can be obtained by allowing the arrival time to the first event, $\eta_1$, to have a distribution different than $\eta_i$, $i > 1$. The resulting process is then known as a "delayed" renewal process. Specifically, if the cumulative distribution function for $\eta_1$, $F_{\eta_1}(\eta)$, is redefined by

$$F_{\eta_1}(\eta) = \frac{1}{E[\eta_2]} \int_0^\eta [1 - F_{\eta_2}(u)] \, du$$

(2.6)

then the resulting "delayed" renewal process has the rate

$$r_p(T) = \frac{1}{E[\eta_2]}$$

(2.7)

A more comprehensive discussion of renewal processes along with precise statements and proofs of the above facts can be found in Chapter XI of Ref. 5. We shall now apply these concepts to obtain a probabilistic model for the pulse arrivals.

The simplest renewal process is the Poisson process or the "No Memory Waiting Time" process. This process is characterized by the fact that the inter-arrival times are exponentially distributed.
It is the Poisson process which is usually used to describe the notion of "randomly occurring events".

The Poisson process shall be modified in two ways to obtain the model for the pulse arrival times. The first and simplest modification will be to incorporate the provision that the pulses be non-overlapping in the basic Poisson process. This is accomplished simply by translating the density of the arrival time $T_p$ units in time. Thus, the density of the inter-arrival times $f_{\eta_1}(\eta)$ shall be defined as

$$
    f_{\eta_1}(\eta) = \begin{cases} 
    0 & \eta < T_p \\
    -\alpha(\eta - T_p) & \eta \geq T_p 
    \end{cases}
$$

(2.8)

This density is illustrated in Fig. 2.3.

![Graph showing the density of the i-th inter-arrival time]

Fig. 2.3. The density of the i-th inter-arrival time

The second modification to the Poisson process will be to redefine the density of the first arrival time, $f_{\eta_1}(\eta)$, so as to obtain
a delayed process with a constant rate.

This modification is made for two reasons. First, it greatly simplifies the mathematical model to deal with signals whose pulses are arriving at a rate independent of $T$. The second reason is more subtle. In all ordinary renewal processes, with the single exception of the (unmodified) Poisson process, the time origin takes on a special significance. Physically, this significance can be interpreted in the following way. If the pulses can be considered as being generated by some device, then the ordinary renewal process describes the pulse arrivals as if the generator were turned on at time $t = 0$. When this is the case, the process appears to "evolve" beginning from the time $t = 0$.

The evolution of the ordinary renewal process can be seen in terms of the behavior of the random variable $v_t$, known as the residual waiting time. Specifically, $v_t$ is the time elapsed from the current time, $t$, to the next pulse arrival. Now, for an ordinary renewal process, the distribution of $v_t$ depends on the specific time $t$. It is well known, however (Ref. 5), that as $t \to \infty$ the distribution of $v_t$ approaches a limiting distribution, thus indicating that the process has reached a "steady state". Moreover, it can be shown that the limiting distribution of $v_t$ is precisely the distribution of the random variable $\eta_1$ in the delayed renewal process. This fact allows one to interpret the delayed renewal process as a renewal
process which began at time \( t = -\infty \), or, stated in other terms, as a renewal process which has reached its "steady state". Thus, the inclusion of the second modification assumes that the decision-maker knows only that the pulse generator was turned on in the far distant past and that the pulses are occurring at some constant rate \( r_p \).

In summary, the pulse arrival times will be assumed to be defined by the delayed renewal process with inter-arrival times \( \{\eta_i\} \). The density of \( \eta_1, i > 1 \), is given by Eq. 2.8. The density of \( \eta_1 \) can readily be determined from Eq. 2.6. The result is

\[
f_{\eta_1}(\eta) = \begin{cases} 
0 & \eta < 0 \\
(T_p + \alpha^{-1}) & 0 \leq \eta < T_p \\
(T_p + \alpha^{-1})^{-1} \exp \left[ -\alpha(\eta - T_p) \right] & T_p \leq \eta 
\end{cases}
\]  

(2.9)

The pulse rate \( r_p \) is determined from Eq. 2.7. Specifically,

\[r_p = (T_p + \alpha^{-1})^{-1}\]  

(2.10)

Before proceeding to the description of the state space, we shall present a "discretized" version of the above process. Physically, this amounts to restricting the pulse arrivals to occur only at regularly spaced points on the time axis. To be more specific, we
divide the time axis into equal intervals of length $\nu = T_p/q$ for some fixed integer $q$. Then it is assumed that pulses can arrive only at the times $t_i = i\nu$.

To obtain the probability law in the discrete setting, we appeal to the fact that randomly occurring events are described by geometrically distributed inter-arrival times. Thus, in analogy to the continuous case, the probabilities of the inter-arrival times $\eta_i$, $i > 1$ will be defined as

$$\Pr[\eta_i = j\nu] = \begin{cases} 0 & j < q \\ a^{j-q(1-a)} & j \geq q \end{cases} \quad (2.11)$$

This probability law is illustrated in Fig. 2.4.

Fig. 2.4. Discrete inter-arrival time probability law
The probability law for the first arrival \( \eta_1 \) will be defined as

\[
\Pr[\eta_1 = j \nu] = \begin{cases} 
0 & j < 0 \\
[q + a/(1-a)]^{-1} & 1 \leq j < q \\
[q + a/(1-a)]^{-1} a^{j-q+1} & q \leq j
\end{cases} \tag{2.12}
\]

It is shown in Appendix E that with \( \{\eta_1\} \) as defined above the rate \( r_p \) is constant and equal to

\[
r_p = \left[\frac{a}{(1-a)} \nu + T_p \right]^{-1} \tag{2.13}
\]

We turn now to the definition of the state space \( \Theta \) and the prior probability law \( \Pi(d\theta) \).

In the beginning of this section it was shown that the signals \( s(t) \) can be identified with the pulse arrival times \( \sigma_1, \sigma_2, \ldots \). Therefore, we might take the set of all possible sequences of arrival times as the state space \( \Theta \). Then, the prior probability law, \( \Pi(d\theta) \), would be defined directly in terms of the delay renewal process. However, this would introduce the following difficulty. At each allowable decision time \( t_1 \in \mathcal{T} \), the decision-maker is concerned with whether or not an undetected pulse is present at time \( t_1 \). The difficulty lies in the fact that the events of this kind are difficult to express directly in terms of the arrival times or inter-arrival times. It would be far more advantageous to have a description of \( \Theta \) in terms of \( N \)-tuples, \( \vec{\theta} = (\theta_1, \ldots, \theta_N) \), where \( \theta_i \) is defined so as to express
the prior information relevant to the decision-maker at the time \( t_i \in \mathcal{T} \). In the next paragraphs, the state space \( \Theta \) is constructed in terms of random variables \( \theta_i \) that have this property.

The random variables \( \theta_i, i = 1, \ldots, N \) are defined in terms of the pulse arrival times \( \{\sigma_j\} \). Specifically, for \( i = 1, \ldots, N \), we define

\[
\theta_i = \begin{cases} 
\sigma_j - (t_i - T_p) & \text{if some } \sigma_j \in [t_i - T_p, t_i) \\
T_p & \text{otherwise}
\end{cases}
\] (2.14)

These random variables are well-defined since we have assumed that \( \sigma_{j+1} \geq \sigma_j + T_p \) so that it is not possible for more than one pulse to arrive in the interval \([t_i - T_p, t_i)\). We might also point out that this definition assumes that the signal \( s(t; \sigma_1, \ldots, \sigma_N) \) is defined over the interval \([- (T_p - \Delta), T]\).

The above definition of \( \theta_i \) is interpreted with the help of Fig. 2.5. Here it is seen that, if a pulse arrives in the interval \([t_i - T_p, t_i)\),
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Fig. 2.5. The relation of \( \theta_i \) to a pulse arriving in the interval \([t_i - T_p, t_i)\).
then $\theta_i$ gives the time at which that pulse arrives as measured from time $t_i - T_p$. Note that when a pulse is present at time $t_i$, $\theta_i \in [0, T_p)$. On the other hand, if no pulse is present at time $t_i$, then $\theta_i = T_p$. Thus, the range of the random variable $\theta_i$ is $\Theta_i = [0, T_p]$.

With the above definition at hand we may define the state space $\Theta$ as the set,

$$\Theta = \{ \tilde{\theta} = (\theta_1, \ldots, \theta_N) : \theta_i \in \Theta_i = [0, T_p] \}$$

These definitions are illustrated in Fig. 2.6, which shows a typical pulse sequence and the resulting values of $\tilde{\theta} = (\theta_1, \ldots, \theta_N)$.

For the above definition of $\Theta$ to be valid, we must be able to represent the signal $s(t, \sigma_1, \sigma_2, \ldots, \sigma_N)$ in terms of $\tilde{\theta}$. To show that this is possible and to establish a result for later use we will prove that

$$s(t, \tilde{\theta}) = \sum_{i=1}^{N} I(\theta_i) p \left( t - (\theta_i + t_i - T_p) \right) \quad (2.15)$$

We proceed as follows. Suppose that $\sigma_1, \sigma_2, \ldots, \sigma_N$ denote the arrival times of the pulses in $s(t, \sigma_1, \sigma_2, \ldots, \sigma_N)$. Consider the $j$th pulse, arriving at time $\sigma_j$. This pulse is contained in the interval $[\sigma_j, \sigma_j + T_p]$ and no other pulse may also arrive in this interval. Let $i^*$ be the largest integer such that the decision time $t_{i^*} - T_p$ is less
Fig. 2.6. An illustration of $\vec{\theta}$
(a) a typical pulse sequence
(b) the corresponding value of $\vec{\theta} = (\theta_1, \ldots, \theta_N)$

than or equal to $\sigma_j$ as shown in Fig. 2.7. From this figure it is clear that the interval $[\sigma_j, \sigma_j + T_p]$ contains only the $m$ decision times

$$t_{i^*+m-1}, \ldots, t_{i^*}$$

The random variables associated with these decision times are

$$\theta_{i^*+m-1}, \ldots, \theta_{i^*}$$
Also from Fig. 2.7 it is clear that the only one of these random variables that takes on a value in the interval \([0, \Delta]\) is \(\theta_{i^*}\). Thus, the only contribution from the \(j\)th pulse to the sum in Eq. 2.15 is the \(i^*\)th term,

\[
I \left( \theta_{i^*} \right) \quad p \left( t - (\theta_{i^*} + t_{i^*} - T_p) \right)
\]

But this term is equal to \(p(t - \sigma_j)\) since by definition \(\sigma_j = \theta_{i^*} + t_{i^*} - T_p\). Since this reasoning applies for all of the pulse arrivals \(\sigma_1, \sigma_2, \ldots, \sigma_N\), Eq. 2.15 is verified.

The remaining task in this section is to specify the prior probability law \(\Pi(d\theta)\). This law is obtained as that induced from the delayed renewal process by the transformation of Eq. 2.14. The
computations involved in obtaining \( \Pi(d\theta) \) are for the most part tedious and uninteresting and for that reason they are left to Appendices B and D. The main result of these computations is that for both the discrete and continuous pulse arrival time cases, the induced probability law, \( \Pi(d\theta) \), is a stationary Markov probability law on the random variables \( \theta_1, \ldots, \theta_N \). In Appendix B, \( \Pi(d\theta) \) is shown to be Markov. In the continuous case, the conditional cumulative distribution function \( F(c_k|c_{k-1}) = \text{Pr}[\theta_k < c | \theta_{k-1} = c_{k-1}] \) is given by

\[
F(c|c_{k-1}) = \begin{cases} 
0 & c < c_{k-1} + (T_p - \Delta) \\
-\alpha(c - (c_{k-1} + T_p - \Delta)) & c_{k-1} + T_p - \Delta \leq c < T_p \\
1 - e^{-\alpha(c - (c_{k-1} + T_p - \Delta))} & T_p \leq c_k \\
1 & c_{k-1} \geq c_k
\end{cases}
\]

\[c_{k-1} \epsilon [0, \Delta]\]

\[c_k \leq c_k \epsilon [\Delta, T_p]\]

\[c_k \epsilon [T_p \Delta, T_p]\]

\[c_k \epsilon [T_p \Delta, T_p]\]

\[c_k \epsilon [T_p \Delta, T_p]\]

\[c_k \epsilon [T_p \Delta, T_p]\]

\[c_k \epsilon [T_p \Delta, T_p]\]

\[c_k \epsilon [T_p \Delta, T_p]\]

This function is illustrated in Fig. 2.8.
Fig. 2.8. Conditional cumulative distribution function $F(c | c_{k-1})$

(a) $c_{k-1} \epsilon [0, \Delta)$,  
(b) $c_{k-1} \epsilon [\Delta, T_p)$,  
(c) $c_{k-1} = T_p$

For the discrete case it must be assumed that the decision separation time, $\Delta$, can be divided into an integral number of intervals of length $\nu$. If this number is denoted by $s = \Delta / \nu$, then in the discrete case the conditional probability law is given by
\[
\Pr[\theta_k = \ell \nu | \theta_{k-1} = j \nu] = \\
\begin{cases}
0 & \ell < j+q-s \\
(1-a) a^{\ell-(j+q-s)} & j+q-s \leq \ell < q \\
a^{s-j} & \ell = q \\
0 & \ell \neq j-s \\
1 & \ell = j-s \\
0 & \ell < q-s \\
(1-a) a^{\ell-(q-s)} & q-s \leq \ell < q \\
a^s & \ell = q
\end{cases}
\]
\quad j \in \{0, \ldots, s-1\}, j \in \{s, \ldots, q-1\}

(2.17)

This function is illustrated in Fig. 2.9.

In Appendix D the Markov law for \( \Pi(d\theta) \) is shown to be stationary. In the continuous case, the unconditional cumulative distribution for \( \theta_k, k \geq 1 \) is given by

\[
\Pr[\theta_k \leq c] = \begin{cases}
c(T_p + (\alpha)^{-1})^{-1} & c \in [0, T_p) \\
1 & T_p \leq c
\end{cases}
\]

(2.18)

and in the discrete case
Fig. 2.9. Conditional probability law \( P(\theta_k = \ell \nu | \theta_{k-1} = j \nu) \)
(a) \( j \in \{0, \ldots, s-1\} \), (b) \( j \in \{s, \ldots, q-1\} \), (c) \( j = q \)

\[
\Pr[\theta_k = \ell \nu | \theta_{k-1} = j \nu] = \begin{cases} 
[q + a/(1-a)]^{-1} & \ell \in \{0, \ldots, q-1\} \\
(a/(1-a)) [q + a/(1-a)]^{-1} & \ell = q
\end{cases}
\]

Both of these probability laws are seen to be uniform for \( \theta_k \in [0, T_p) \) with a jump at \( \theta_k = T_p \).

It has been shown above that the prior probability law \( \Pi(d\theta) \) is expressed in terms of discrete probability laws and cumulative distribution functions. In the later chapters it will be of great value
to be able to express both of these probability laws in terms of densities. For this reason we will introduce a concept which is common in mathematical statistics, specifically, the generalized density.

The theoretical basis for the generalized density is the Raydon-Nikodym theorem.

**Theorem** (Radon-Nikodym). If $\omega, \mu$ are two measures defined on the measurable space $(Y, \mathcal{B})$ such that $\omega$ is absolutely continuous with respect to $\mu$ (written $\omega \ll \mu$), and $\mu$ is $\sigma$-finite, then there exists a function $p : Y \to \mathbb{R}$ such that for any measurable set $A \in \mathcal{B}$,

$$\omega(A) = \int_A p(y) \mu(dy)$$

The application of this theorem that is of interest here is due to the fact that if $\omega$ is a probability measure, then

$$\Pr[A] = \omega(A) = \int_A p(y) \mu(dy)$$

so that the function $p(\cdot)$ has the usual property of a probability density. In this setting, the function $p(\cdot)$ is commonly referred to as the generalized density of the probability law $\omega$ with respect to the measure $\mu$ and is often written as $p(y) = \omega(dy)/\mu(dy)$. A more comprehensive discussion of the generalized density can be found in Ref. 6.
In Appendix C we apply the above ideas to obtain generalized densities for the prior probability law $\Pi(d\theta)$. Definitions of absolute continuity and $\sigma$-finite measures are also found there.

2.4 The Observation Space and Real Time Decision Rules

In this section we specify the observation space and the structure of the decision rules for the FRD problem.

The observation space, $X$, is considered first. This space is the set of all possible observations that may occur together with a family of probability measures $\{P(dx|\theta); \theta \in \Theta\}$. Now from Chapter I it is recalled that the FRD decision device observes a waveform that consists of a train of pulses immersed in additive noise. Stated more formally, it has been assumed that some noise process, $n = \{n(t); t \in [0, T]\}$, defined on some appropriate probability space $(\Omega, \mathcal{F}, P)$, is specified and that the observation $x$ consists of a realization of that process plus some signal $s(t;\theta)$, $\theta \in \Theta$. That is,

$$x(t) = n(t) + s(t, \theta) \quad \theta \in \Theta \quad t \in [0, T] \quad (2.20)$$

This equation defines for each $\theta \in \Theta$ a stochastic process $x = \{x(t); t \in [0, T]\}$, on $(\Omega, \mathcal{F}, P)$. Now the viewpoint to be adopted here is as follows. For each $\omega \in \Omega$, $x(t, \omega)$ is a real-valued function defined on $[0, T]$, so that the stochastic process $x$ can be viewed as a mapping from the space $(\Omega, \mathcal{F}, P)$ to the set of real-valued functions defined on $[0, T]$, $\mathbb{R}^{[0, T]}$. Moreover, it is possible
to define a $\sigma$-algebra, $\mathcal{B}$, of subsets of $\mathbb{R}^{[0,T]}$ so that the mapping $x$ can be considered as a random variable taking values in $\mathbb{R}^{[0,T]}$. Thus, for each $\theta \in \Theta$, we may speak of the probability measure $P_\theta(dx)$ as that measure induced by the transformation of Eq. 2.20. We may then take as the observation space $X$, the space $(\mathbb{R}^{[0,T]},\mathcal{B})$ and we may define the family of conditional probability measures $\{P(dx|\theta); \theta \in \Theta\}$ by $P(dx|\theta) = P_\theta(dx)$. Further details on this point of view can be found in Chapter 12 of Ref. 6.

The observation space $X$ defined in the above paragraph is the set of all the observations $x(t), t \in [0,T]$. This space shall be referred to as the total observation space and an $x \in X$ shall be referred to as a total observation. Now in the FRD model, decisions are made at each of the decision times $t_i \in T$. Since each of these decisions is based only on the observation up to time $t_i$, we must also be able to speak of the observation $x(t), t \in [0,t_i)$. This can be done in the following straightforward way. For a given set of allowable decision times $T = \{t_i; t_i = i\Delta, i = 1, \ldots, N\}$, consider the intervals $[t_{i-1}, t_i)$. These intervals partition the interval $[0,T)$. For each $i = 1, \ldots, N$, we can consider the stochastic process $x_i = \{x(t); t \in [t_{i-1}, t_i)\}$. An observation space $X_i$ can be defined for $x_i$ in precisely the same manner as above. This observation space shall be referred to as the space of current observations and an $x_i \in X_i$, as a current observation. In addition, we can define the
observation space

\[ \mathbf{X}_i = X_1 \times \ldots \times X_i = \prod_{j=1}^{i} X_i \]

This observation space will be referred to as the space of observations up to time \( t_i \) and an observation

\[ \mathbf{x}_i = (x_1, \ldots, x_i) \in \mathbf{X}_i \]

will be referred to as the observation up to time \( t_i \).

The probability distributions for \( x_i \) and \( \mathbf{x}_i \) have the obvious definitions in terms of the noise process \( n \) and the definitions of \( x_i = \{x(t); t \in [t_{i-1}, t_i]\} \) and \( \mathbf{x}_i = \{x(t); t \in [0, t_i]\} \). A few properties of these distributions which will be of use later might be mentioned at this point. First, it is easily verified from Eq. 2.15 that for \( t \in [0, t_i) \), \( s(t, \theta) \) can be written as

\[
s(t, \theta) = \sum_{j=1}^{i-1} \int_{[0, \Delta)} I_{\theta_j} p\left(t - \left(\theta_j + t_j - T_p\right)\right) + \int_{[0, T_p)} I_{\theta_1} p\left(t - \left(\theta_1 + t_1 - T_p\right)\right) \quad t \in [0, t_i)
\]

so that for \( t \in [0, t_i) \), \( s(t, \theta) \) and thus \( x(t) \) depend only on \( \mathbf{\theta}_i = (\theta_1, \ldots, \theta_i) \). Therefore, \( P(dx_i | \theta) \) depends only on \( \mathbf{\theta}_i \). By the
same reasoning it can be concluded that for \( t \in [t_{i-1}, t_i] \), \( s(t, \theta) \) can be written as

\[
s(t, \theta) = I_{\{\theta_i \}} \cdot p\left(t - (\theta_{i-1} + t_{i-1} - T_p)\right) \\
+ I_{\{\theta_i \in [0, \Delta]\}} \cdot p\left(t - (\theta_i + t_i - T_p)\right) \\
t_1 \in [t_{i-1}, t_i]
\]

(2.21)

Thus, \( P(dx_1 | \theta) = P(dx_1 | \theta_i, \theta_{i-1}) \).

The remainder of this section is concerned with the decision rule \( \delta \). The decision rule \( \delta \) is a mapping from the observation space \( X \) to the action space \( \mathcal{A} \). In the general decision problem, nothing more need be said about the structure of the decision rule.

In the FRD model, however, it is assumed that the decisions are made in real time. This assumption imposes a special structure on the decision rule \( \delta \).

To investigate this structure, consider a decision time \( t_i \in \mathcal{T} \). At this time the decision-maker either responds, \( a_i = 1 \), or he doesn't respond, \( a_i = 0 \). But since the decisions are to be made in real time, the decision-maker can base this decision only on the information which has become available up to time \( t_i \). This information is of two kinds, the observation up to time \( t_i, \tilde{x}_i \), and the knowledge of what responses have already been made, \( \tilde{a}_i = (a_1, \ldots, a_i) \).
Therefore, the decision at time $t_i$ can be a function only of $\vec{x}_i$ and $\vec{a}_{i-1}$. This function will be denoted by $\delta_i$ and referred to as the component of the decision function $\delta$ at time $t_i$. We then have $a_i = \delta_i(\vec{x}_i, \vec{a}_i)$. The total decision rule $\delta$ is defined as the N-tuple $\delta = (\delta_1, \ldots, \delta_N)$. It should be emphasized in connection with this definition that in order to specify $a_i$ at some time $t_i$ by $a_i = \delta(x_i, a_{i-1})$, the past decisions $\vec{a}_{i-1}$ must have already been specified.

2.5 The Loss Function

It is recalled from Section 2.1 that the loss function is a mapping of pairs $(a, \theta) \in \mathcal{A} \times \Theta$ into the real numbers. The interpretation here is that if the decision-maker chooses the response vector $\vec{a} \in \mathcal{A}$ and if the parameter vector $\vec{\theta} \in \Theta$ is in effect, then a loss $L(\vec{a}, \vec{\theta})$ is incurred. Now, in Section 1.3, two loss functions, a respond-and-hold loss function and a respond-once loss function, were defined. In this section, these loss functions will be expressed in the notation of this chapter. It will be seen that both of these loss functions can be described in terms of a single canonical form.

We begin by expressing the six basic outcomes defined in Section 1.3 in terms of $\vec{a}$ and $\vec{\theta}$. First it is recalled that these outcomes depend on the following conditions: whether or not a response is made at time $t_i$, whether or not a pulse is present at time $t_i$, and whether or not a pulse, present at time $t_i$, is detected prior to time $t_i$. Now, by definition, a response is made at time $t_i$ if $a_i = 1$,
and no response is made at \( t_i \) if \( a_i = 0 \). Furthermore, a pulse is present at time \( t_i \) if \( \theta_i \in [0, T_p) \), and no pulse is present at time \( t_i \) if \( \theta_i = T_p \). Thus it remains to find an expression for the condition that a pulse present at time \( t_i \) is detected prior to time \( t_i \).

To accomplish this, define the most recent response function \( \tau_i; i = 1, \ldots, N \) as follows. Suppose that at time \( t_i \in \mathcal{I} \) responses have been made at the times \( t_1 < t_2 < \ldots < t_\ell < t_i \). Then define the value of the most recent response function at time \( t_i \) by

\[
\tau_i = \begin{cases} 
  t_\ell - (t_i - T_p) & \text{if } t_\ell \in (t_i - T_p, t_i) \\
  0 & \text{if } t_\ell \notin (t_i - T_p, t_i)
\end{cases}
\]

The interpretation of this function is as follows. If no responses occur in the interval \((t_i - T_p, t_i)\) then \( \tau_i = 0 \). On the other hand, if at least one response occurs in this interval, then \( \tau_i \) specifies the time of the most recent response as measured from \( t_i - T_p \). This case is shown in Fig. 2.10. The past responses are denoted by crosses.

To apply the above definition, note that if a pulse present at time \( t_i \) is detected prior to time \( t_i \), then a response must have occurred after that pulse has arrived (see Fig. 1.11). Thus, we must have
Fig. 2.10. The definition of the most recent response function

Fig. 2.11. A previously detected pulse

\[ t_{r\ell} > \sigma \]

or

\[ t_{r\ell} - (t_1 - T_p) > \sigma - (t_1 - T_p) \]

or finally
\[ \tau_i > \theta_i \]

Conversely, the condition that a pulse present at time \( t_i \) is not detected prior to time \( t_i \) is equivalent to the condition,

\[ \tau_i \leq \theta_i \]

With these observations at hand we may immediately write down the definitions of a false alarm, a correct rejection, a detected pulse and an extra detection in terms of \( \bar{a} \) and \( \bar{\theta} \) from the corresponding definitions in Section 1.3.

A false alarm (F) occurs at time \( t_i \) iff

\[ a_i = 1 \quad \text{and} \quad \theta_i = T_p \]

A correct rejection (C) occurs at time \( t_i \) iff

\[ a_i = 0 \quad \text{and} \quad \theta_i = T_p \]

A detected pulse (D) occurs at time \( t_i \) iff

\[ a_i = 1, \quad \theta_i \in [0, T_p) \quad \text{and} \quad \tau_i \leq \theta_i \]

An extra detection (X) occurs at time \( t_i \) iff

\[ a_i = 1, \quad \theta_i \in [0, T_p) \quad \text{and} \quad \tau_i > \theta_i \]
To carry over the definitions of a missed pulse and a rest, note that the condition that time $t_i$ is the last decision opportunity to detect a pulse present at time $t_i$ is equivalent to the condition $\theta_i \in [0, \Delta)$. (See Fig. 2.12.) Thus we must replace the statement $t_i = \sigma + T_p$ in the definitions of Section 1.3 by the statement $\theta_i \in [0, \Delta)$. The resulting definitions for $t_i < t_N$ are as follows.

A missed pulse (M) occurs at time $t_i$ iff

$$a_i = 0, \quad \tau_i = 0 \quad \text{and} \quad \theta_i \in [0, \Delta)$$

A rest (R) occurs at time $t_i$ iff

$$a_i = 0 \quad \text{and} \quad \theta_i \in [\Delta, T_p)$$

or

$$a_i = 0 \quad \text{and} \quad \tau_i > 0 \quad \text{and} \quad \theta_i \in [0, \Delta)$$

![Diagram](image-url)

Fig. 2.12. The condition that time $t_i$ is the last decision opportunity to detect a pulse present at time $t_i$
The terminal time $t_N = T$ requires special consideration since if $a_N = 0$, any pulse present at time $t_N$ that has not been previously detected will be missed.

A missed pulse occurs at time $t_N$ iff

$$a_N = 0 \quad \tau_N < \theta_N \quad \theta_N \in [0, T_p)$$

A correct rejection occurs at time $t_N$ iff

$$a_N = 0 \quad \tau_N \geq \theta_N \quad \theta_N \in [0, T_p)$$

The above definitions of the six basic outcomes are illustrated in Fig. 2.13 below. The outcome associated with a particular decision time $t_1$ is shown beneath that time.

Next it is shown that both the respond-once and the respond-and-hold loss functions defined in Chapter I can be written in terms of a single canonical form. First, consider the respond-once loss function. According to Eq. 1.10, this function is given by

$$\tilde{L} = (L_D - L_M) N_D + L_X N_X + L_F N_F$$

where it is assumed that

$$L_D < L_M, \quad L_X \geq 0 \quad \text{and} \quad L_F > 0$$

In the remainder of this report it will be convenient to normalize
Fig. 2.13. An illustration of the six basic events
(a) a typical pulse sequence,
(b) the corresponding values of θ_i, and
(c) a typical response vector and the corresponding decision outcomes.
this loss function by dividing through by $L_M - L_D$. The resulting loss function can then be written as

$$L = W_X N_X + W_F N_F - N_D$$  \hspace{1cm} (2.22a)

where

$$W_X = \frac{L_X}{(L_M - L_D)} \geq 0$$  \hspace{1cm} (2.22b)

and

$$W_F = \frac{L_F}{(L_M - L_D)} > 0$$  \hspace{1cm} (2.22c)

Next, consider the respond-and-hold loss function. From Eq. 1.7,

$$\tilde{L} = (L_D - L_M) N_D + (L_D^T - L_M^T) T_D + (L_F^T - L_C^T) T_F$$

where

$$L_D \leq L_M, \quad L_D^T \leq L_M^T \quad \text{and} \quad L_F^T \leq L_C^T$$

First, it is necessary to relate $T_D$ and $T_F$ to $N_D$, $N_X$ and $N_F$. To do this, note from Fig. 2.14 that, if it is assumed that the pulses can arrive only at discrete times and that these times are also decision times, then

$$T_F = \Delta N_F$$  \hspace{1cm} (2.23a)

and
\[ T_D = \Delta(N_X + N_D) \]  \hspace{1cm} (2.23b)

Fig. 2.14. The relation between \( T_D \), \( T_F \) and \( N_X, N_D \) and \( N_F \)

It might also be pointed out that if the pulses are allowed to arrive continuously, then Eq. 2.23 still holds approximately, providing \( \Delta \) is small. In either case, we will substitute Eq. 2.23 into Eq. 2.22a to write the loss function as
\[ \hat{L} = [(L_D - L_M) + \Delta(L_D^T - L_M^T)] N_D + \Delta(L_D^T - L_M^T) N_X \]
\[ + \Delta(L_F^T - L_C^T) N_F \]

Finally, this function is normalized by dividing through by \( L_M - L_D \)
\[ + \Delta(L_M^T - L_D^T) \]. The resulting respond-and-hold loss function is

\[ L = W_X'' N_X + W_F'' N_F - N_D \tag{2.24a} \]

where

\[ W_X'' = \frac{(L_D^T - L_M^T)}{[(L_M^T - L_D) + \Delta(L_M^T - L_D^T)]} \tag{2.24b} \]

and

\[ W_F'' = \frac{(L_F^T - L_C^T)}{[(L_M^T - L_D) + \Delta(L_M^T - L_D^T)]} \tag{2.24c} \]

In the above paragraphs we have shown that both the respond-once and the respond-and-hold loss functions can be written in terms of the single canonical form

\[ L = W_X N_X + W_F N_F - N_D \tag{2.25} \]

Thus, for the purpose of analysis we can work with the loss function of Eq. 2.25. When it is necessary to interpret this function in terms of a specific decision device, set \( W_X \) and \( W_F \) equal to \( W_X' \) and \( W_F' \) or to \( W_X'' \) and \( W_F'' \) depending on whether the decision device
is a respond-once or a respond-and-hold decision device.

It might also be pointed out here that we may distinguish between the two cases by whether or not \( W_X \geq 0 \). That is, it is easily concluded from Eqs. 2.22 and 2.24 that the respond-once decision devices are associated with values of \( W_X \geq 0 \) and the respond-and-hold decision devices are associated with values of \( W_X \) satisfying

\[-1 \leq W_X < 0\]

The special case \( W_X = 0 \) is the maximum pulse detection (MPD) device and the special case \( W_X = -1 \) is the maximum detection time (MDT) device.

To complete the definition of the loss function it is necessary to find expressions for \( N_X^r, N_D^r \) and \( N_F^r \) in terms of \( \overline{a^r} \) and \( \overline{\theta^r} \). To this end, we appeal to the definitions of the extra detection outcome, the detected pulse outcome and the false alarm outcome.

From these definitions it is clear that

\[
N_X^r(\overline{a^r}, \overline{\theta^r}) = \sum_{i=1}^{N} I(\tau_i^r, a_i^r, \theta_i^r) \quad \{a_i^r=1, \theta_i^r < \tau_i^r, \theta_i^r \in [0, T_p^r]\}
\]

\[
N_D^r(\overline{a^r}, \overline{\theta^r}) = \sum_{i=1}^{N} I(\tau_i^r, a_i^r, \theta_i^r) \quad \{a_i^r=1, \theta_i^r \geq \tau_i^r, \theta_i^r \in [0, T_p^r]\}
\]

(2.26a)

(2.26b)
and

\[ N_F(\vec{a}, \vec{\theta}) = \sum_{i=1}^{N} I(a_i, \theta_i) \{a_i = 1, \theta_i = T_p\} \tag{2.26c} \]

where \( I_B(\theta) \) denotes the indicator function for the set \( B \). We may then substitute these expressions into Eq. 2.25 to obtain

\[ L(\vec{a}, \vec{\theta}) = \sum_{i=1}^{N} L_i(\tau_i, a_i, \theta_i) \tag{2.27a} \]

where

\[ L_i(\tau_i, a_i, \theta_i) = W_F I(a_i, \theta_i) + W_X I(\tau_i, a_i, \theta_i) \{a_i = 1, \theta_i = T_p\} + I(\tau_i, a_i, \theta_i) \{a_i = 1, \theta_i < \tau_i, \theta_i \in [0, T_p]\} \]

\[ -I(\tau_i, a_i, \theta_i) \{a_i = 1, \theta_i \geq \tau_i, \theta_i \in [0, T_p]\} \tag{2.27b} \]

This completes the derivation of the loss function for the FRD problem.
CHAPTER III

THE PERFORMANCE OF FRD DECISION DEVICES

In Chapter II we introduced the mathematical model for the FRD problem. In Section 2.1 of that chapter the Bayes procedure was introduced as the means of obtaining optimum decision rules. This procedure is useful primarily because it has the advantage of being applicable in any decision problem where it is possible to characterize the losses and the prior knowledge.

The Bayes risk $r(\delta)$ can also be used to compare the quality of suboptimum rules. Specifically, if $\delta'$ and $\delta''$ are two decision rules, then $\delta'$ is said to be "better than" $\delta''$ if the Bayes risk $r(\delta')$ is less than the Bayes risk $r(\delta'')$. This means of comparing performance, however, has one major drawback. Namely, it loses meaning if the losses and the prior probabilities are not held constant. For example, in classical detection theory it is possible to find two decision rules $\delta'$ and $\delta''$, where $\delta'$ is the optimum Bayes rule for a particular set of losses and prior probabilities, $\delta''$ is suboptimum for a different set of losses and prior probabilities, but yet $r(\delta'') < r(\delta')$.

What is needed is a means of comparing the performance of different decision rules which is independent of the specific losses and prior knowledge. In classical detection theory, this is done in
terms of performance sets and ROC curves. In this chapter we will develop an analogous characterization for the FRD problem.

3.1 A Review of Performance in Classical Detection Theory

In classical detection theory, two numbers $P_D$ and $P_F$, the probability of detection and the probability of false alarm, are calculated for each decision rule. These numbers are plotted as a point $(P_F, P_D)$ in the unit square. The locus of all points corresponding to all possible decision rules is known as the performance set. Through the notion of the randomized decision rule it can be shown that the performance set is convex. Moreover, it contains the points $(0, 0)$ and $(1, 1)$, the former corresponding to the receiver that never responds and the latter corresponding to the receiver that always responds. Since this set is convex, it also contains the line segment connecting these points. This line segment is usually referred to as the chance diagonal. An additional property of the performance set is that it is symmetric about the point $(1/2, 1/2)$. That is, if $(P_F, P_D)$ is a point in the set corresponding to a particular decision rule, then there is a decision rule, known as the antipodal decision rule, whose performance plots as the point $(1 - P_F, 1 - P_D)$. A typical performance set is shown in Fig. 3.1.

A criterion of performance can be defined in terms of the performance set as follows. Specifically, a decision rule corresponding
Fig. 3.1. A typical performance set for the classical detection problem

to the point $(P'_F, P'_D)$ is said to be "better than" a decision rule corresponding to the point $(P''_F, P''_D)$ if the point $(P'_F, P'_D)$ lies to the left and above the point $(P''_F, P''_D)$. That is, if $P'_F < P''_F$ and $P'_D > P''_D$.

It is quickly recognized that the "best" decision rules are those corresponding to points on the upper boundary of the performance set.

This upper boundary is referred to as the optimum receiver operating characteristic (ROC). One of the main results of classical detection theory is that the ROC is actually contained in the performance set, so that, in fact, the best decision rules do exist. A more comprehensive discussion of these concepts can be found in Ref. 8.

In classical detection theory, the Bayes procedure can be interpreted in terms of the performance set in the following manner.
Recall from Appendix A that the Bayes risk of a decision rule \( \delta \) can be written as

\[
\begin{align*}
    r(\delta) &= \Pr[SN] (L_D - L_M) P_D + \Pr[N] (L_F - L_C) P_F \\
    &\quad + (\Pr[SN] L_M + \Pr[N] L_C)
\end{align*}
\]

or

\[
P_D = \frac{W_F}{L_0} P_F - \left[ r(\delta) - (W_M + W_C/L_0) \right] \quad (3.1)
\]

where

\[
W_F = (L_F - L_C)/(L_M - L_D)
\]

\[
W_M = L_M/(L_M - L_D), \quad W_C = L_C/(L_M - L_D)
\]

and

\[
L_0 = \Pr[SN]/\Pr[N]
\]

In the unit square this equation plots as a line with slope \( W_F/L_0 \) and intercept

\[
c(\delta) = -\left[ \frac{r(\delta) - (L_M + L_C/L_0)}{(L_M - L_C)} \right]
\]

The Bayes decision rule \( \delta_0 \) is then characterized by the point
\((p_F^0, p_D^0)\) that supports the Bayes risk line of Eq. 3.1. This is illustrated in Fig. 3.2.

![Diagram](image)

**Fig. 3.2.** The geometrical relation between the Bayes rule and the performance set

### 3.2 Performance Sets for the FRD Decision Rules

In the preceding section, it was seen that, in classical detection theory, the performance set is defined in terms of two probabilities, \(p_D\) and \(p_F\). Since FRD decision devices also make detections, false alarms and in addition extra detections, it might seem reasonable to define the performance set in terms of three probabilities, \(p_D\), \(p_F\) and \(p_X\). The difficulty here, however, is that these probabilities now depend on the decision times \(t_1\). This is easily seen to be the case by considering the decision device that does not respond at the
decision times $t_i$, for $i$ even. For this device, $P_D$, $P_F$ and $P_X$ must be zero at these times, since a detection, a false alarm or an extra detection can occur only if the device responds. Thus, in general, we must associate sequences of probabilities to the FRD decision rules.

The difficulty in dealing directly with sequences of probabilities can be avoided by dealing instead with the rates at which the pertinent events occur. This approach will be followed here. In this section, we first define the rates of the various events. Next, we investigate the relations that exist between these rates. Finally, we define two performance sets, one for R-O decision devices and one for R-H decision devices, in terms of certain "normalized rates."

To begin, we define the rate of the event $\beta$, where $\beta$ denotes one of the six events: false alarm, detection, extra detection, rest, correct rest, or miss. Recall from Section 2.5 that $N_\beta(\delta(x), \theta)$ denotes the number of times the event $\beta$ occurs when the observation is $x$, the decision rule $\delta$ is used, and the pulses are described by $\theta$. Now, the rate of the event $\beta$, denoted by $r_\beta(\delta)$, is the average number of times the event $\beta$ occurs per unit time. Thus we have the definition

$$r_\beta(\delta) = \frac{E}{\mathcal{T}} \left[ N_\beta(\delta(x), \theta) \right]$$  \hspace{1cm} (3.2)
An alternate form for this definition can be obtained by substituting the expressions for \( N_{\beta}(\delta(x), \theta) \) given in Eq. 2.26 in Section 2.5 into Eq. 3.2. Then,

\[
\begin{align*}
    r_F(\delta) &= \frac{E_{X, \theta} \left[ \sum_{j=1}^{N} I(a_j, \theta_j) \right]}{T} \\
    &= \frac{\sum_{j=1}^{N} E_{X, \theta} \left[ I(a_j, \theta_j) \right]}{T} \\
    &= \frac{\sum_{j=1}^{N} \Pr [a_j = 1, \theta_j = T_p]}{T} \quad (3.3a)
\end{align*}
\]

Similarly,

\[
\begin{align*}
    r_D(\delta) &= \frac{\sum_{j=1}^{N} \Pr [a_j = 1, \tau_j \leq \theta_j ; \theta_j \epsilon [0, T_p)]}{T} \quad (3.3b)
\end{align*}
\]

and

\[
\begin{align*}
    r_X(\delta) &= \frac{\sum_{j=1}^{N} \Pr [a_j = 1, \tau_j > \theta_j ; \theta_j \epsilon [0, T_p)]}{T} \quad (3.3c)
\end{align*}
\]

Thus, in general, \( r_{\beta}(\delta) \) can be expressed as
\[ r^\beta(\delta) = \frac{\sum_{j=1}^{N} p^\beta_j}{T} \]  \hspace{1cm} (3.4)

where

\[ p^\beta_j = \Pr[\text{event } \beta \text{ occurs at time } t_j] . \]

It should be emphasized that \( p^\beta_j \) is not the same as the corresponding \( p^\beta \) in classical detection theory. For example, \( p^D_j \) is the probability that a detection occurs at time \( t_j \) whereas \( p^D \) is the probability that a detection occurs given that signal is present.

Next, we investigate the relation that exists between the different rates. To this end, note from Fig. 2.13 that at any decision time that is not covered by a pulse either a false alarm or a correct rejection occurs. Thus, if \( N_N(\theta) \) is the number of decision times in the interval \([0,T]\) that are not covered by a pulse, then

\[ N_F(\delta(x), \theta) + N_C(\delta(x), \theta) = N_N(\theta) \]  \hspace{1cm} (3.5)

Furthermore, at any decision time that is covered by a pulse, either a detection, an extraneous detection, a rest or a miss occurs. Thus, if \( N_S(\theta) \) is the number of decision times in the interval \([0,T]\) that are covered by a pulse, then

\[ N_D(\delta(x), \theta) + N_X(\delta(x), \theta) + N_R(\delta(x), \theta) + N_M(\delta(x), \theta) = N_S(\theta) \]  \hspace{1cm} (3.6)
Now, recall from Eq. 1.5 that

\[ N_D(\delta(x), \theta) + N_M(\delta(x), \theta) = N_p(\delta) \]  

(3.7)

If Eq. 3.7 is substituted into Eq. 3.6 the result is

\[ N_X(\delta(x), \theta) + N_R(\delta(x), \theta) = N_S(\theta) - N_p(\theta) \]  

(3.8)

Finally, divide Eqs. 3.5 and 3.6, and 3.8 by \( T \) and take expected values to obtain

\[ r_F + r_C = r_N \]  

(3.9a)

\[ r_X + r_R = r_S - r_p \]  

(3.9b)

\[ r_D + r_M = r_p \]  

(3.9c)

The significance of Eq. 3.9 is as follows. Each decision device \( \delta \) is completely characterized by the six rates \( r_F(\delta), r_C(\delta), r_D(\delta), r_M(\delta), r_X(\delta), r_R(\delta) \). Now if \( r_p, r_N \) and \( r_S \) are fixed, then the right hand sides of the above equations are constant. Thus, the performance of each receiver can be completely specified by the three rates \( r_D(\delta), r_F(\delta) \) and \( r_X(\delta) \).

The dependency of Eq. 3.9 on the numbers \( r_p, r_S, \) and \( r_N \) can be removed in the following way. First, note from Appendix E that
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\[ r_p = \frac{\Pr[\theta_i \epsilon [0, T_p]]}{T_p} \]  

(3.10a)

\[ r_N = m \frac{\Pr[\theta_i = T_p]}{T_p} \]  

(3.10b)

\[ r_S = m \frac{\Pr[\theta_i \epsilon [0, T_p]]}{T_p} = m r_p \]  

(3.10c)

Here \( \Pr[\theta_i \epsilon [0, T_p]] \) and \( \Pr[\theta_i = T_p] \) are the prior probabilities of the events "a pulse arrives in an interval of length \( T_p \)" and "no pulse arrives in an interval of length \( T_p \)", respectively. Now make the following definitions:

\[ R_D = r_D / r_p \quad R_X = r_X / r_p \]

\[ R_M = r_M / r_p \quad R_R = r_R / r_p \]

\[ R_F = r_F / (r_N / m) = r_F / [\Pr[\theta = T_p] / T_p] \]

\[ R_C = r_C / (r_N / m) = r_C / [\Pr[\theta = T_p] / T_p] \]  

(3.11)

Finally, substitute Eq. 3.11 into Eq. 3.9. The result is

\[ R_D + R_M = 1 \]  

(3.12a)

\[ R_X + R_R = m - 1 \]  

(3.12b)
\[ R_F + R_C = m \]  

(3.12c)

These equations depend only on the number of decision opportunities per pulse, \( m \). The quantities \( R_\beta \) in Eq. 3.11 will be referred to hereafter as the normalized rates of the events \( \beta \) or, if it is clear from the context, as simply the rate of the event \( \beta \). These normalized rates can be interpreted as follows. The rates \( r_D, r_X, r_M \) and \( r_R \) are rates of events that occur when a signal pulse is present. Thus, \( R_D, R_X, R_M \) and \( R_R \) are the results of normalizing these rates by dividing through by \( r_p = \Pr[\theta \epsilon [0, T_p)] / T_p \). On the other hand, the rates \( r_F \) and \( r_C \) are rates of events that occur when no pulse is present. Thus, \( R_F \) and \( R_C \) are the results of normalizing \( r_F \) and \( r_C \) by dividing through by \( r_N / m = \Pr[\theta_i = T_p] / T_p \).

\[
\lim_{N \to \infty} r_\beta = \lim_{N \to \infty} \left[ \sum_{i=1}^{N} \frac{\beta}{N \Delta} \right]
\]

We now define the performance set for the respond-once decision devices. As in classical detection theory, we should like the performance set to characterize the performance of all of the possible R-O decision devices. From Eq. 3.12 it is seen that this can be done by specifying for each device \( \delta \) the three rates, \( R_X(\delta), R_F(\delta), \) and \( R_D(\delta) \). Thus, we shall make the following formal definition.
The performance set \( \mathcal{P}(m) \) is the subset of \( \mathbb{R}^3 \) defined by

\[
\mathcal{P}(m) = \{ (y_1, y_2, y_3) \in \mathbb{R}^3 \; ; \text{there exists a decision rule} \; \delta \in \mathcal{D}(m) \; \text{with} \; R_X(\delta) = y_1, \; R_F(\delta) = y_2 \; \text{and} \; R_D(\delta) = y_3 \}
\]

We shall sometimes refer to \( \mathcal{P}(m) \) as the image of the set of decision rules \( \mathcal{D}(m) \) and to a point

\[
R(\delta) = (R_X(\delta), \; R_F(\delta), \; R_D(\delta))
\]

as the image of the decision rule \( \delta \).

The performance set \( \mathcal{P}(m) \) is most aptly suited to the respond-once decision devices, since, for these devices, the quantities of interest are \( R_X, R_F \) and \( R_D \). In dealing with the respond-and-hold decision devices, however, we should like to relate these quantities to the average detection time and the average false alarm time. This can be done as follows. Define the normalized detection duty \( D_D \) and the normalized false alarm duty \( D_F \) by

\[
D_D = \frac{E(T_D / T)}{E(T_S / T)}
\]

and
\[ D_F = \frac{E[T_F/T]}{E[T_N/T]} \]

Now recall from Eq. 2.23 of Section 2.5 that

\[ T_F = \Delta N_F \]

and

\[ T_D = \Delta(N_D + N_X) \]

Also, note that by employing the same reasoning used to obtain Eq. 2.23, we may write

\[ T_S = \Delta N_S \]

and

\[ T_N = \Delta N_N \]

Now, substitute for \( T_D \) and \( T_S \) into the equation for \( D_D \) to obtain

\[ D_D = \frac{E[\Delta(N_D + N_X)/T]}{E[\Delta N_S/T]} \]

\[ = \frac{r_D + r_X}{r_S} \]
or finally

\[ D_D = \frac{1}{m} (R_D + R_X) \]

with the last equality following from Eq. 3.9. Next, substitute for \( T_F \) and \( T_N \) into the equation for \( D_F \) to obtain

\[ D_F = \frac{E\{\Delta N_F/T\}}{E\{\Delta N_N/T\}} \]

\[ = \frac{r_F}{r_N} \]

\[ = \left[ \frac{r_F}{(r_N/m)} \right] \frac{1}{m} \]

or finally

\[ D_F = \frac{R_F}{m} \]

Now the point to be made here is that if we have the performance point,
\[ R(\delta) = (R_x(\delta), \ R_F(\delta), \ R_D(\delta)) \]

then we can associate with this point another performance point

\[ D(\delta) = (D_D(\delta), \ D_F(\delta), \ R_D(\delta)) \]

by the transformation

\[ D_D(\delta) = (R_x(\delta) + R_D(\delta))/m \quad \text{(3.13)} \]

\[ D_F(\delta) = R_F(\delta)/m \]

\[ R_D(\delta) = R_D(\delta) \]

Thus we can also define the performance set for the respond-and-hold decision devices, \( \mathcal{H}(m) \), either by the definition

\[ \mathcal{H}(m) = \{ y \in \mathbb{R}^3 ; \text{there exists a } \delta \in \mathcal{D}(m) \text{ with} \]

\[ D_D(\delta) = y_1, \ D_F(\delta) = y_2 \text{ and } R_D(\delta) = y_3 \} \]

or as the image of \( \mathcal{I}(m) \) under the transformation of Eq. 3.13. In either case, we will hereafter refer to the performance sets \( \mathcal{I}(m) \) and \( \mathcal{H}(m) \) as the respond-once performance set and the respond-and-hold performance set, respectively.
3.3 Some General Properties of the Performance Sets

In this section, some general properties of the performance sets $\mathcal{J}(m)$ and $\tilde{\mathcal{J}}(m)$ are developed. First some simple bounds on these sets are derived. Next, a notion of randomized decision rules is introduced to insure that $\mathcal{J}(m)$ and $\tilde{\mathcal{J}}(m)$ are convex. This convexity is then used to extend the notion of a chance diagonal to the FRD problem. Next the relationship between the performance of a given decision device $\delta$ and the performance of the "inverse" antipodal decision device is determined. Finally, we verify the "most recent response" rule introduced in Section 1.3.

We first show that the set $\mathcal{J}(m)$ is contained in a triangular shaped wedge in the positive quadrant of $\mathbb{R}^3$. That $\mathcal{J}(m)$ lies in the positive quadrant is immediately evident from the fact that, by definition, $r_{\beta}(\delta)$ is non-negative and, hence, $R_{\beta}(\delta)$ is also non-negative. Furthermore, from Eq. 3.12 it follows that $\mathcal{J}(m)$ must lie in the rectangular volume.

\[ 0 \leq R_X \leq m-1 \]
\[ 0 \leq R_F \leq m \]
\[ 0 \leq R_D \leq 1 \]

The final result appears in the following theorem and its corollary.
Theorem 3.1  The performance set \( \mathcal{J}(m) \) is contained in the region defined by

\[
0 \leq R_F \leq m \quad (3.14)
\]

\[0 \leq R_X \leq (m-1)\]

and

\[R_X/(m-1) \leq R_D \leq 1\]

Proof.  From the above remarks, it is only necessary to show that

\[
\frac{R_X}{m-1} \leq R_D
\]

We reason as follows.  An extra detection cannot be covered by a pulse that is not detected.  Furthermore, any pulse that is detected cannot cover more than \( m-1 \) extra detections.  Thus, \( N_X \leq (m-1) N_D \).  Dividing by \( T \), taking the expected value, and then normalizing yields the desired result.

Corollary 3.2  The performance set \( \tilde{\mathcal{J}}(m) \) is contained in the region.

\[
0 \leq D_D \leq 1 \quad (3.15)
\]

\[
0 \leq D_F \leq 1
\]

\[D_D \leq R_D \leq \min[1, \frac{D_D}{m}]\]
Proof. The result follows immediately by applying the linear transformation of Eq. 3.13 to the triangular wedge of Theorem 3.1.

The regions of Theorem 3.1 and its corollary are illustrated in Fig. 3.3.
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Fig. 3.3. The region containing $\mathcal{J}(m)$ and $\tilde{\mathcal{J}}(m)$

Next we show that the performance sets are convex. In classical detection theory, this is accomplished by introducing the notion of the randomized decision rule. The same idea can be extended to the FRD problem. The physical interpretation is as follows. Suppose that $\delta'$ and $\delta''$ are two decision devices. Further, suppose that, before a decision device is to be put into operation, we
perform a random experiment with two outcomes, say "A" and "B", with probabilities \( p \) and \( 1-p \) respectively. If the outcome "A" is observed, we use \( \delta' \), and, if the outcome "B" is observed, we use \( \delta'' \). Then, the \( \beta \)-rate for the randomized receiver \( \delta \) is

\[
\beta(\delta) = \frac{E[N_{\beta}(\delta(x), \theta)|\delta=\delta'] \cdot p + E[N_{\beta}(\delta(x), \theta)|\delta=\delta''] \cdot (1-p)}{\text{T}}
\]

\[
= \beta(\delta') \cdot p + \beta(\delta'') \cdot (1-p)
\]

Dividing through by the proper normalizing factor, yields

\[
\beta(\delta) = \beta(\delta') \cdot p + \beta(\delta'') \cdot (1-p)
\]

(3.16)

From Eq. 3.16 we obtain the desired theorem and its corollary.

**Theorem 3.3** The performance set \( \mathcal{J}(m) \) is convex.

**Proof.** It is recalled that a set \( S \) is convex, if, given any two points \( a, b \in S \), the line segment

\[
ap + b(1-p), \ p \in [0,1]
\]

is in \( S \). Now, we have shown that, given any two decision devices \( \delta' \) and \( \delta'' \) with images

\[
R(\delta') = (R_x(\delta'), \ R_F(\delta'), \ R_D(\delta'))
\]

and
\[ R(\delta'') = (R_X(\delta''), R_F(\delta''), R_D(\delta'')) \]

in \( \mathcal{I}(m) \), there exists a decision device \( \delta \) with image

\[ R(\delta') p + R(\delta'') (1-p) \]

in \( \mathcal{I}(m) \). Since this holds for all \( p \in [0,1] \), it follows that \( \mathcal{I}(m) \) is convex.

**Corollary 3.4** The performance set \( \mathcal{I}(m) \) is convex.

**Proof.** The set \( \tilde{\mathcal{I}}(m) \) is obtained as the image of \( \mathcal{I}(m) \) under the linear transformation of Eq. 3.13. Thus, the conclusion follows, since the image of a convex set under a linear transformation is convex.

The convexity properly can be used to extend the notion of a chance diagonal to the FRD problem. The procedure is basically the same as that followed in classical detection theory. First, consider the decision device that never responds. Since a detection, a false alarm or an extraneous detection can occur only if the decision devices respond, we have \( r_D = r_F = r_X = 0 \), and thus \( R_D = R_F = R_X = 0 \). Hence, the point \((0, 0, 0) \in \mathcal{I}(m)\).

Next consider the decision device that always responds. For this device, \( r_C = r_R = r_M = 0 \), since correct rejections, rests and misses occur only when the device does not respond. Thus,
\[ R_C = R_R = R_M = 0 \] and by Eq. 3.12 \( R_X = m-1, R_F = m \) and \( R_D = 1 \). Thus, the point \((m-1, m, 1) \in \mathcal{J}(m)\).

Finally, consider the decision device that responds every \(m\)th time. Its performance is determined as follows. First, note that since each pulse covers \(m\) successive decision times, each pulse must cover one and only one decision time at which a response is made. Thus, \(N_D = N_p\) and \(N_X = 0\). It follows that \(R_D = 1\) and \(R_X = 0\). Now, \(r_F\) is given by

\[
r_F = \sum_{i=1}^{N} \frac{\Pr[a_i = 1, \theta_i = T_p]}{T}
\]

But, if \(i \neq m\), \(a_i = 0\) so that \(\Pr[a_i = 1, \theta_i = T_p] = 0\). On the other hand, if \(i = m\), then \(a_i = 1\) so that \(\Pr[a_i = 1, \theta_i = T_p] = \Pr[\theta_i = T_p]\). It then follows that,

\[
r_F = \frac{(N/m) \Pr[\theta_i = T_p]}{N\Delta}
\]

\[
= \frac{\Pr[\theta_i = T_p]}{T_p}
\]

\[
= r_{N/m}
\]

so that by Eq. 3.11

\[ R_F = 1 \]
Thus, the receiver that responds every $m$th time has the performance point $(0,1,1)$.

The convexity theorem can now be applied to the performance points $(0,0,0)$, $(0,1,1)$ and $(m-1,m,1)$ to obtain additional points in $\mathcal{I}(m)$. By Theorem 3.3 every point on the line segments connecting these points must be in $\mathcal{I}(m)$. Moreover, by convexity, every point in the segment of the plane bounded by these lines and segments is in $\mathcal{I}_T(m)$. (See Fig. 3.4.)

![Diagram showing randomization between performance points](image-url)

**Fig. 3.4** The randomization between the performance points $(0,0,0)$, $(0,1,1)$ and $(m-1,m,1)$

The segment of the plane shown in Fig. 3.4 can be interpreted as follows. First, note that every point on the line connecting the points $(0,0,0)$ and $(m-1,m,1)$ can be obtained by
randomizing between a decision device that always responds and a
decision device that never responds. Thus, this line has the usual
property of a chance diagonal. Next from the remarks preceeding
the statement of Theorem 3.8 in Section 3.4, it is clear that,
among all decision devices that have images in the \( R_X = 0 \) plane,
the decision device with image \((0, 1, 1)\) responds as often as pos-
sible. Thus, the line connecting the points \((0, 0, 0)\) and \((0, 1, 1)\) has
the usual property of a chance diagonal. Finally, it is noted that
any other point in the segment of the plane illustrated in Fig. 3.4 can
be obtained by randomizing between points on the lines.

\[
(0, 0, 0) \ p + (0, 1, 1) \ (1-p) \quad p \in [0, 1]
\]

and

\[
(0, 0, 0) \ p + (m-1, m, 1) \ (1-p) \quad p \in [0, 1]
\]

Thus, the segment of the plane shown in Fig. 3.4 can be inter-
preted as a "chance plane" for the performance set \( \mathcal{A}(m) \). The
equation of this plane is easily seen to be

\[
R_X + R_D - R_F = 0 \quad (3.17)
\]

A chance plane for the performance set \( \mathcal{A}(m) \) can be ob-
tained by applying the transformation of Eq. 3.13 to Eq. 3.17. The
resulting chance plane is then given by

\[
D_D - D_F = 0 \quad (3.18)
\]
The segment of this plane that is contained in $\tilde{\mathcal{H}}(m)$ is illustrated in Fig. 3.5.
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Fig. 3.5 The chance plane for $\tilde{\mathcal{H}}(m)$

Next we investigate a certain relationship that exists between the points in $\mathcal{H}(m)$ and $\tilde{\mathcal{H}}(m)$. To begin, it is recalled that, in classical detection theory, the antipodal decision rule $\delta^a$ of a decision rule $\delta$ is the decision rule that responds only when $\delta$ does not respond, and conversely. This idea can be extended to the FRD problem as follows. For a given decision rule

$$\delta = (\delta_1, \ldots, \delta_N)$$
define the antipodal decision rule, $\delta^a$, by

$$\delta^a = (\delta_1^a, \ldots, \delta_N^a)$$

where

$$\delta_i^a(\overline{x}_i, \overline{a}_{i-1}) = \begin{cases} 1 & \text{if } \delta_i(\overline{x}_i, \overline{a}_{i-1}) = 0 \\ 0 & \text{if } \delta_i(\overline{x}_i, \overline{a}_{i-1}) = 1 \end{cases}$$

The interpretation here is that $\delta^a$ responds at those times that $\delta$ does not respond and fails to respond at those times that $\delta$ responds.

The performance of the antipodal decision rule $\delta^a$ is related to the performance of $\delta$ by the following theorem and its corollary.

**Theorem 3.5** If $\delta^a$ is the antipodal decision rule for $\delta$, then

$$R_F(\delta^a) = m - R_F(\delta) \quad (3.19a)$$

$$R_D(\delta^a) + R_X(\delta^a) = m - [R_D(\delta) + R_X(\delta)] \quad (3.19b)$$

**Proof.** Fix the decision device $\delta$, the observation $X$ and the pulse sequence $\theta$, and let $N_{r_N}(\delta(x), \theta)$ be the number of responses that occur at the decision times that are not covered by a pulse. Similarly, let $N_{r_S}(\delta(x), \theta)$ be the number of responses occurring at decision times that are covered by a pulse. Then it follows immediately that,
\[ N_{r_N}(\delta(x), \theta) = N_{r_N}(\delta(x), \theta) \]

and

\[ N_{r_S}(\delta(x), \theta) = N_{D}(\delta(x), \theta) + N_{X}(\delta(x), \theta) \]

Now the antipodal device \( \delta^a \) responds at those times that \( \delta \) does not respond at and vice versa. Thus,

\[ N_{r_N}(\delta^a(x), \theta) = N_{N}(\theta) - N_{r_N}(\delta(x), \theta) \]

and

\[ N_{r_S}(\delta^a(x), \theta) = N_{S}(\theta) - N_{r_S}(\delta(x), \theta) \]

Combining the above equations results in

\[ N_{F}(\delta^a(x), \theta) = N_{N}(\theta) - N_{F}(\delta(x), \theta) \]

and

\[ N_{D}(\delta^a(x), \theta) + N_{X}(\delta^a(x), \theta) = N_{S}(\theta) - \left( N_{D}(\delta(x), \theta) + N_{X}(\delta(x), \theta) \right) \]

Dividing by \( T \), taking expected values and normalizing yields Eq. 3.19. This completes the proof.

**Corollary 3.6** If \( \delta^a \) is the antipodal decision rule for \( \delta \), then

\[ D_{F}(\delta^a) = 1 - D_{F}(\delta) \]
\[ D_D(\delta^a) = 1 - D_D(\delta) \]  \hspace{1cm} (3.20b)

**Proof.** Eq. 3.20 follows immediately from Eq. 3.19 by the transformation of Eq. 3.13.

The above theorem and its corollary have an interesting geometrical interpretation. To see this, we first combine Eqs. 3.19a and b to obtain

\[
R_X(\delta^a) + R_D(\delta^a) - R_F(\delta^a)
\]

\[
= - \left[ R_X(\delta) + R_D(\delta) - R_F(\delta) \right] \hspace{1cm} (3.21)
\]

Next, it is noted that the plane defined by

\[ R_X + R_D - R_F = c \]

is a plane parallel to the chance plane and located at a normal distance of \( c \) away from the chance plane. Thus it is evident from Eq. 3.21 that the two points \( R(\delta^a) \) and \( R(\delta) \) are located on opposite sides of the chance plane and at equal distances from the chance plane. Precisely the same reasoning can be used to conclude that the two points \( D(\delta^a) \) and \( D(\delta) \) are on opposite sides of the chance plane for \( \tilde{I}(m) \) and at equal distances from that plane.

This section is concluded by strengthening the most recent response rule. Recall that it was conjectured in Chapter I that it
is sufficient to consider only decision devices that depend upon the previous decisions only through the time of the most recent response in the interval \((t_i-T_p^+, t_i)\). This conjecture is now shown to be true in the following sense. Given any point in the performance set, \(\mathcal{J}(m)\), there is a decision device that obeys the most recent response rule and that has that point as its image. Formally, we have the following theorem.

**Theorem 3.7** If \((y_1, y_2, y_3) \in \mathcal{J}_T(m)\), then there exists a \(\delta = (\delta_1, \ldots, \delta_N) \in \mathcal{D}(m)\) such that \(y_1 = R_X(\delta)\), \(y_2 = R_X(\delta)\) and
\[
\delta_i(\vec{x}_i, \vec{a}_{i-1}) = \delta_i(\vec{x}_i, \tau_i)
\]
where \(\tau_i\) is the most recent response function of Section 2.3.

The proof of Theorem 3.7 is found in Appendix F.

### 3.4 The Inhibit Rule and the \(R_X = 0\) Plane

In Section 1.4 we introduced the ROMF decision device. This device responds if the output of a matched filter exceeds a fixed threshold \(\beta\) and if no responses have been made at any of the previous \(m-1\) decision opportunities. This last condition is imposed to insure that no extra detections result. We have called such a condition the "inhibit" rule. In this section, we investigate decision devices which obey the inhibit rule.
Before proceeding, the notion of the inhibit rule must be made more precise. In Appendix F it is shown that the component \( \delta_i \) of any decision rule \( \delta \) can be expressed in terms of a response set \( A_i(\overline{x}_{i-1}, \tau_i) \). Specifically,

\[
\delta_i(\overline{x}_i, \tau_i) = \begin{cases} 
1 & \text{if } x_i \in A_i(\overline{x}_{i-1}, \tau_i) \\
0 & \text{if } x_i \notin A_i(\overline{x}_{i-1}, \tau_i) 
\end{cases}
\]

The interpretation of the response set \( A_i(\overline{x}_{i-1}, \tau_i) \) is that for \( \overline{x}_{i-1} \) and \( \tau_i \) fixed, \( A_i(\overline{x}_{i-1}, \tau_i) \) is the set of current observations, \( x_i \in X_i \), for which the decision device responds at the decision time \( \tau_i \). Now, the condition \( \tau_i > 0 \) is equivalent to the condition that at least one response has been made within the last \( m-1 \) decision times. Thus, if the probability of the set \( A_i(\overline{x}_{i-1}, \tau_i) \) for \( \overline{x}_{i-1} \) fixed and any pulse configuration \( \theta_i \) is greater than zero for \( \tau_i > 0 \), then the decision device is allowed to violate the inhibit rule. Therefore, for a decision device to satisfy the inhibit rule, we must have

\[
Pr[A_i(\overline{x}_{i-1}, \tau_i) | \overline{x}_{i-1}, \theta_i] = 0 \quad \text{for } \tau_i > 0
\]

This probability depends on all the past observations \( \overline{x}_{i-1} \) and all the possible current pulse configurations \( \theta_i \). Mathematically speaking, it is only reasonable to require that this probability be
zero except perhaps on subsets of $\mathcal{X}_{i-1} \times \Theta_i$ of probability zero with respect to $P(dx_{i-1}, d\theta_i)$. It is common practice in measure theory to indicate that a certain proposition holds, except perhaps on subsets of measure zero with respect to a measure $\mu$, by appending to the statement of that proposition the symbol $[\mu]$, which is read "almost everywhere with respect to $\mu."$ If we follow this convention here, then the formal definition of the inhibit rule is as follows.

The decision rule $\delta$ satisfies the inhibit rule iff for $i = 1, 2, \ldots, N$

$$\Pr[A_i(x_{i-1}, \tau_i)|\bar{x}_{i-1}, \theta_i] = 0 \text{ for } \tau_i > 0 \quad [P(dx_{i-1}, d\theta_i)]$$

(3.22)

The significance of this definition is easily seen from Eq. F1.b in Appendix F. Specifically, if $\delta$ satisfies the above definition then the probability of making an extra detection at time $t_i, P_i^X$, is

$$P_i^X =$$

$$\int_{\theta_i \in [0, T_p]} \left[ \sum_{j \neq \Delta > 0} \left[ \int_{X_i-1} \left[ \int_{A_i(x_{i-1}, \tau_i = j\Delta)} P(dx_{i-1} | x_{i-1}, \theta_i) \right] P(dx_{i-1} | \theta_i) \right] P(d\theta_i) \right]$$

$$= 0$$
since

\[ \int P(dx_i | \bar{x}_{i-1}, \theta_i) = 0 \quad [P(dx_{i-1} | d\theta_i)] \]

Furthermore, from Eq. 3.4 it follows that \( R_X = 0 \). Thus, the performance point for a decision device that satisfies the inhibit rule lies completely in the \( R_X = 0 \) plane.

The main result of this section is that, under relatively mild conditions on the family \( \{P(dx|\theta); \theta \in \Theta\} \), the converse statement holds. Namely, the only decision devices with images in the \( R_X = 0 \) plane are those that obey the inhibit rule.

**Theorem 3.8** Suppose for all \( i \)

\[ P(dx_i | \bar{x}_{i-1}, \theta_i) >> P(dx_i | \bar{x}_{i-1}, \theta_i = T_p) \quad [P(dx_{i-1} | d\theta_i)] \]

Then, given any performance point in the \( R_X = 0 \) plane of \( \mathcal{P}(m) \), there exists a decision device that satisfies the inhibit rule and that has that point as its image.

**Proof.** It is desired to show that given any performance point in \( \mathcal{P}(m) \) with \( R_X(\delta) = 0 \), then the response sets for the decision device \( \delta \) satisfy
\[ \int P(dx_i | \bar{x}_{i-1}, \theta_i) = 0 \quad \text{for} \quad j = 1, \ldots, m-1 \quad A_i(\bar{x}_{i-1}, \tau_i = j\Delta) \] (3.23)

except perhaps on a set \( A \subset \bar{X}_{i-1} \times \Theta_i \) with zero probability. Now suppose it can be shown that Eq. 3.23 holds except perhaps on a set \( A^1 \subset \bar{X}_{i-1} \times [0, T_p) \) with zero probability. Then, since, by hypothesis, \( P(dx_i | \bar{x}_{i-1}, \theta_i) \gg P(dx_i | \bar{x}_{i-1}, \theta_i = T_p) \) \( [P(dx_i, d\theta_i)] \), we have

\[ \int P(dx_i | \bar{x}_{i-1}, \theta_i = T_p) = 0 \quad \text{for} \quad j = 1, \ldots, m-1 \quad A_i(\bar{x}_{i-1}, \tau_i = j\Delta) \]

Thus, it is sufficient to verify Eq. 3.23 up to subsets of probability zero contained in \( \bar{X}_{i-1} \times [0, T_p) \). The proof is by contradiction. Suppose there exists some \( j \in \{1, \ldots, m-1\} \) and some set \( B \subset \bar{X}_{i-1} \times [0, T_p) \) with

\[ \int P(dx_i, d\theta_i) > 0 \quad B \]

such that

\[ \int P(dx_i | \bar{x}_{i-1}, \theta_i) > 0 \quad \text{for} \quad (\bar{x}_{i-1}, \theta_i) \in B \quad A(\bar{x}_{i-1}, \tau_i = j\Delta) \]
Then it follows from Eq. F1.b in Appendix F that

\[
R_X(\delta) > P_i^X > \int_{[0,T_p]} \left[ \int_{\mathcal{X}_{i-1}^j} \left[ \int_{A_i(\mathcal{x}_{i-1}, \tau_i = j\Delta)} P(dx_i|\mathcal{x}_{i-1}, \theta_i) \right] P(dx_{i-1}|\theta_i) \right] \Pi(d\theta_i)
\]

Moreover, by the definition of \( A_i(\mathcal{x}_{i-1}, \tau_i = j\Delta) \) in Appendix F, \( B \subset \mathcal{X}_{i-1}^j \times [0,T_p) \) so that

\[
\int_{[0,T_p]} \left[ \int_{\mathcal{X}_{i-1}^j} \left[ \int_{A_i(\mathcal{x}_{i-1}, \tau_i = j\Delta)} P(dx_i|\mathcal{x}_{i-1}, \theta_i) \right] P(dx_{i-1}|\theta_i) \right] \Pi(d\theta_i)
\]

\[
= \int_{\mathcal{X}_{i-1}^j \times [0,T_p]} \left[ \int_{A_i(\mathcal{x}_{i-1}, \tau_i = j\Delta)} P(dx_i|\mathcal{x}_{i-1}, \theta_i) \right] P(dx_{i-1},d\theta_i)
\]

\[
> \int_{B} \left[ \int_{A_i(\mathcal{x}_{i-1}, \tau_i = j\Delta)} P(dx_i|\mathcal{x}_{i-1}, \theta_i) \right] P(dx_{i-1},d\theta_i)
\]

\[
> 0
\]

Thus, \( R_X > 0 \) which contradicts the assumption that \( \delta \) has its image in the \( R_X = 0 \) plane. This completes the proof.

As a corollary to the above theorem, we may strengthen Theorem 3.5 for those decision devices that satisfy the inhibit rule.
Theorem 3.9 Under the hypothesis of Theorem 3.8, if \( \delta \) satisfies the inhibit rule and if \( m > 1 \), then the antipodal decision device, \( \delta^a \), has the image

\[
R_F(\delta^a) = m - R_F(\delta)
\]

\[
R_X(\delta^a) = m - 1 - R_D(\delta)
\]

\[
R_D(\delta^a) = 1
\]

Proof. Since \( \delta \) satisfies the inhibit rule, the responses must occur no more frequently than every \( m \)th decision time. Therefore, the antipodal decision device cannot make no-response decisions any more frequently than every \( m \)th decision time. Hence, every pulse that occurs must be detected. Thus

\[
N_D(\delta^a(x), \theta) = N_p(\theta)
\]

so that

\[
R_D(\delta^a) = 1
\]

Substituting \( R_D(\delta^a) = 1 \) and \( R_X(\delta) = 0 \) into Eq. 3.19 gives the desired result.
3.5 Optimality and ROC Surfaces

In this section we borrow the idea of the ROC curve from classical detection theory and apply this idea to describe the optimum performance of the FRD decision devices. The result is two ROC surfaces, one for respond-once decision devices and one for respond-and-hold decision devices.

The procedure used to define the ROC surfaces is in complete analogy with classical detection theory. We first define a concept of "better than" in terms of the performance sets and then we use this concept to define the ROC surface as representing the "best" possible performance.

Consider first the respond-once case. The basic idea here is to say that one decision device is "better than" another if on the average it detects more pulses without making more false alarms or extra detections. More precisely, we will say that \( \delta' \) is better than \( \delta'' \) iff

\[
R_X(\delta') \leq R_X(\delta'')
\]

\[
R_F(\delta') \leq R_F(\delta'')
\]

\[
R_D(\delta') > R_D(\delta'')
\]

To obtain a geometrical interpretation of this definition we define the
"inner quadrant at the point $z$" as the subset $Q_z^i \subset \mathbb{R}^3$ by

$$Q_z^i = \{ y \in \mathbb{R}^3; y_1 \leq z_1, y_2 \leq z_2, y_3 > z_3 \}$$

Then, it follows from the above definition that the set of performance points that are better than the point

$$R(\delta'') = (R_X(\delta''), R_F(\delta''), R_D(\delta''))$$

is the set

$$Q_{R(\delta'')}^i \cap \mathcal{P}$$

Such a set is illustrated in Fig. 3.6.

Fig. 3.6 The set of performance points better than $R(\delta'')$
We will now define the respond-once ROC surface to consist of those points that represent the best possible performance. From the above figure it is clear that $R(\delta'')$ represents the best possible performance if $Q^i_{R(\delta'')}$ is just touching that portion of the upper surface that is closest to the $R_X = 0$ plane. But, this occurs when the point $R(\delta'')$ is the only point in $Q^i_{R(\delta'')} \cap \mathcal{P}$. Thus we have the definition:

The respond-once ROC surface $\lambda \mathcal{P}(m)$ is the set

$$\lambda \mathcal{P} = \{ y \in \mathbb{R}^3 \ ; \ Q^i_y \cap \mathcal{P}(m) = \{ y \} \}$$

A typical respond-once ROC surface is shown in Fig. 3.7.
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Fig. 3.7. A typical respond-once ROC surface

We treat the respond-and-hold case in the same way except now we deal with the performance set $\tilde{\mathcal{P}}(m)$. The underlying idea here is to say that one decision device is "better than" another if it
detects more pulses and has more detection time but less false alarm time. That is, we will say that \( \delta' \) is better than \( \delta'' \) if

\[
D_D(\delta') > D_D(\delta'')
\]

\[
D_F(\delta') \leq D_F(\delta'')
\]

\[
R_D(\delta') > R_D(\delta'')
\]

The geometrical interpretation of this definition is now expressed in terms of the "outer quadrant at the point \( z'' \)". This is the set \( Q^0 \) defined by

\[
Q^0 = \{ y \in \mathbb{R}^3 ; y_1 > z_1, y_2 \leq z_2, y_3 > z_3 \}
\]

It then follows that the set of performance points that are better than the point

\[
D(\delta'') = (D_D(\delta''), D_F(\delta''), R_D(\delta''))
\]

is the set

\[
Q^0_D(\delta'') \cap \tilde{\mathcal{F}}
\]

An illustration appears in Fig. 3.8.
Fig. 3.8. The set of performance points better than $D(\delta'')$

The respond-and-hold ROC surface is the set of the best performance points in $\tilde{\mathcal{I}}(m)$. In the same manner as before, this set is seen to consist of that portion of the upper surface of $\tilde{\mathcal{I}}$ that is farthest from the $D_D = 0$ plane. The formal definition of this surface is as follows.

The respond-and-hold ROC surface $\lambda \tilde{\mathcal{I}}$ is the set

$$\lambda \tilde{\mathcal{I}} = \{ y \in \mathbb{R}^3 ; Q_y^0 \cap \tilde{\mathcal{I}} = \{ y \} \}$$

A typical respond-and-hold ROC surface is shown in Fig. 3.9.
Fig. 3.9 A typical respond-and-hold ROC surface

As an application of the ideas of this section we will obtain a result on the effect of increasing the number of decision opportunities per pulse, \( m \), on the performance. Specifically, it is shown that the performance gets better, or at least gets no worse, if \( m \) is doubled. This result follows from the fact that the ROC surfaces are contained in the upper boundaries of the performance sets and from the following theorem.

**Theorem 3.10**

\[
\mathcal{P}(m) \subset \mathcal{P}(2m) \quad (3.23a)
\]

\[
\tilde{\mathcal{P}}(m) \subset \tilde{\mathcal{P}}(2m) \quad (3.23b)
\]

**Proof.** Since the performance set \( \tilde{\mathcal{P}}(m) \) can be obtained from
the performance set \( \mathcal{P}(m) \) by the transformation of Eq. 3.13 it is sufficient to prove only Eq. 3.23a. This is done as follows. It is desired to show that given any decision rule \( \delta \in \mathcal{D}(m) \) with performance point \( R(\delta) \in \mathcal{P}(m) \), there exists a rule \( \delta' \in \mathcal{D}(2m) \) with the same performance point. To show this, define \( \delta' = (\delta_1', \delta_2', \ldots, \delta_N') \) by

\[
\delta'(\cdot, \cdot) = \begin{cases} 
\delta_i(\cdot, \cdot) & \text{if even} \\
0 & \text{if odd}
\end{cases}
\]

Now, note that if \( \mathcal{T} \) is the set of decision times for decision rule in \( \mathcal{D}(2m) \), then \( \mathcal{T} \) can be written as

\[
\mathcal{T} = \{ t_i = i\Delta; \text{i even} \} \cup \{ t_i = i\Delta; \text{i odd} \}
\]

But, the set \( \{ t_i = i\Delta; \text{i even} \} \) is precisely the set of decision times for decision rules in \( \mathcal{D}(m) \). (See Fig. 3.10) Since \( \delta' \) responds iff \( \delta \) does for \( t_i \in \{ t_i = i\Delta; \text{i even} \} \) and never responds for \( t_i \in \{ t_i = i\Delta; \text{i odd} \} \), it follows that the rates \( R_X, R_F, R_D \) must be the same decision rules. This completes the proof.
Fig. 3.10. The relation between the decision time for
decision devices in $\mathcal{D}(2m)$ and $\mathcal{D}(m)$
(a) the decision times associated with $\mathcal{D}(m)$
(b) the decision times associated with $\mathcal{D}(2m)$

3.6 Optimality and the Bayes Decision Rules

In classical detection theory the performance of the Bayes
decision rules is geometrically related to the ROC curve by the
fact that the Bayes risk line intersects the ROC curve at the point of
optimum performance. (See Fig. 3.2) This relation can be used both
to show that the concepts of Bayes optimality and ROC optimality are
equivalent and to relate the losses in the Bayes risk to the probability
of detection and probability of false alarm. In this section, these
ideas are extended to the FRD problem.

We begin by establishing a relationship between the Bayes
risk and the respond-once performance set $\mathcal{P}(m)$. To this end, it
is first necessary to obtain an expression for the Bayes risk of a
decision rule $\delta$ in terms of the $R_X(\delta)$, $R_F(\delta)$ and $R_D(\delta)$. This
is done as follows. In Section 2.1 we defined the Bayes risk as the average loss. In this section only, however, it will be more convenient to normalize this risk by dividing by the length of the total observation interval T. We then have

\[ r(\delta) = \frac{E[L(\delta(x), \theta)]}{T} \]

Substituting for the loss function \( L(\cdot, \cdot) \) from Eq. 2.25 yields

\[ r(\delta) = \frac{E\{W_XN_X(\delta(x), \theta) + W_FN_F(\delta(x), \theta) - N_D(\delta(x), \theta)\}}{T} \]

\[ = W_X \frac{E\{N_X(\delta(x), \theta)\}}{T} + W_F \frac{E\{N_F(\delta(x), \theta)\}}{T} - \frac{E\{N_D(\delta(x), \theta)\}}{T} \]

\[ = W_X r_X(\delta) + W_F r_F(\delta) - r_D(\delta) \]

Next, substitute for \( r_X(\delta) \), \( r_F(\delta) \) and \( r_D(\delta) \) from Eq. 3.11. The result is

\[ \frac{r(\delta)}{r_p} = W_X R_X(\delta) + W_F L_0^{-1} R_F(\delta) - R_D(\delta) \quad (3.24) \]

where

\[ L_0 = r_p / (r_N/m) = \Pr[\theta_i \in [0, T_p)] / \Pr[\theta_i = T_p] \]
Now, note that Eq. 3.24 defines the plane in \((R_X, R_F, R_D)\) space that is normal to the vector

\[
(W_X, W_F/L_0, -1)
\]

and which has intercepts

\[
R_X = r(\delta)/r_p W_X
\]

\[
R_F = r(\delta)/r_p W_F L_0^{-1}
\]

\[
R_D = -r(\delta)/r_p
\]

The significance of this plane lies in the fact that it contains all performance points \(R(\delta)\) that result in the same Bayes risk. Moreover, if we denote the Bayes rule by \(\delta^0\), then as \(r(\delta)\) is allowed to approach its minimum value of \(r(\delta^0)\), (the minimum Bayes risk), then this plane approaches the plane that intersects the upper surface of \(\mathcal{J}(m)\) at the point \(R(\delta^0)\). Thus, in complete analogy to classical detection theory, the performance points for the Bayes decision rules may be characterized as those points for which the Bayes risk plane intersects the upper surface of \(\mathcal{J}(m)\). The geometrical relation here is shown in Fig. 3.11.

We are now in a position to relate the respond-once Bayes decision rules (the case \(W_X \geq 0, W_F > 0\)) to the respond-once ROC
Fig. 3.11. The Bayes risk plane for the respond-once case

surface $\lambda \mathcal{I}$. To this end, fix $R_F = R_F^*$ and consider a section of the upper surface of $\mathcal{S}(m)$. Since $\mathcal{S}(m)$ is convex, this section appears as a continuous convex function $f_{R_F^*}(R_X) = R_D$ in the $R_F = R_F^*$ plane as shown in Fig. 3.12.

Fig. 3.12. A section of the upper surface of $\mathcal{S}(m)$ at $R_F = R_F^*$
Now, let \( C_{R_F^*} \) be the smallest value of \( R_X \) for which 
\( f_{R_F^*}(R_X) \) takes on its maximum value. Specifically,

\[
C_{R_F^*} = \inf \left\{ R_X' ; f_{R_F^*}(R_X') = \sup_{R_X} f_{R_F^*}(R_X) \right\}
\]

Then the section of the respond-once ROC surface at \( R_F = R_F^* \) is given by

\[
R_D = f_{R_F^*}(R_X) \quad \text{for} \quad R_X \in [0, C_{R_F^*}]
\]

Next, note that the Bayes risk plane for the Bayes decision rule \( \delta^0 \) with \( R_F(\delta^0) = R_F^* \) must intersect the section \( f_{R_F^*}(R_X) = R_D \) as a line

\[
R_D = W_X R_X + \left[ W_F L_0 0^{-1} \right] R_F^* + r(\delta^0)/r_p
\]

as shown in Fig. 3.12. Since the slope of this line is \( W_X \), it is immediately clear that this line intersects the respond-once ROC curve iff \( W_X \geq 0 \). Thus, all Bayes rules associated with \( W_X \geq 0 \) have performance points lying on the respond-once ROC surface.

Moreover, for any point on the respond-once ROC surface, there is a Bayes rule for some \( W_X \geq 0 \) with that performance point.

Before turning to the respond-and-hold case, conjectures I, II and III of Section 1.4 are verified. This is done in the following two
theorems. The first of these theorems says that if the loss $W_X$ is increased past a certain value then there is only one Bayes rule and that rule is an inhibit rule. This is the content of conjectures I and II.

**Theorem 3.11.** For each $W_F > 0$ there exists a $W^*_F(W_F) \geq 0$ such that, if $\delta^*$ is a Bayes rule for the losses $W_X^*$ and $W_F$, then

(1) $\delta^*$ is an inhibit rule

and

(2) if $\tilde{W}_X > W^*_X(W_F)$, then $\delta^*$ is also a Bayes rule for the losses $\tilde{W}_X$ and $W_F$.

**Proof.** Fix $W_F = W^*_F$ and define $W^*_X(W_F)$ to be that value of $W_X$ such that the Bayes risk plane is tangent to the upper surface of $\mathcal{D}$ at some point in the $R_X = 0$ plane. Denote the Bayes rule associated with the losses $W^*_X(W_F)$ and $W_F$ by $\delta^*$. This construction is shown in Fig. 3.13 in which the Bayes risk plane appears as the line tangent to the section $f_{R_F}(\delta^*)(R_X)$ at the point $R_X = 0$. Now, by construction, $R_X(\delta^*) = 0$ so that, from Theorem 3.8, $\delta^*$ must be an inhibit rule.

It remains to show that $\delta^*$ is also a Bayes rule for the losses $\tilde{W}_X > W^*_X(W_F)$ and $W^*_F$. To accomplish this, denote the Bayes risk of an arbitrary rule $\delta$ for the losses $\tilde{W}_X$ and $W^*_F$ by $\tilde{r}(\delta)$ and the Bayes risk of $\delta$ for the losses $W^*_X(W_F)$ and $W^*_F$ by $\hat{r}(\delta)$. Then,
Bayes Risk Line with Slope $W^*_X(W^*_F)$

$f_{R_F(\delta^*)}(R_X) = R_D$

Fig. 3.13. The Bayes risk line tangent to $f_{R_F(\delta^*)}(W_X)$ at the point $R_X = 0$

\[
\tilde{r}(\delta) = \tilde{W}_X R_X(\delta) + W^*_F L_0^{-1} R_F(\delta) - R_D(\delta)
\]

\[
\geq W^*_X(W^*_F) R_X(\delta) + W^*_F L_0^{-1} R_F(\delta) - R_D(\delta) = \hat{r}(\delta)
\]

But, by the definition of a Bayes rule,

\[\hat{r}(\delta^*) \leq \hat{r}(\delta)\]

Thus

\[\hat{r}(\delta^*) \leq \tilde{r}(\delta)\]

The proof is then completed by noting that, since $R_X(\delta^*) = 0$,

\[\hat{r}(\delta^*) = \tilde{r}(\delta^*)\]
so that \( \delta^* \) satisfies

\[
\tilde{r}(\delta^*) = \inf_{\delta} \tilde{r}(\delta)
\]

The next theorem says that the smaller the value of \( W_X \) the larger the value of \( R_D \) for a fixed value of \( R_F \). This is the content of conjecture III.

**Theorem 3.12.** If \( \delta' \) and \( \delta'' \) are Bayes rules for the losses \( W_X' \) and \( W_X'' \) respectively and if \( R_F(\delta') = R_F(\delta'') = R_F^* \), then

\[
0 \leq W_X' < W_X''
\]

implies

\[
R_D(\delta') \geq R_D(\delta'')
\]

In lieu of a formal proof of this theorem we will refer to Fig. 3.14.

Here it is seen that, since the slope \( W_X' \) of the Bayes risk line for \( \delta' \) is less than the slope \( W_X'' \) of the Bayes risk line for \( \delta'' \), \( R_D(\delta'') \) must be greater than or equal to \( R_D(\delta'') \). Moreover, the maximum value of \( R_D \) for \( R_F = R_F^* \) will occur for the Bayes rule with \( W_X = 0 \).

The only comment that might be made about the above geometrical argument is that it is possible that the section \( \int_{R_F} R_X^* \) is a
Fig. 3.14. The intersection of the two Bayes risk lines with the section $f_{R^*_F}(R_X^*) = R_D$

[Diagram showing Bayes Risk Lines with notation $R_D$, $R_X$, and $C_{R^*_F}$]

decreasing function of $R_X$ for $R_X > 0$. In this case, Theorems 3.11 and 3.12 together say that there is only one Bayes rule with $R_F = R^*_F$ and that this rule is an inhibit rule corresponding to the loss $W_X = W^*_X(W_F) = 0$. We might point out here, however, that at least in the actual computations described in Chapter 5 this was not the case.

We now turn to the respond-and-hold case. First, we establish the geometrical relation between the Bayes risk and the respond-and-hold performance set $\tilde{\mathcal{P}}(m)$. To do this, substitute for $R_X(\delta)$ and $R_F(\delta)$ from Eq. 3.13 into Eq. 3.24 to get an alternate expression for the Bayes risk $r(\delta)$. Namely,
\[ \frac{r(\delta)}{r_p} = (W_X m) D_D(\delta) + (W_F L_0^{-1} m) D_F(\delta) - (1 + W_X) R_D(\delta) \quad (3.25) \]

As above, this equation also defines a plane except now in terms of the variables \( D_D, D_F \) and \( R_D \). The normal vector is

\[
(W_X m, W_F L_0^{-1} m, - (1 + W_X))
\]

and the intercepts are

\[
D_D = \frac{r(\delta)}{r_p} W_X m
\]

\[
D_F = \frac{r(\delta)}{r_p} W_F L_0^{-1} m
\]

\[
R_D = - \frac{r(\delta)}{r_p} (1 + W_X)
\]

The geometrical interpretation of the Bayes risk plane and the Bayes decision rule \( \delta^0 \) is the same as in the respond-once case. This relation is illustrated in Fig. 3.15.

Fig. 3.15. The Bayes risk plane for the respond-and-hold case
To relate the respond-and-hold Bayes decision rules (the case \(-1 \leq W_X < 0, W_F > 0\)) to the respond-and-hold ROC surface \(\lambda \hat{J}\), we proceed as before. First, denote the section of the upper surface of \(\hat{J}\) at \(D_F = D_F^*\) by \(g_{DF}^*(D_D) = R_D\). Then, define \(C_{DF}^*\) to be the largest value of \(D_D\) for which \(g_{DF}^*(D_D) = R_D\) takes on its maximum value. Specifically

\[
C_{DF}^* = \sup \left\{ D_D' : g_{DF}^*(D_D') = \sup_{D_D} g_{DF}^*(D_D) \right\}
\]

Finally, note that the Bayes risk plane intersects \(g_{DF}^*(D_D)\) as the line

\[
R_D = \left[ \frac{W_X m}{1 + W_X} \right] D_D + \left[ \frac{W_F L_0^{-1} m}{1 + W_X} \right] D_F^* - \frac{r(0)}{r_p (1 + W_X)}
\]

These ideas are illustrated in Fig. 3.16. Then proceeding as before, note that the portion of the section \(g_{DF}^*(D_D)\) that is contained in the respond-and-hold ROC surface is given by

\[
R_D = g_{DF}^*(D_D) \quad \text{for} \quad D_D > C_{DF}^*
\]

Moreover, as \(W_X\) ranges from -1 to 0, the slope of the Bayes risk line ranges from \(-\infty\) to 0. Thus, as before, it follows from Fig. 3.16 that all respond-and-hold Bayes rules have performance
Fig. 3.16. The relation of the Bayes risk line with slope \( \frac{m W_X}{1 + W_X} \) to the section \( g_{DF}(D_D) \)

points on the respond-and-hold ROC surface and, for any point on \( \lambda F \), there is a respond-and-hold Bayes rule with that performance point.

Next, we verify conjecture V of Section 1.4. This conjecture says that as \( W_X \) increases, the number of detections increases but the detection time decreases. This is stated formally by the following theorem.

**Theorem 3.13.** If \( \delta' \) and \( \delta'' \) are two Bayes rules corresponding to the losses \( W_X' \) and \( W_X'' \) respectively and such that \( D_F(\delta') = D_F(\delta'') = D_F^* \), then
\[ W'_X > W''_X \]

implies

\[ R_D^{(\delta')} \geq R_D^{(\delta'')} \]

and

\[ D_D^{(\delta')} \leq D_D^{(\delta'')} \]

As with Theorem 3.12, we will reason from the geometrical relation between the section \( g^{*}_{D_F}(D_D) \) and the Bayes risk line.

This relation is shown in Fig. 3.17 below.

**Fig. 3.17.** The intersection of the Bayes risk lines with the section \( g^{*}_{D_F}(D_D) \)
Here, it is seen that, since $0 > W'_{X} > W''_{X} \geq -1$ implies that the slopes of the Bayes risk lines satisfy

$$0 > \frac{W'^{m}_{X}}{1 + W'^{r}_{X}} > \frac{W''^{m}_{X}}{1 + W''^{r}_{X}} \geq -\infty$$

then the intersection point corresponding to $W''_{X}$ must be to the right of the intersection point corresponding to $W'_{X}$. Thus, it is clear from Fig. 3.17 that

$$R_{D}(\delta') \geq R_{D}(\delta'')$$

and

$$D_{D}(\delta') \leq D_{D}(\delta'')$$

Moreover, it is to be noted that the maximum value of $D_{D}$ and the minimum value of $R_{D}$ for $D_{F} = D_{F}^{*}$ will occur for $W_{X} = -1$ since then the slope is $-\infty$.

This section is concluded by summarizing the results of the above theorems. The main ideas of these theorems are contained in Fig. 3.18.

In the diagram of Fig. 3.18 the region

$$W_{X} \geq -1 \quad W_{F} > 0$$

has been divided into five special cases. The first three cases
Fig. 3.18. The relation of the losses $W_X$, $W_F$ to the behavior of the Bayes decision rules correspond to the general respond-once decision device and the last two correspond to the general respond-and-hold decision devices. The important characteristics of these special cases are as follows.

**Case I** $W_X \geq W_X^*(W_F), \quad W_F > 0$

The Bayes decision devices associated with losses in this region satisfy the inhibit rule and, as a consequence, they depend only on the value of $W_F$. Their performance is characterized by
the fact that they attain the lowest values of $R_D$ and $R_X$ for a fixed value of $R_F$.

**Case II**  
$0 < W_X < W_X^*(W_F)$  
$W_F > 0$

The Bayes decision devices associated with these losses do not satisfy the inhibit rule and therefore they depend on both the losses $W_X$ and $W_F$. Their performance is characterized by the fact that an increase in $R_D$ can be obtained at the expense of an increase in $R_X$ for constant $R_F$. This takes place for decreasing values of $W_X$.

**Case III**  
$W_X = 0$  
$W_F > 0$

This set of losses defines the MPD decision devices. These decision devices also do not satisfy the inhibit rule and their structure will depend on both $W_X$ and $W_F$. The singular importance of these devices lies in the fact that they achieve the highest possible $R_D$ for a fixed $R_F$. It might also be noted that on the basis of the numerical calculations of Chapter 5, the structure of these decision devices is unique among the different cases.

**Case IV**  
$-1 < W_X < 0$  
$W_F > 0$

The Bayes decision devices associated with these losses are respond-and-hold devices. Their performance is characterized by the fact
that increases in $R_D$ are obtained at the expense of decreases in $D_D$ for fixed values of $R_F$. These increases occur with increasing values of $W_X$.

$$\text{Case V} \quad W_X = -1 \quad W_F > 0$$

The Bayes decision devices defined by these losses are the MDT devices. Their special significance lies in the fact that these devices achieve the maximum $D_D$ for a fixed $D_F$. In the next chapter, it will be shown that these devices also have a unique structure.
CHAPTER IV

THE BAYES DECISION RULES FOR THE FRD PROBLEM

In Chapter II the FRD problem is cast in terms of the general decision model. In this chapter, we use this model to develop a recursive procedure for obtaining the Bayes decision rules. Then, the resulting equations are used to establish a general model for the Bayes decision device. Next, we investigate two special cases for which the recursive procedure is easily implemented. Finally, the additional assumption of conditionally independent observations is applied in order to simplify the general decision device model.

4.1 The Bayes Decision Rule

In Section 2.1, a Bayes decision rule was defined as any decision rule $\delta^O$ satisfying

$$r(\delta^O) = \inf_{\delta \in \mathcal{D}} r(\delta)$$

where

$$r(\delta) = \mathbb{E}_{\mathbf{x}, \theta} [L(\delta(\mathbf{x}), \theta)]$$

The philosophy for minimizing $r(\delta)$ to obtain $\delta^O = (\delta_1^O, \delta_2^O, \ldots, \delta_N^O)$ is well known. Specifically, $r(\delta)$ is minimized over the components $\delta_k$ one at a time starting with $\delta_N$ and proceeding through
decreasing \( k \). The result is a recursive scheme for obtaining \( \delta_k^0 \) in terms of \( \delta_{k+1} \). The formal derivation of this procedure, however, is mechanical in nature and as such it sheds little light on the character of the Bayes rule itself. For this reason, we will content ourselves with a heuristic argument here, leaving the formal derivation to Appendix E.

As a preliminary, we will investigate in further detail the most recent response function \( \tau_k \) of Section 2.5. It will be shown that \( \tau_k \) can be written as a function of \( \tau_{k-1} \) and the preceding decision \( a_{k-1} \). Specifically,

\[
\tau_k = \begin{cases} 
T_p - \Delta & a_{k-1} = 1 \\
\max[0, \tau_{k-1} - \Delta] & a_{k-1} = 0
\end{cases}
\]  \hspace{1cm} (4.1)

We proceed as follows. Recall from Section 2.5 that the most recent responses function \( \tau_k \) is given by

\[
\tau_k = \begin{cases} 
t_k - \tau_k & \text{if the most recent response occurs at time} \\
\ell \in (t_k - T_p, t_k) \\
0 & \text{if no response occurs in} \\
(t_k - T_p, t_k)
\end{cases}
\]

Suppose first that \( a_{k-1} = 1 \), so that a response occurred at time \( t_{k-1} \). Then, \( \tau_k = t_{k-1} - (t_k - T_p) = T_p - \Delta \). This verifies Eq. 4.1
when $a_{k-1} = 1$. Next, suppose that $a_{k-1} = 0$. There are two cases, $	au_{k-1} \leq \Delta$ and $\tau_{k-1} > \Delta$. If $\tau_{k-1} \leq \Delta$, then it follows that no responses occurred in the interval $(t_{k-1} - T, t_{k-1})$. Thus, in this case, $\tau_k = 0$. On the other hand, if $\tau_{k-1} > \Delta$, then from Fig. 4.1 it is seen that the most recent response occurred at time

$$t_{r, \ell} \in (t_{k-1} - T, t_{k-1})$$

and that

$$\tau_k = \tau_{k-1} - \Delta$$

![Diagram](image)

**Fig. 4.1.** The relation of $\tau_{i-1}$ to $\tau_i$ when $a_i = 0$ and $\tau_i > \Delta$

Thus, for either of the two cases associated with the condition $a_{k-1} = 0$, $\tau_k$ can be written as

$$\tau_k = \max[0, \tau_{k-1} - \Delta]$$

This completes the verification of Eq. 4.1.
The computational procedure for determining the Bayes decision rule will now be developed. To begin, we fix the decision time $t_k \in \mathcal{T}$ and consider the dependency of the total loss $L(\bar{a}, \bar{\theta})$ on the decision $a_k$. First, recall from Eq. 2.27 that the total loss is given by

$$L(\bar{a}, \bar{\theta}) = \sum_{k=1}^{N} L_k(\tau_k, a_k, \theta_k)$$

where $L_k(\tau_k, a_k, \theta_k)$ represents the loss arising from the current decision $a_k$ when the most recent response is given by $\tau_k$ and the pulse configuration in the interval $[t_k - T_p, t_k)$ is given by $\theta_k$.

Clearly, the total loss $L(\bar{a}, \bar{\theta})$ depends on the decision $a_k$ through the "immediate" loss $L_k(\tau_k, a_k, \theta_k)$. But now consider the situation at time $t_{k+1}$. At this time, a decision $a_{k+1}$ is made and the loss $L_{k+1}(\tau_{k+1}, a_{k+1}, \theta_{k+1})$ is incurred. But, at time $t_{k+1}$, the value of the most recent response function $\tau_{k+1}$ depends on whether or not a response was made at time $t_k$ according to

$$\tau_{k+1} = \tau(a_k', \tau_k') = \begin{cases} T_p - \Delta & \text{if } a_k = 1 \\ \max[0, \tau_k - \Delta] & \text{if } a_k = 0 \end{cases}$$

Thus, the loss at time $t_{k+1}$, $L_{k+1}(\tau_{k+1}, a_{k+1}, \theta_{k+1})$, depends on $a_k$.

The above reasoning can be extended to any future decision time $t_{k+j}, j=1, \ldots, N-k$, by noting that $\tau_{k+j}$ depends on all of the
preceding decisions and hence on the decision $a_k$. Thus, we may conclude that the decision $a_k$ affects the total loss $L(a, \theta)$ through each of the functions

$$L_{k+j}(\tau_{k+j}, a_{k+j}, \theta_{k+j}) \quad j = 0, 1, \ldots, N-k \quad (4.2)$$

As a concrete example of this dependency, consider the situation shown in Fig. 4.2.

Fig. 4.2. An example of the effect of the decision at time $t_k$ on the decision at time $t_{k+1}$

Here we have a pulse that is present at both the times $t_k$ and $t_{k+1}$. As shown, $\tau_k = 2\Delta$ which is less than $\theta_k$ so that at time $t_k$ the pulse has not been detected.

First, suppose that the decision device responds at $t_k$. Then a detection results, so that
\[ L_k(\tau_k = 2\Delta, a_k = 1, \theta_k > \tau_k) = L_D \]

Then at time \( t_{k+1} \), \( \tau_{k+1} = T_{p,-\Delta} \) which is greater than \( \theta_{k+1} \) so that the loss at time \( t_{k+1} \) is

\[ L_{k+1}(\tau_{k+1} = T_{p,-\Delta}, a_{k+1}, \theta_{k+1} < \tau_{k+1}) = \begin{cases} L_X & a_{k+1} = 1 \\ 0 & a_{k+1} = 0 \end{cases} \]

On the other hand, if the decision device does not respond at time \( t_k \), then \( a_k = 0 \), and

\[ L_k(\tau_k = 2\Delta, a_k = 0, \theta_k > \tau_k) = 0 \]

But, \( \tau_{k+1} = \max[0, \tau_k - \Delta] = \Delta \) which is less than \( \theta_{k+1} \) so that the loss at time \( t_{k+1} \) is given by

\[ L_{k+1}(\tau_{k+1} = \Delta, a_{k+1}, \theta_{k+1} > \tau_{k+1}) = \begin{cases} L_D & a_{k+1} = 1 \\ 0 & a_{k+1} = 0 \end{cases} \]

The next step in the derivation of the Bayes rule \( \delta^0 \) is to determine an expression for the posterior risk associated with the decision \( a_k \). This risk, to be denoted hereafter by \( R_k(\overline{x}_k, \tau_k, a_k) \), is the posterior average of the loss due to the decision \( a_k \). We can immediately write down the contribution to \( R_k(\overline{x}_k, \tau_k, a_k) \) due to the immediate loss \( L_k(\cdot, \cdot, \cdot) \). Specifically,
\[
E_{\theta_k} L_k(\tau_k, a_k, \theta_k) \nabla_{\tau_k} \nabla_{a_k} \nabla_{\theta_k}
\]

Now, at time \(t_{k+1}\), the posterior risk associated with the loss \(L_{k+1}(\cdot, \cdot, \cdot)\) is

\[
E_{\theta_{k+1}} L_{k+1}(\tau_{k+1}, a_{k+1}, \theta_{k+1}) \nabla_{\tau_{k+1}} \nabla_{a_{k+1}} \nabla_{\theta_{k+1}}
\]

But, at time \(t_k\) only the observation up to time \(t_k\) is known. Thus, we must average this term with respect to the "unobserved" observation \(x_{k+1}\), conditioned on the observed value \(x_k\). The resulting contribution to \(R_k(\tau_k, a_k)\) is

\[
E_{x_{k+1} \mid x_k} \left\{ E_{\theta_{k+1} \mid x_k} L_{k+1}(\tau_{k+1}, a_{k+1}, \theta_{k+1}) \right\}
\]

Similarly, the contribution to the posterior risk of the decision \(a_k\) due to the loss at time \(t_{k+j}\), \(j = 1, \ldots, N-k\), is

\[
E_{x_{k+1}, \ldots, x_{k+j} \mid x_k} \left\{ E_{\theta_{k+j} \mid x_k} L_{k+j}(\tau_{k+j}, a_{k+j}, \theta_{k+j}) \right\}
\]

Adding these contributions gives, for the total posterior risk of the decision \(a_k\),
\[ R_k(\tilde{x}_k', \tau_k', a_k) \] (4.3)

\[
E_{\theta_k | \tilde{x}_k} \left\{ L_k(\tau_k', a_k', \theta_k') \right\} 
+ \sum_{j=1}^{N-k} E_{x_{k+1}' \ldots x_{k+j}' | \tilde{x}_k} \left\{ E_{\theta_k+j | \tilde{x}_k+j} \left\{ L_{k+j}(\tau_{k+j}', a_{k+j}', \theta_{k+j}') \right\} \right\} \quad k < N \\
E_{\theta_N | \tilde{x}_N} \left\{ L_N(\tau_N', a_N', \theta_N') \right\} \quad k = N
\]

To complete the derivation of the Bayes decision rule

\[ \delta^0 = (\delta^0_1, \ldots, \delta^0_N) \]

we apply the well known principle that \( \delta^0 \) is the function which minimizes the posterior risk of the decision \( a_k \). In the problem at hand, \( a_k \) takes on one of two values, \( a_k = 1 \), denoting a response at time \( t_k \), and \( a_k = 0 \), denoting a no-response decision at time \( t_k \). Thus, the posterior risk of the decision \( a_k \) is minimized by the decision device that responds at time \( t_k \) iff the posterior risk of responding, \( R_k(\tilde{x}_k', \tau_k', a_k=1) \), is less than or equal to the posterior risk of not responding, \( R_k(\tilde{x}_k', \tau_k', a_k=0) \). Stated formally,

\[
\delta^0_k(\tau_k', \tilde{x}_k') = \begin{cases} 
1 & \text{if } R_k(\tilde{x}_k', \tau_k', a_k=1) \leq R_k(\tilde{x}_k', \tau_k', a_k=0) \\
0 & \text{otherwise}
\end{cases} \quad (4.4)
\]
It is to be noted in connection with Eqs. 4.3 and 4.4 that since
\[ R_k(\vec{x}_k', \tau_k', a_k) \] depends on the decisions
\[ a_{k+j} = \delta^0_{k+j}(\tau_{k+j}', \vec{x}_{k+j}') \quad j = 1, \ldots, N-k \]
the complete Bayes rule \( \delta^0 = (\delta^0_1, \ldots, \delta^0_N) \) must be obtained recursively by solving Eq. 4.4 for \( \delta^0_N \), then \( \delta^0_{N-1} \), and so on.

An alternative expression for the Bayes decision rule can be obtained in the following way. For each \( \tau_k \in \{0, \ldots, m-1\} \) and each \( \vec{x}_{k-1} \in \vec{X}_{k-1} \) define the set of current observation \( A_k(\vec{x}_{k-1}, \tau_k) \subset X_k \) by
\[ A_k(\vec{x}_{k-1}, \tau_k) = \{ x_k; T_k(\vec{x}_k, \tau_k) \geq 0 \} \quad (4.5) \]
where
\[ T_k(\vec{x}_k', \tau_k) = R_k(\vec{x}_k', \tau_k', a_k=0) - R_k(\vec{x}_k', \tau_k', a_k=1) \quad (4.6) \]
The set \( A_k(\vec{x}_{k-1}, \tau_k) \) is the response set for \( \delta^0_k(\vec{x}_k', \tau_k) \) (see Section 3.3), and the function \( T_k(\vec{x}_k', \tau_k) \) is the net posterior risk of not responding at time \( t_k \). In terms of \( A_k(\cdot, \cdot) \) and \( T_k(\cdot, \cdot) \), we can write \( \delta^0_k \) either in the form
\[ \delta^0_k(\vec{x}_k', \tau_k) = \begin{cases} 
1 & x_k \in A_k(\vec{x}_{k-1}', \tau_k) \\
0 & x_k \notin A_k(\vec{x}_{k-1}', \tau_k) 
\end{cases} \quad (4.7a) \]
or, in the form

\[ \delta_k^0(\overrightarrow{x_k}, \tau_k) = \begin{cases} 1 & T_k(\overrightarrow{x_k}, \tau_k) \geq 0 \\ 0 & T_k(\overrightarrow{x_k}, \tau_k) < 0 \end{cases} \]  

(4.7b)

It is to be noted from Eq. 4.7b that the function \( T_k(\overrightarrow{x_k}, \tau_k) \) plays the same role as the test function of Section 1.4.

Our next task is to obtain a block diagram for the Bayes decision rule. To this end, we appeal to Eqs. 4.7b, 4.6, 4.3 and 4.1 and conclude that the configuration of the general Bayes decision device is as illustrated in Fig. 4.3. The operation of this device is as follows. At time \( t_{k-1} \), the decision device has observed the observation \( \overrightarrow{x_{k-1}} \) and made some decision \( a_{k-1} \). The observation \( \overrightarrow{x_{k-1}} \) is then stored in memory so that when the current observation \( x_k \) is observed, the decision device will have available the total past observation \( \overrightarrow{x_k} = (\overrightarrow{x_{k-1}}, x_k) \). Simultaneously, the decision \( a_{k-1} \) is used to calculate \( \tau_k \) according to

\[ \tau_k = \begin{cases} T_p - \Delta & a_{k-1} = 1 \\ \max[0, \tau_{k-1} - \Delta] & a_{k-1} = 0 \end{cases} \]

The value of \( \tau_k \) is then stored in a memory so that it too is available at time \( t_k \). Finally, at time \( t_k \), the decision device calculates \( T_k(\overrightarrow{x_k}, \tau_k) \) according to Eqs. 4.6 and 4.3 and responds iff
Fig. 4.3. The general Bayes decision device
\[ T_k(\mathbf{x}_k', \tau_k) \geq 0 \]

Theoretically, the general Bayes decision device is completely determined by the block diagram of Fig. 4.3. In practice, however, this device is difficult to implement for at least two reasons. First, since the past observation memory must store the total past observation from time \( t = 0 \) up to the current time \( t = t_k \), its capacity must grow linearly in time. Thus, it is not practical to think of allowing this decision device to operate indefinitely.

The second difficulty in implementing the general Bayes decision device arises in the calculation of \( T_k(\mathbf{x}_k', \tau_k) \). To see where this problem lies, replace the expected value operators in Eq. 4.3 by integrals with respect to the appropriate probability measures and note that

\[
R_{k+1}(\mathbf{x}_{k+1}', \mathbf{a}_{k+1}, \tau_{k+1}(\tau_k, \mathbf{a}_k))
\]

\[
= \begin{cases} 
R_{k+1}(\mathbf{x}_{k+1}', 1, \tau_{k+1}(\tau_k, \mathbf{a}_k)) & \text{for } x_{k+1} \in \mathcal{A}_{k+1}(\mathbf{x}_k', \tau_{k+1}) \\
R_{k+1}(\mathbf{x}_{k+1}', 0, \tau_{k+1}(\tau_k, \mathbf{a}_k)) & \text{for } x_{k+1} \in \mathcal{A}_{k+1}(\mathbf{x}_k', \tau_k)
\end{cases}
\]

where

\[
t_{A_{k+1}}(\mathbf{x}_k', \tau_{k+1}) = \begin{cases} 
X_{k+1} \setminus A_{k+1}(\mathbf{x}_k', \tau_{k+1}) & t = 1 \\
A_{k+1}(\mathbf{x}_k', \tau_{k+1}) & t = 0
\end{cases}
\]
The resulting expression for \( R_{k+1}(\cdot, \cdot, \cdot) \) is

\[
R_k(\vec{x}_k', \tau_{k}', a_k) = \left\{
\begin{array}{ll}
\int_{\Theta_k} L_k(\tau_k, a_k, \theta_k) \Pi(d\theta_k | \vec{x}_k) \\
+ \sum_{t=0}^{\infty} \int_{\Theta_{k+1}} R_{k+1}(\vec{x}_{k+1}', a_{k+1} = t, \tau_{k+1}, \tau_k) \Pi(dx_{k+1} | \vec{x}_k) \quad k < N \\
\int_{\Theta_N} L(\tau_N, a_N, \theta_N) \Pi(d\theta_N | \vec{x}_N) \quad k = N
\end{array}
\right.
\] (4.8)

Now, from Eq. 4.8 it is seen that in order to calculate \( R_k(\vec{x}_k', \tau_k', a_k) \) and hence \( T_k(\vec{x}_k', \tau_k, a_k) \), it is necessary to have available \( \Pi(d\theta_k | \vec{x}_k) \) and \( \Pi(dx_{k+1} | \vec{x}_k) \). But, in the general case, these probability measures can be obtained from the known probability measures \{\( \Pi(dx_{k+1} | \vec{x}_k) \); \( \theta \in \Theta \)\} and \( \Pi(d\theta) \) only by integrating over the whole space \( \mathcal{X} \times \Theta \).

It is certainly not practical to carry out these integrations at each decision time \( t_k \).

Fortunately, both of the above difficulties can be eliminated if we place certain restrictions on the observation probability laws.

The result is that the probability measures relevant to the calculation of \( T_k(\vec{x}_k', \tau_k) \) can be calculated from the probability measures relevant to the calculation of \( T_{k-1}(\vec{x}_{k-1}', \tau_{k-1}) \) along with the current observation \( x_k \). When this is the case, the computational procedure
is often referred to as an updating procedure. In Sections 4.3 and 4.4 we will investigate such a procedure. In the next section, two special cases of the general Bayes decision device are examined.

4.2 Two Special Cases: The Maximum Detection Time Decision Device and the \( m = 1 \) Decision Device

In Section 4.1 it was seen that at time \( t_k \) the general Bayes decision device must calculate \( T_k(\overline{x}_k, \tau_k) \) according to Eqs. 4.6 and 4.8. But, these equations involve the optimum component decision rules at time \( t_{k+1} \) through the response set \( A_{k+1}(\cdot, \cdot) \). Thus, to get an explicit expression for \( T_k(\overline{x}_k, \tau_k) \), one must first solve for \( T_N(\overline{x}_N, \tau_N) \) and then proceed recursively to solve for \( T_{N-1}(\overline{x}_{N-1}, \tau_{N-1}) \), \( \ldots \), \( T_{k+1}(\overline{x}_{k+1}, \tau_{k+1}) \), \( T_k(\overline{x}_k, \tau_k) \). There are two special cases, however, where the solution of this recursive procedure can be obtained easily. In this section, we treat these cases.

Case 1. The Maximum Detection Time (MDT) decision device.

The MDT decision device is a respond-and-hold decision device that is characterized by a loss function that depends only on the amount of detection time and false alarm time. In Chapter III it was seen that among all R-H decision devices, this device maximizes the detection duty \( D_D \) for a fixed false alarm duty \( D_F \). Thus, the structure of the MDT decision device is of particular interest. This structure is given explicitly in the following theorem.
Theorem 4.1. The test function for the MDT decision device is given by

\[ T_k(x_k', \tau_k) = T_k(x_k) \]  

\[ = \int_{\theta_k \in [0, T_p]} \Pi(\theta_k | x_k) - W_F \int_{\theta_k = T_p} \Pi(\theta_k | x_k) \]  

(4.9)

Proof. We will show that Eq. 4.9 holds by also showing that

\[ R_k(x_k', \tau_k', a_k) = E_{\theta_k \in x_k} L_k(\tau_k', a_k', \theta_k') + f_k(x_k) \]  

(4.10)

where \( f_k(x_k) \) does not depend on \( \tau_k \). The proof is by induction on the index \( k \).

To begin, substitute for the loss function from Eq. 2.27 of Section 2.5 to conclude that

\[ \begin{cases} 
  E_{\theta_k \in x_k} L_k(\tau_k', a_k', \theta_k') \\
  0 & a_k = 0 \\
  W_X \int \Pi(\theta_k | x_k) - \int \Pi(\theta_k | x_k) \\
  \{ \theta_k < \tau_k', \theta_k \in [0, T_p) \} & \{ \theta_k \geq \tau_k', \theta_k \in [0, T_p) \} \\
  + W_F \int \Pi(\theta_k | x_k) & a_k = 1 \\
  \{ \theta_k = T_p \} 
\end{cases} \]

Next, combine the first two integrals on the right hand side of the
above expression into a single integral by using the facts that $W_X = -1$ for the MDT loss function and that

$$\{\theta_k > \tau_k, \theta_k \in [0, T_p)\} \cup \{\theta_k < \tau_k, \theta_k \in [0, T_p)\}$$

$$= \{\theta_k \in [0, T_p)\}$$

The result is:

$$E_{\theta_k \mid X_k} L_k(\tau_k', a_k', \theta_k')$$

$$= \begin{cases} 0 & a_k = 0 \\ - \int \Pi(\theta_k \mid X_k) - W_F \int \Pi(\theta_k \mid X_k) & a_k = 1 \\ \theta_k \in [0, T_p) \quad \{\theta_k = T_p\} \end{cases}$$

Now, for $k = N$ we note from Eq. 4.3 that Eq. 4.10 is satisfied with $f_N(x_N) = 0$. Moreover,

$$T_N(x_N, \tau_N) = R_N(x_N, \tau_N, a_N=0) - R_N(x_N, \tau_N, a_N=1)$$

$$= \int \Pi(\theta_N \mid x_N) - W_F \int \Pi(\theta_N \mid x_N)$$

$$\{\theta_N \in [0, T_p)\} \quad \{\theta_N = T_p\}$$

so that Eq. 4.9 holds for $k = N$.

Now, suppose that Eq. 4.9 and Eq. 4.10 are satisfied for indices $k+1, \ldots, N$. Then, $T_{k+1}(x_{k+1}, \tau_{k+1})$ does not depend on
Thus, from Eq. 4.5,

$$A_{k+1}(\vec{x}_k, \tau_{k+1}) = \{x_{k+1} ; T_{k+1}(\vec{x}_k, \tau_{k+1}) \geq 0\}$$

or

$$A_{k+1}(\vec{x}_k, \tau_{k+1}) = A_{k+1}(\vec{x}_k)$$  \hspace{1cm} (4.12)

Therefore, the response set $A_{k+1}$ does not depend on $\tau_{k+1}$. Next, substitute Eq. 4.11 into Eq. 4.10 to obtain

$$R_{k+1}(\vec{x}_{k+1}', \tau_{k+1}', a_{k+1})$$

$$= \begin{cases} f_{k+1}(\vec{x}_{k+1}) & \text{if } a_{k+1} = 0 \\
- \left[ \int \Pi(d\theta_{k+1}|\vec{x}_{k+1}) - W_F \int \Pi(d\theta_k|x_k) \right]_{\theta_{k+1} = T_{p+1}}^{\theta_{k+1} = T_p} + f_{k+1}(\vec{x}_{k+1}) & \text{if } a_{k+1} = 1 \end{cases}$$  \hspace{1cm} (4.13)

Then, substitute for $R_{k+1}$ from Eq. 4.13 and for $A_{k+1}$ from Eq. 4.12 into Eq. 4.8. The result is
\[ R_k(x_k', \tau_k', a_k') = \int_{\Theta_k} L_k(\tau_k', a_k', \theta_k) \Pi(d\theta_k | x_k) \]
\[ + \left\{ \int_{A_{k+1}(x_k)} f_{k+1}(x_{k+1}) P(dx_{k+1} | x_k) \right\} \]
\[ + \int_{A_{k+1}(x_k)} \left\{ \left[ \int \Pi(d\theta_{k+1} | x_{k+1}) - W_F \int \Pi(d\theta_{k+1} | x_{k+1}) \right] + f_{k+1}(x_{k+1}) \right\} \]
\[ \times P(dx_{k+1} | x_k) \right\} \]

or

\[ R_k(x_k, \tau_k, a_k) = E_{\theta_k | x_k} L_k(\tau_k', a_k', \theta_k) + f_k(x_k) \]

where we have set the bracketed term equal to \( f_k(x_k) \), since it depends only on \( x_k \). Thus we have established Eq. 4.10 for the index \( k \). The proof is completed by substituting for

\[ E_{\theta_k | x_k} L_k(\tau_k', a_k', \theta_k) \]

from Eq. 4.11 into Eq. 4.10 and then substituting into Eq. 4.6. The result is Eq. 4.9 as was to be shown.
On the basis of the above theorem we can simplify the block diagram for the MDT decision device to that shown in Fig. 4.4.

![Block diagram](image-url)

**Fig. 4.4.** The MDT decision device

Several properties of the MDT decision device might be pointed out here. First, it is no longer necessary to provide a decision feedback loop to calculate \( \tau_k \), since \( \tau_k \) does not appear in the test function \( T_k \). Thus, we have verified Conjecture IV of Section 1.4. Secondly, it is noted that the test function \( T_k \) no longer depends on the distribution \( P(dx_{k+1} | x_k) \). Thus the only distribution that is involved in the decision at time \( t_k \) is the posterior distribution \( \Pi(d\theta_k | x_k) \).

The single most important property of the MDT decision device, however, is contained in the following corollary to Theorem 4.1.
Corollary 4.2. The MDT decision device may be considered as the optimum detector, in the sense of classical detection theory, for detecting the arrival of a pulse within the last $T_p$ seconds.

Proof. In Appendix A it is seen that, in general, the optimum detector responds iff

$$\int_{\Theta_{SN}} \Pi(d\theta | x) \geq W_F \int_{\Theta_N} \Pi(d\theta | x)$$

where $\Theta_{SN}$ are those parameters to be associated with a response decision and $\Theta_N$ are those parameters to be associated with a no-response decision. Now, from Section 2.3 it is clear that if we wish the optimum detector to respond at time $t_k$ iff a pulse has arrived in the last $T_p$ seconds, then we must take

$$\Theta_{SN} = \{ \bar{\theta} = (\theta_1, \ldots, \theta_k) ; \theta_k \in [0, T_p) \}$$

$$= \Theta_1 \times \ldots \times \Theta_{k-1} \times [0, T_p)$$

and

$$\Theta_N = \{ \bar{\theta} = (\theta_1, \ldots, \theta_k) ; \theta_k = T_p \}$$

$$= \Theta_1 \times \ldots \times \Theta_k \times \{ T_p \}$$

Also, in the notation of Section 2.4,

$$x = \bar{x}_k$$
Thus, we can write the response condition for the optimum detector as

\[ \int \prod_{i=k}^{1} d\theta_i \cdot \frac{d\theta_1}{\theta_{k-1} [0, T_p]} \geq W_F \int \prod_{i=k}^{1} d\theta_i \cdot \frac{d\theta_1}{\theta_{k-1} [0, T_p]} \]

or, equivalently, as

\[ \int \prod_{i=k}^{1} d\theta_i \cdot \frac{d\theta_1}{\theta_{k-1} [0, T_p]} \geq W_F \int \prod_{i=k}^{1} d\theta_i \cdot \frac{d\theta_1}{\theta_{k-1} [0, T_p]} \]

But, this is precisely the same response condition as the response condition

\[ T_k(\vec{x}_k) \geq 0 \]

where \( T_k(\vec{x}_k) \) is given in Eq. 4.2. Thus, the optimum detector from classical detection theory is equivalent to the MDT decision device. This completes the proof.

In the above paragraphs we have seen that, because of the special nature of the MDT loss function, the structure of the decision device is considerably simplified. This also turns out to be the case for the Bayes decision device that makes decisions at intervals of \( T_p \) seconds.
\( m = 1 \) Case

The quantity \( m \) is the number of decision opportunities per pulse. In Section 3.5 it was seen that, in general, the performance of FRD decision devices increases with increasing \( m \). Thus, the case \( m = 1 \) represents a lower bound on the performance of the Bayes decision devices.

The structure of the \( m = 1 \) Bayes decision device is given in the following theorem.

**Theorem 4.3.** The test function for the \( m = 1 \) Bayes decision device is given by Eq. 4.9.

**Proof.** For \( m = 1 \), \( \Delta = T_p \), so that the value of the most recent response function \( \tau_k \) is given by

\[
\tau_k = \begin{cases} 
T_p - \Delta = T_p - T_p = 0 & a_{k-1} = 1 \\
\max[0, \tau_{k-1} - \Delta] = \max[0, \tau_{k-1} - T_p] = 0 & a_{k-1} = 0
\end{cases}
\]

Now, substitute \( \tau_k = 0 \) into Eq. 2.27 for the loss function to conclude that
\[ \mathbb{E}_{\theta_k|\hat{x}_k} L_k(\tau_k, a_k, \theta_k) \]

\[
= \begin{cases} 
0 & a_k = 0 \\
 - \left[ \int_{\theta_k \in [0, T_p]} \Pi(d\theta_k|\hat{x}_k) W_F \int \Pi(d\theta_k|\hat{x}_k) \right] & a_k = 1 
\end{cases}
\]

But, this is precisely the same expression as Eq. 4.11 in the proof to Theorem 4.1. Thus the conclusion to Theorem 4.3 follows by the same inductive argument.

The remarks following Theorem 4.1 also apply to the \( m = 1 \) case. The block diagram of Fig. 4.4 also describes the structure of the \( m = 1 \) decision device and the interpretation of this device in terms of classical detection theory is also appropriate. It is emphasized, however, that Theorem 4.1 applies to a specific loss function (the MDT loss function) and for any \( m \geq 1 \), whereas Theorem 4.3 applies to any FRD loss function so long as \( m = 1 \).

### 4.3 The Updating Equation for Conditionally Independent Observations

In Section 4.1 we discussed the desirability of obtaining an updating procedure for the general Bayes decision device. In this section the basic updating equation is derived. In the next section we will use this equation to simplify the general Bayes decision device.
Generally speaking, updating procedures do not exist without certain restrictions on the prior probability measure $\Pi(d\theta)$ and the observation measures $\{P(dx|\theta); \theta \in \Theta\}$. One set of restrictions that yields tractable results requires that $\Pi(d\theta)$ be Markov and that $\{P(dx|\theta); \theta \in \Theta\}$ be conditionally independent. Now, in Chapter II it was seen that $\Pi(d\theta)$ satisfies the Markov property,

$$\Pi(d\theta_k|\theta_{k-1}, \ldots, \theta_1) = \Pi(d\theta_k|\theta_{k-1})$$

Thus, we only need the assumption of conditionally independent observations to get a tractable updating procedure.

In the signal plus noise setting of Section 2.4, the assumption of conditionally independent observations is really an assumption on the independence of the noise in different observation intervals. This is seen as follows. Recall from Section 2.4 that the observation $x_k$ depends only on the noise in the interval $[t_{k-1}, t_k)$ and on the signal parameters $\theta_k$ and $\theta_{k-1}$. Now, suppose that the noise in the interval $[t_{k-1}, t_k)$ can be considered as being independent of the noise in the interval $[t_{k-2}, t_{k-1})$. Then, it follows that for a fixed signal parameter $\theta$, the observations $x_k$ and $x_{k-1}$ are independent. That is,

$$P(dx_{k-1}, dx_k|\theta) = P(dx_{k-1}|\theta) P(dx_k|\theta)$$

$$= P(dx_{k-1}|\theta_{k-1}, \theta_{k-2}) P(dx_k|\theta_k, \theta_{k-1})$$
If this assumption holds for all of the intervals \([t_{k-1}, t_k]\) then the observations are said to be conditionally independent. Formally, we have the following definition.

The observations are conditionally independent iff for each \(\theta \in \Theta\), and \(k = 1, \ldots, N\),

\[
P(dx_1, \ldots, dx_k | \theta) = \prod_{j=1}^{k} P(dx_j | \theta_j, \theta_{j-1})
\]

(4.14)

We now state three theorems which together provide the theoretical basis for the updating equation.

**Theorem 4.4.** If \(\Pi(d\theta)\) is Markov and the observations are conditionally independent, then

\[
\Pi(d\theta_k | \tilde{x}_k) = \int_{\Theta_{k-1}} \frac{P(dx_k | \theta_k, \theta_{k-1})}{P(dx_k | \tilde{x}_{k-1})} \Pi(d\theta_k | \theta_{k-1}) \Pi(d\theta_{k-1} | \tilde{x}_{k-1})
\]

(4.15)

The proof of this theorem is interesting in its own right. The philosophy of the proof, however, is already established in the existing literature, most notably Ref. 9, and although there are some differences here, it is felt that this proof, along with the proofs of the remaining theorems in this section, is best left to Appendix II.

In the next theorem we replace the ratio
\[ P(dx_k | \theta_{k'}, \theta_{k-1}) / P(dx_k | \overrightarrow{x}_{k-1}) \]

in Eq. 4.15 by a Raydon-Nikodym derivative.

**Theorem 4.5.** If the hypothesis of Theorem 4.4 holds, then the
Raydon-Nikodym derivative

\[ \ell(x_k | \overrightarrow{x}_{k-1}, \theta_{k'}, \theta_{k-1}) = P(dx_k | \theta_{k'}, \theta_{k-1}) / P(dx_k | \overrightarrow{x}_{k-1}) \]  \hspace{1cm} (4.16)

exists and

\[ \Pi(d\theta_k | \overrightarrow{x}_k) = \int \ell(x_k | \overrightarrow{x}_{k-1}, \theta_{k'}, \theta_{k-1}) \Pi(d\theta_{k'} | \theta_{k-1}) \Pi(d\theta_{k-1} | \overrightarrow{x}_{k-1}) \quad \Theta_k \]  \hspace{1cm} (4.17)

Next we determine a generalized density for \( \Pi(d\theta_k | \overrightarrow{x}_k) \). To do this, recall from Section 2.3 that we must first find a \( \sigma \)-finite
measure \( \mu \) that dominates \( \Pi(d\theta_k | \overrightarrow{x}_k) \). (A measure \( \mu \) dominates
\( \Pi(d\theta_k | \overrightarrow{x}_k) \) if \( \Pi(d\theta_k | \overrightarrow{x}_k) \ll \mu(d\theta_k) \).) Now, for practical reasons,
it is desired that this measure \( \mu \) work for all \( \overrightarrow{x}_k \). Thus, we seek
a measure \( \mu \) that dominates each member of the family \( \{ \Pi(d\theta_k | \overrightarrow{x}_k); \overrightarrow{x}_k \in \overrightarrow{X}_k \} \). Such a measure is not always possible to find. As an
example, it can be shown that there is no \( \sigma \)-finite measure \( \mu \) that
dominates the family \( \{ \Pi(d\theta_k | \theta_{k-1}) \theta_{k-1} \in [0, T_p] \} \), when \( \Pi(d\theta_k | \theta_{k-1}) \)
is the continuous prior distribution of Section 2.3.

Nevertheless, consider the physical situation at time \( t_k \). The
prior probability of \( \theta_k \) is given by the density
\[
\begin{align*}
p(\theta_k) = \begin{cases} 
(T_p + \alpha^{-1})^{-1} & \theta_k \epsilon [0, T_p) \\
\alpha^{-1}(T_p + \alpha^{-1})^{-1} & \theta_k = T_p 
\end{cases}
\end{align*}
\]

with respect to the measure \( \mu(d\theta_k) = d\theta_k + \epsilon\{T_p\}(d\theta_k) \). Heuristically speaking, it seems reasonable to expect that the effect of any observation \( \bar{x}_k \) on the distribution of \( \theta_k \) should be to no more than "continuously" redistribute the probabilities. That is, it might be expected that \( \{ \Pi(d\theta_k | \bar{x}_k); \bar{x}_k \epsilon \bar{X}_k \} \) is dominated by \( \mu(d\theta_k) = d\theta_k + \epsilon(0,T_p)\{d\theta_k\} \). A statement to this effect is provided by Theorem 4.6.

**Theorem 4.6.** If the hypothesis of Theorem 4.4 holds, then the family \( \{ \Pi(d\theta_k | \bar{x}_k); \bar{x}_k \epsilon \bar{X}_k \} \) is dominated by the measure \( \mu(d\theta_k) = \mu[0,T_p](d\theta_k) + \epsilon(0,T_p)(d\theta_k) \) where

\[
\mu[0,T_p](d\theta_k) = \begin{cases} 
d\theta_k & \text{for continuously arriving pulses} \\
\sum_{j=1}^{q-1} \epsilon[j\nu](d\theta_k) & \text{for pulses with discrete arrival time}
\end{cases}
\]

(4.18)

and there exists a generalized density \( p(\theta_k | \bar{x}_k) \) with respect to \( \mu(d\theta_k) \) such that

\[
\Pi(d\theta_k | \bar{x}_k) = p(\theta_k | \bar{x}_k) \mu(d\theta_k)
\]

(4.19)
An expression for \( p(\theta_k | \overrightarrow{x}_k) \) in terms of \( p(\theta_{k-1} | \overrightarrow{x}_{k-1}) \) and \( \ell(x_k | \overrightarrow{x}_{k-1}, \theta_{k}, \theta_{k-1}) \) is found in Eq. H.8 of Appendix H. This expression provides the means for updating the posterior densities \( p(\theta_k | \overrightarrow{x}_k) \). The difficulty, however, is that this expression involves the function \( \ell(x_k | \overrightarrow{x}_{k-1}, \theta_k, \theta_{k-1}) \) which depends on \( \overrightarrow{x}_{k-1} \). Thus, it is still necessary to provide a memory for storing the past observation \( \overrightarrow{x}_{k-1} \). In the next section, however, it will be shown that it is sufficient for the decision device to have available the function

\[
O_k(\theta_k | \overrightarrow{x}_k) = \begin{cases} 
\frac{p(\theta_k | \overrightarrow{x}_k)}{p(\theta_k = T_p | \overrightarrow{x}_k)} & \theta_k \in [0, T_p) \quad \text{and} \quad p(\theta_k = T_p | \overrightarrow{x}_k) \neq 0 \\
1 & \theta_k = T_p \\
p(\theta_k | \overrightarrow{x}_k) & \theta_k \in [0, T_p) \quad \text{and} \quad p(\theta_k = T_p | \overrightarrow{x}_k) = 0 \\
0 & \theta_k = T_p 
\end{cases}
\]

(4.20)

The advantage of this fact is that the function \( O_k(\theta_k | \overrightarrow{x}_k) \) can be updated solely in terms of \( O_k(\theta_k | \overrightarrow{x}_k) \) and \( x_k \). Thus, the decision device need only provide a memory for \( O_k(\theta_k | \overrightarrow{x}_k) \). This result is a consequence of the following theorem.

**Theorem 4.7.** If the hypothesis of Theorem 4.4 holds and if in addition
\[ \mathbb{P}(dx_k | \theta_k', \theta_{k-1}) \ll \mathbb{P}(dx_k | \theta_k = T_p, \theta_{k-1} = T_p) \quad \text{all} \quad \theta_{k-1}, \theta_k \]

then

\[ O_k(\theta_k | \vec{x}_k) = \]

\[ \left[ I (\theta_k) \int I(\vec{x}_k | \theta_k, \theta_{k-1}) p(\theta_k | \theta_{k-1}) O_{k-1}(\theta_{k-1} | \vec{x}_{k-1}) \mu(d\theta_{k-1}) \\
\{[T_p - \Delta, T_p) \theta_{k-1} \in [0, \theta_k - (T_p - \Delta)] \cup \{T_p\} \right. \\
+ I (\theta_k) \int I(\vec{x}_k | \theta_k, \theta_{k-1} = \theta_{k-1} + \Delta) O_{k-1}(\theta_{k-1} = \theta_{k-1} + \Delta | \vec{x}_{k-1}) \mu(d\theta_{k-1}) \\
\left\{[0, T_p - \Delta) \}
\right] \]

\[ \int I(\vec{x}_k | \theta_k = T_p, \theta_{k-1}) p(\theta_k | \theta_{k-1}) O_{k-1}(\theta_{k-1} | \vec{x}_{k-1}) \mu(d\theta_{k-1}) \quad \text{for} \quad \theta_{k-1} \in [0, \Delta) \cup \{T_p\} \]

(4.21)

where

\[ \ell(x_k | \theta_k', \theta_{k-1}) = \frac{\mathbb{P}(dx_k | \theta_k', \theta_{k-1})}{\mathbb{P}(dx_k | \theta_k = T_p, \theta_{k-1} = T_p)} \quad (4.22) \]

In the proof to Theorem 4.7 above we use only the hypothesis that the observations are conditionally independent, that \( \theta \) is Markov with conditional density given in Appendix C, and that the family \( \{\mathbb{P}(dx_k | \theta_k', \theta_{k-1})\} \) is dominated by \( \mathbb{P}(dx_k | \theta_k = \theta_{k-1} = T_p) \). But, we have also assumed in this study that the observation \( x \) is statistically related to the state \( \theta \) by the "signal plus noise" relationships of Section 2.4. This added assumption makes it possible to obtain
more explicit expressions for the updating equation. These expressions and their derivations are found in Appendix I.

We now apply Theorem 4.7 to deduce the updating procedure for the function $O_k(\theta_k | \vec{x}_k)$. To this end, note from Eq. 4.21 that $O_k(\theta_k | \vec{x}_k)$ depends on the past observation $\vec{x}_{k-1}$ only through the function $O_{k-1}(\theta_{k-1} | \vec{x}_{k-1})$. More precisely, suppose $\vec{x}_{k-1}'$ and $\vec{x}_{k-1}''$ are any two past observations such that

$$O_{k-1}(\cdot | \vec{x}_{k-1}') = O_{k-1}(\cdot | \vec{x}_{k-1}'')$$

Then, for any $x_k$, if $\vec{x}_k' = (\vec{x}_{k-1}', x_k)$ and $\vec{x}_k'' = (\vec{x}_{k-1}'', x_k)$, then

$$O_k(\cdot | \vec{x}_k') = O_k(\cdot | \vec{x}_k'')$$

Thus, without loss of generality we can write

$$O_k(\theta_k | \vec{x}_k) = O_k(\theta_k, x_k | O_{k-1})$$

We can then consider Eq. 4.21 as defining a function $U$ that maps the current observation $x_k$ and the function $O_{k-1}(\cdot, x_{k-1}', O_{k-2})$ into the function $O_k(\cdot, x_k, O_{k-1})$. Specifically,

$$O_k(\cdot, x_k, O_{k-1}) = U(O_{k-1}(\cdot, x_{k-1}', O_{k-2}), x_k) \quad (4.23)$$
Then, in terms of this function, the updating procedure can be illustrated as in Fig. 4.5.

![Diagram](image)

Fig. 4.5. The updating procedure for $O_k(\cdot, x_k, O_{k-1})$

We conclude this section with an interpretation of the function $O_k(\theta_k, x_k, O_{k-1})$. To do this, consider the integral

$$\int_{[0, T_p]} O_k(\theta_k, x_k, O_{k-1}) \mu(d\theta_k) = \left( \int_{[0, T_p]} p_k(\theta_k | \vec{x}_k) \mu(d\theta_k) \right) / p_k(\theta_k = T_p | \vec{x}_k)$$

In the denominator of this expression we have
\[
p_k(\theta_k | \vec{x}_k) = \Pr[\theta_k = T_p | \vec{x}_k] = \Pr[\text{no pulse arrives in } [t_{k,T_p}, t_{k}] | \vec{x}_k]
\]

In the numerator, we have

\[
\int_{\Theta} p_k(\theta_k | \vec{x}_k) \mu(d\theta_k) = \Pr[\theta_k \in [0, T_p) | \vec{x}_k] = \Pr[\text{a pulse arrives in } [0, T_p) | \vec{x}_k]
\]

Thus, the integral of \( O_k(\theta_k x_k, O_{k-1}) \) over the set \( \{\theta_k \in [0, T_p)\} \) gives the ratio of the posterior probability that signal is present to the posterior probability that no signal is present. Now, in the literature it is customary to refer to this ratio as the odds ratio. Thus, in this context \( O_k(\theta_k x_k, O_{k-1}) \) can be viewed as an "odds ratio density," since its integral gives the corresponding odds ratio.

4.4 The Bayes Decision Device for Conditionally Independent Observations

In Section 4.1 it was pointed out that there are two basic difficulties in implementing the general Bayes decision device: the fact that the past observation memory must grow linearly in time and the fact that the distributions

\[
\Pi(d\theta_k | \vec{x}_k) \quad \text{and} \quad P(dx_{k+1} | \vec{x}_k)
\]
must be calculated at each decision time $t_k$. In this section we will apply the updating equation of the preceding section to replace the observation memory by a memory of fixed size and to replace the distribution $P(dx_{k+1} | \theta_k)$ by the known distributions

$$P(dx_{k+1} | \theta_{k+1}, \theta_k) \quad \text{and} \quad \Pi(d\theta_{k+1} | \theta_k)$$

This is done in the following three theorems.

**Theorem 4.8.** Under the assumptions of Theorem 4.4,

$$T_k(\vec{x}_{k'}, \theta_k) = \int_{\Theta_k} T_k(\vec{x}_{k'}, \tau_k, \theta_k) p(\theta_k | \vec{x}_k) \mu(d\theta_k) \quad (4.24)$$

where

$$T_k(\vec{x}_{k'}, \tau_k, \theta_k) = R_k(\vec{x}_{k'}, \tau_k, a_k = 0, \theta_k) - R_k(\vec{x}_{k'}, \tau_k, a_k = 1, \theta_k) \quad (4.25)$$

and

$$R_k(\vec{x}_{k'}, \tau_k, a_k, \theta_k) \quad (4.26)$$

$$\left\{ \begin{array}{l}
L_k(\tau_k, a_k, \theta_k) \\
+ \sum_{t=0}^k \left( \int_{\Theta_k} \int R_{k+1}(\vec{x}_{k+1}, \tau_{k+1}, a_{k+1} = t, \theta_{k+1}) P(dx_{k+1} | \theta_{k+1}, \theta_k) \\
x \Pi(d\theta_{k+1} | \theta_k) \right) \quad \text{for } k < N \\
L_N(\tau_N, a_N, \theta_N) \quad \text{for } k = N
\end{array} \right.$$
Proof. We begin by showing that $R_k(\overline{x}_k', \tau_k', a_k)$ can be written as

$$R_k(\overline{x}_k', \tau_k', a_k) = \int_{\Theta_k} R_k(\overline{x}_k', \tau_k', a_k, \theta_k) \Pi(d\theta_k | \overline{x}_k) \quad (4.27)$$

where $R_k(\overline{x}_k', \tau_k', a_k, \theta_k)$ satisfies Eq. 4.26. The proof is by induction on the index $k$. For $k = N$, it follows from Eq. 4.8 that

$$R_N(\overline{x}_N', \tau_N', a_N') = \int_{\Theta_N} L_N(\tau_N', a_N', \theta_N') \Pi(d\theta_N | \overline{x}_N)$$

$$= \int_{\Theta_N} R_N(\overline{x}_N', \tau_N', a_N', \theta_N') \Pi(d\theta_N | \overline{x}_N)$$

where

$$R_N(\overline{x}_N', \tau_N', a_N', \theta_N') = L_N(\tau_N', a_N', \theta_N')$$

Thus, the result holds for $k = N$. Now, assume Eq. 4.26 and Eq. 4.27 are satisfied for indices $k+1, \ldots, N$. From Eq. 4.8 we have

$$R_k(\overline{x}_k', \tau_k', a_k)$$

$$= \int_{\Theta_k} L_k(\tau_k', a_k, \theta_k) \Pi(d\theta_k | \overline{x}_k)$$

$$+ \sum_{t=0}^{1} \left\{ \int_{t} R_{k+1}(\overline{x}_{k+1}', \tau_{k+1}', a_{k+1} = t) P(d\overline{x}_{k+1} | \overline{x}_k) \right\}$$

Denote the second term in Eq. 4.28 by $B_k(\overline{x}_k', \tau_{k+1}')$ and apply the
induction hypothesis of Eq. 4.27 with $k$ replaced by $k+1$ to conclude that

$$B_k(\vec{x}_k', \tau_{k+1})$$

$$= \frac{1}{\sum_{t=0}^{\infty}} \left[ \int_{A_{k+1}(\vec{x}_k', \tau_{k+1})} \left[ \int_{\Theta_{k+1}} R_{k+1}(\vec{x}_{k+1}', \tau_{k+1}', a_{k+1} = t, \theta_{k+1}) \right] \Pi(d\theta_{k+1} | \vec{x}_{k+1}) \right] \Pi(dx_{k+1} | \vec{x}_k)$$

Next, substitute for $\Pi(d\theta_{k+1} | \vec{x}_{k+1}) \Pi(dx_{k+1} | \vec{x}_k)$ from Theorem 4.4 into Eq. 4.29 to obtain

$$B_k(\vec{x}_k', \tau_{k+1}) =$$

$$\int_{\Theta_k} \left[ \sum_{t=0}^{\infty} \int_{\Theta_{k+1}} \int_{A_{k+1}(\vec{x}_k', \tau_{k+1})} R_{k+1}(\vec{x}_{k+1}', \tau_{k+1}', a_{k+1} = t, \theta_{k+1}) \Pi(dx_{k+1} | \theta_{k+1}, \theta_k) \right] \Pi(d\theta_{k+1} | \vec{x}_k) \Pi(d\theta_k | \vec{x}_k)$$

(4.30)

Finally, substitute Eq. 4.30 for the second term of Eq. 4.28 and combine the two integrals into a single integral. The result is
\[ R_k(\vec{x}_k', \tau_k', a_k' \mid t) = \]
\[
\int_{\Theta_k} \left\{ L(\tau_k, a_k', \theta_k) \right. \\
+ \sum_{t=0}^{1} \int_{\Theta_{k+1}} \int_{\mathcal{A}_{k+1}(\vec{x}_k', \tau_{k+1})} R_{k+1}(\vec{x}_{k+1}', \tau_{k+1}, a_{k+1} = t, \theta_{k+1}) P(dx_{k+1} \mid \theta_{k+1}, \theta_k) \]
\[
\times \Pi(d\theta_{k+1} \mid \theta_k) \left\} \Pi(d\theta_k \mid \vec{x}_k'). \right. \\
= \int_{\Theta_k} R_k(\vec{x}_k', \tau_k', a_k', \theta_k) \Pi(d\theta_k \mid \vec{x}_k') \]

as was to be shown.

It remains to verify Eqs. 4.24 and 4.25. To do this, substitute for \( R_k(\vec{x}_k', \tau_k', a_k') \) from Eq. 4.27 into Eq. 4.6 and combine the two integrals into a single integral. The result is

\[ T_k(\vec{x}_k', \tau_k, \theta_k) = \int_{\Theta_k} R_k(\vec{x}_k', \tau_k, \theta_k) \Pi(d\theta_k \mid \vec{x}_k') \]

where \( T_k(\vec{x}_k', \tau_k, \theta_k) \) is given by Eq. 4.25. The proof is then completed by using Theorem 4.6 to write \( \Pi(d\theta_k \mid \vec{x}_k') \) as \( p(\theta_k \mid \vec{x}_k') \mu(d\theta_k) \).

In the next theorem the test function \( T_k(\vec{x}_k', \tau_k) \) is written in terms of the odds ratio density \( O_k(\theta_k, \vec{x}_k', O_{k-1}) \).

**Theorem 4.9.** Under the hypothesis of Theorem 4.6, the component decision rule \( \delta_k(\vec{x}_k, \tau_k) \) is given by
\[ \delta_k(x_k', \tau_k) = \begin{cases} 1 & \text{if } \tilde{T}_k(x_k', \tau_k) \geq 0 \\ 0 & \text{otherwise} \end{cases} \] (4.30a)

where

\[ \tilde{T}_k(x_k', \tau_k) = \int_{\Theta_k} T_k(x_k', \tau_k, \theta_k) O_k(\theta_k, x_k', O_{k-1}) \mu(d\theta_k) \] (4.30b)

**Proof.** Expand the integral in Eq. 4.24 to obtain

\[ T_k(x_k', \tau_k) = \int T_k(x_k', \tau_k, \theta_k) p(\theta_k | x_k') \mu([0, T_p]) (d\theta_k) \]

\[ + T_k(x_k', \tau_k, \theta_k = T_p) p(\theta_k = T_p | x_k') \]

First, suppose \( p(\theta_k = T_p | x_k') \neq 0 \). Then, we may write

\[ T_k(x_k', \tau_k) / p(\theta_k = T_p | x_k') \]

\[ = \int T_k(x_k', \tau_k, \theta_k) [p(\theta_k | x_k') / p(\theta_k = T_p | x_k')] \mu([0, T_p]) (d\theta_k) \]

\[ + T_k(x_k', \tau_k, \theta_k = T_p) \]

\[ = \int_{\Theta_k} T_k(x_k', \tau_k, \theta_k) O_k(\theta_k, x_k', O_{k-1}) \mu(d\theta_k) \]

where the last equality follows by first substituting in the odds ratio density from Eq. 4.20 and then applying the definition of \( \mu(d\theta_k) \) from
Theorem 4.6 to combine the two integrals into a single integral.

On the other hand, if \( p(\theta_k | \bar{x}_k) = 0 \), then

\[
T_k(\bar{x}_k, \tau_k) = \int_{[0, T_p]} \mathcal{T}_k(\bar{x}_k', \tau_k', \theta_k') p(\theta_k | \bar{x}_k) \mu([0, T_p]) (d\theta_k)
\]

\[
= \int_{\Theta_k} \mathcal{T}_k(\bar{x}_k', \tau_k', \theta_k') \mathcal{O}_k(\theta_k', x_k', \mathcal{O}_{k-1}) \mu(d\theta_k)
\]

In either case, the condition

\[
T_k(\bar{x}_k, \tau_k) \geq 0
\]

is equivalent to the condition

\[
\tilde{T}_k(\bar{x}_k, \tau_k) = \int_{\Theta_k} \mathcal{T}_k(\bar{x}_k', \tau_k', \theta_k') \mathcal{O}_k(\theta_k', x_k', \mathcal{O}_{k-1}) \mu(d\theta_k) \geq 0
\]

as was to be shown.

As the final step, we show that the decision rule at time \( t_k \) depends only on \( x_k, \mathcal{O}_{k-1} \) and \( \tau_k \).

**Theorem 4.10.** The functions \( \tilde{T}_k(\bar{x}_k', \tau_k') \) and \( R_k(\bar{x}_k, \tau_k', a_k, \theta_k) \) and the response set \( \mathcal{A}_k(\bar{x}_{k-1}, \tau_k) \) depend on the observation \( \bar{x}_k \) only through \( x_k \) and \( \mathcal{O}_k \). That is,

\[
\tilde{T}_k(\bar{x}_k, \tau_k) = \tilde{T}_k(\mathcal{O}_{k-1}, x_k', \tau_{k-1}) \tag{4.32a}
\]

\[
R_k(\bar{x}_k, \tau_k', a_k', \theta_k) = R_k(\mathcal{O}_{k-1}, x_k', \tau_{k-1}', a_k', \theta_k) \tag{4.32b}
\]
and

\[ A_k(\vec{x}_{k-1}', \tau_k) = A_k(O_{k-1}', \tau_k) \]  \hspace{1cm} (4.32c)

The proof to this theorem is a straightforward proof by induction. The details are found in Appendix J.

On the basis of the above theorems, we may replace the past observation memory in the block diagram of Fig. 4.3 by a memory for the previous odds ratio density \( O_{k-1} \) and an updating device for obtaining \( O_k \) from \( x_k \) and \( O_{k-1} \). The resulting block diagram is shown in Fig. 4.6.
Fig. 4.6. The Bayes decision device for conditionally independent observations.

\[ T_{k+1} = \begin{cases} T_k - \Delta & \text{if } a_k = 1 \\ \max[0, T_k - \Delta] & \text{if } a_k = 0 \end{cases} \]

\[ a_k = \begin{cases} 1 & T_k \land T_k' \\ 0 & \text{otherwise} \end{cases} \]

\[ O_k = U(O_{k-1}, x_k) \]

\[ x_k \]

\[ T_k(O_{k-1}, x_k', \tilde{T}_k') \]
CHAPTER V

A NUMERICAL SOLUTION FOR THE OPTIMUM BAYES
DECISION DEVICE AND ITS ROC SURFACE

In the preceding chapter we developed the structure of the optimum Bayes decision device up to the solution of the recursive relation for the test function \( T_k (\vec{x}_k, \tau_k) \). In this chapter we will carry out this recursive computation numerically for the \( m = 2 \) Bayes decision device. For the purposes of comparison we will also discuss the \( m = 1 \) Bayes decision device and the matched filter decision devices of Chapter I. Finally, we will obtain a numerical description of the ROC surfaces for these decision devices.

5.1 The Basic Setting

In order to simplify the computations in this chapter, certain additional restrictions will be made on the probability laws involved in the general model. Specifically, it is assumed that the pulse arrivals are discrete, that the noise is white Gaussian noise and that the pulse waveforms satisfy a certain translation property. In this section these assumptions are stated precisely and their effect on the basic mathematical model is determined.

To begin, we review the basic temporal structure for the \( m = 2 \) case. According to the definitions of Chapter II, the decision time separation \( \Delta \) is
\[ \Delta = \frac{T_p}{m} = \frac{T_p}{2} \]

the set of allowable decision times \( \mathcal{I} \) is

\[ \mathcal{I} = \{ t_k ; t_k = (T_p/2)k ; k = 1, 2, \ldots, N \} \]

and the current observation \( x_k \) is given by

\[ x_k = x(t) \quad t \in [t_k - \frac{T_p}{2}, t_k) \]

The temporal relation between these quantities is shown in Fig. 5.1.

Fig. 5.1. The temporal relation between \( \Delta \), \( T_p \), and \( x_k \)

We now state the assumptions for this chapter.

Our first assumption is that the pulse arrival times are discrete and that there are two allowable pulse arrival times per \( T_p \) seconds. Thus, in terms of the notation of Section 2.3, we assume that \( q \) is equal to \( 2 \) and that the pulse arrival time separation \( \nu = \frac{T_p}{q} = \frac{T_p}{2} \). It is to be noted that the pulse separation time \( \nu \) is
equal to the decision separation time $\Delta$.

As a consequence of this assumption, the random variable $\theta_k$ takes on only the three values, $\theta_k = 0, T_p/2$, are associated with pulse arrivals in the interval $[t_k - T_p, t_k]$ and the value $\theta_k = T_p$ denotes "noise alone" in the interval $[t_k - T_p', t_k']$. The pulse configurations associated with each of the possible values of $\theta_k$ are illustrated in Fig. 5.2 along with the temporal relation between $\nu$ and $T_p$.

To obtain the specific form of the prior probability law, we appeal to the relevant equations of Section 2.3. First, from Eq. 2.19 with $q = 2$ we have

$$
\Pr[\theta_k = \ell] = \begin{cases} 
\frac{1}{[2 + a/(1-a)]} & \ell = 0, 1 \\
\frac{[a/(1-a)]}{[2 + a/(1-a)]} & \ell = 2 
\end{cases}
$$

(5.1)

Next, the conditional prior probabilities $\Pr[\theta_k = \ell \delta | \theta_{k-1} = j \delta]$ are obtained from Eq. 2.17 by setting $q = 2$ and $s = \Delta/\nu = 1$. The results are most conveniently expressed in terms of the transition matrix $\{p_{\ell, j}\}$, where $p_{\ell, j} = \Pr[\theta_k = \ell \nu | \theta_{k-1} = j \nu]$. This matrix is

$$
\{p_{\ell, j}\} = \begin{bmatrix}
0 & (1-a) & a \\
1 & 0 & 0 \\
0 & (1-a) & a
\end{bmatrix}
$$

(5.2)
Fig. 5.2. The pulse configurations for the different values of $\theta_k$. (a) $\theta_k = 0$, (b) $\theta_k = T_p/2$, (c) $\theta_k = T_p$.
Finally, we determine the pulse rate $r_p$ from Eq. 2.13 with $q = 2$ and $\nu = T_p / 2$. The result is

$$r_p = \frac{1}{T_p} \left[ \frac{2}{[2 + a/(1-a)]} \right]$$

or

$$r_p = \frac{1}{T_p} D_p$$ (5.3)

where

$$D_p = \frac{2}{[2 + a/(1-a)]}$$ (5.4)

From Eq. 5.3 and the definition of the pulse rate $r_p$, we have

$$D_p = E\{T_p N_p\}$$

But, since the pulses are non-overlapping, the quantity $T_p N_p$ is equal to the total amount of time occupied by signal $T_S$, so that

$$D_p = \frac{E\{T_S\}}{T}$$

Thus, we may interpret $D_p$ as the average pulse duty.

Our next assumption is that the noise is white Gaussian noise. From this assumption we may obtain the update equation for the odds ratio density by substituting Eq. I.21 into Eq. I.15 in App. I, and then setting $q = 2$, $s = 1$ and $\nu = T_p / 2$. The result is
\[ O_k(\theta_k, x_k, O_{k-1}) \]

\[
\begin{cases}
\ell_k(x_k | \theta_k = 0, S_c) a^{-1} \left[ O_{k-1}(\theta_{k-1} = T_p/2, x_{k-1}, O_{k-2}) \right] & \theta_k = 0 \\
\ell_k(x_k | \theta_k = T_p/2, S_c) a^{-1} (1 - a) & \theta_k = T_p/2 \\
1 & \theta_k = T_p
\end{cases}
\]

where, from Eq. I.19,

\[
\ell_k(x_k | \theta_k, S_c) = \exp \left\{ \frac{1}{N_o} \int_{t_k - T_p/2}^{t_k} x(t) p(t - \theta_k) \, dt - \frac{1}{2N_o} \int_{t_k - T_p/2}^{t_k} [p(t - \theta_k)]^2 \, dt \right\}
\]

(5.5b)

The quantity \( N_o \) is the noise power per unit bandwidth.

The above equation for \( O_k(\theta_k, x_k, O_{k-1}) \) can be expressed in a more compact form by denoting the quantity that appears in brackets in Eq. 5.5 by \( P_{k-1} \). Thus we shall define \( P_{k-1} \) by

\[
P_{k-1} = \frac{O_{k-1}(\theta_k = T_p/2, x_k, O_{k-2})}{1 + O_{k-1}(\theta_k = 0, x_k, O_{k-2})}
\]

First, we show that \( P_{k-1} \) also satisfies an update equation. To do this, replace \( k-1 \) by \( k \) in the above equation and substitute for \( O_k(\cdot, \cdot, \cdot, \cdot) \) from Eq. 5.5. The result is
\[ P_k = \frac{\ell_k(x_k | \theta_k = T_p/2, S_c) a^{-1}(1-a)}{1 + \ell_k(x_k | \theta_k = 0, S_c) a^{-1} \left[ \frac{O_{k-1}^{-1}(\theta_{k-1} = T_p/2, x_{k-1'}, O_{k-2})}{1 + O_{k-1}^{-1}(\theta_{k-1} = 0, x_{k-1'}, O_{k-2})} \right]} \]

Next, multiply the numerator and denominator by "a" and note that the bracketed quantity in the denominator is \( P_{k-1} \). The resulting updating equation for \( P_k \) is

\[ P_k = \frac{\ell_k(x_k | \theta_k = T_p/2, S_c) (1-a)}{a + \ell_k(x_k | \theta_k = 0, S_c) P_{k-1}} \] (5.7)

To obtain an interpretation for \( P_k \), substitute

\[ O_{k-1}(\theta_{k-1'}, x_{k-1'}, O_{k-2}) = \frac{\Pr[\theta_{k-1} = \vec{x}_{k-1}]\Pr[\theta_{k-1} = T_p | \vec{x}_{k-1}]}{\Pr[\theta_{k-1} = T_p | \vec{x}_{k-1}]} \]

into Eq. 5.6 and multiply numerator and denominator by \( \Pr[\theta_{k-1} = T_p | \vec{x}_{k-1}] \). The result is

\[ P_{k-1} = \frac{\Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}]\Pr[\theta_{k-1} = T_p | \vec{x}_{k-1}] + \Pr[\theta_{k-1} = 0 | \vec{x}_{k-1}] + \Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}]\Pr[\theta_{k-1} = 0 | \vec{x}_{k-1}]}{\Pr[\theta_{k-1} = T_p | \vec{x}_{k-1}] + \Pr[\theta_{k-1} = 0 | \vec{x}_{k-1}]} \]

or, since

\[ \Pr[\theta_{k-1} = T_p | \vec{x}_{k-1}] + \Pr[\theta_{k-1} = 0 | \vec{x}_{k-1}] = 1 - \Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}] \]

we may also write

\[ P_{k-1} = \frac{\Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}]\Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}]}{1 - \Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}] + \Pr[\theta_{k-1} = T_p/2 | \vec{x}_{k-1}]} \]
From the above equation it is evident that the quantity \( P_{k-1} \) can be interpreted as the posterior odds based on the observation \( \vec{x}_{k-1} \) that \( \theta_{k-1} = T_p/2 \). The event \( \theta_{k-1} = T_p/2 \) is shown in Fig. 5.3.

![Diagram](image)

**Fig. 5.3.** The event \( \theta_{k-1} = T_p/2 \)

Now, the significance of this event at the decision time \( t_k \) is that \( \theta_{k-1} = T_p/2 \) represents a pulse that is present at time \( t_{k-1} \) and that also has energy in the interval \( [t_{k-1}, t_k) \). In Appendix I we referred to such a pulse as a carry-over pulse. Thus, we will refer to the odds ratio \( P_{k-1} \) as the carry-over odds ratio.

Finally, we assume that the first half of the pulse \( p(t) \) "looks the same" as the last half. More precisely, it is assumed that

\[
p(t) = p(t - T_p/2) \quad t \in [T_p/2, T_p)
\]

It follows that if \( p^k(t) \) is the basic pulse with arrival time \( t_k - T_p \), \( p^k(t) = p[t - (t_k - T_p)] \), then \( p^k(t) \) satisfies

\[
p^k(t) = p^k(t - T_p/2) \quad t \in [t_k - T_p/2, t_k)
\]
An example of a pulse $p(t)$ which satisfies this translation property is shown in Fig. 5.4.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{pulse_translation.png}
\caption{A pulse which satisfies the translation property}
\end{figure}

As a consequence of this assumption it is seen from Eq. 5.5a that

$$\ell_k(x_k \mid \theta_k = 0, S_c) = \ell_k(x_k \mid \theta_k = T_p/2, S_c)$$

Thus at time $t_k$ the odds ratio density $O_k(\theta_{k'; x_{k-1}, O_{k-1}})$ depends on the observation only through the past carry-over odds $p_{k-1}$ and a single likelihood ratio. Denote this likelihood ratio by

$$\ell_k(x_k) = \exp \left( \frac{1}{N_0} \int_{t_k-T_p/2}^{t_k} x(t) p^k(t) \, dt - \frac{1}{2N_0} \int_{t_k-T_p/2}^{t_k} \left[ p^k(t) \right]^2 \, dt \right)$$

Then it follows from Eq. 5.6 and 5.9 that the update equation for the odds ratio density may be written as
\[
O_k(\theta_k', x_k', O_{k-1}) = \begin{cases} 
\ell_k(x_k) a^{-1} P_{k-1} & \theta_k = 0 \\
\ell_k(x_k) a^{-1} (1-a) & \theta_k = T_p/2 \\
1 & \theta_k = T_p 
\end{cases} \tag{5.10}
\]

and the update equation for the carry-over odds ratio becomes

\[
P_k = \frac{(1-a) \ell_k(x_k)}{a + \ell_k(x_k) P_{k-1}} \tag{5.11}
\]

One last result will be necessary in order to describe the \( m = 2 \) Bayes decision rule. Specifically, we must have a description of the probability measures of the likelihood ratio \( \ell_k(x_k) \) that are induced from the probability measures of \( x_k \) by Eq. 5.9. In Appendix K it is shown that there are two such distributions on \( \ell_k \) that must be considered, one arising when \( x_k \) consists of noise alone and one arising when \( x_k \) consists of noise plus a signal pulse. Here we need only the fact that both of these probability measures can be described in terms of density functions that depend only on the signal-to-noise ratio of the basic pulse. In the following we will denote this signal-to-noise ratio by \( d_T^2 \) where

\[
d_T^2 = \frac{1}{N_o} \int_0^T p(t)^2 dt \tag{5.12}
\]
5.2 The \( m = 1 \) Bayes Decision Device

In Section 4.2 we obtained the general solution of the recursive equations for the \( m = 1 \) Bayes decision device. There it was seen that the resulting decision device is the same as that obtained from classical detection theory (classical pulse detector). In this section, we will interpret this device in terms of the basic setting of the preceding section. We will then be able to compare both the structure and the performance of this device with the \( m = 2 \) Bayes decision device.

To begin, recall from Theorem 4.3 that the response condition for the \( m = 1 \) Bayes decision device is given by

\[
\int_{\theta_k \in [0, T_p]} \Pi(d\theta_k | \overline{x}_k) \geq W_F \int_{\{\theta_k = T_p\}} \Pi(d\theta_k | \overline{x}_k)
\]

Now, to interpret this condition in terms of the assumptions of Section 5.1, use Theorem 4.6 to replace \( \Pi(d\theta_k | \overline{x}_k) \) by \( p(\theta_k | \overline{x}_k) \mu(d\theta_k) \). Then, use Eq. 4.20 to substitute for \( p(\theta_k | \overline{x}_k) \) in terms of \( O_k(x_k', \theta_k', O_{k-1}) \). The resulting response condition is

\[
\int_{\theta_k \in [0, T_p]} O_k(\theta_k', x_k', O_{k-1}) \mu(d\theta_k) \geq W_F \tag{5.13}
\]

The next step is to note from the discrete case of Eq. 4.18 with \( q = 2 \) that

\[
\mu(d\theta_k) = \epsilon_{\{0\}} (d\theta_k) + \epsilon_{\{T_p/2\}} (d\theta_k) + \epsilon_{\{T_p\}} (d\theta_k)
\]

Thus we may evaluate the integral in the inequality (5.13) to express
the response condition as
\[
O_k(\theta_k = 0, x_k', O_{k-1}) + O_k(\theta_k = T_p / 2, x_k', O_{k-1}) \geq W_F
\]  
\tag{5.14}

Next, note that the set of decision times for the \( m = 1 \) decision device can be considered as those decision times for the \( m = 2 \) decision device that have even indices. (See Fig. 3.10.) Thus, we can substitute for \( O_k(\theta_k, x_k, O_{k-1}) \) from Eq. 5.10 if we allow decisions only for \( k \) even and if we realize that \( x_k \) and thus \( \ell_k(x_k) \) and \( P_k(x_k', P_{k-1}) \) pertain to the observation over the interval \([t_k - T_p / 2, t_k]\).

Carrying out this substitution results in the response condition
\[
\ell_k(x_k) a^{-1} P_{k-1} + \ell_k(x_k) a^{-1}(1-a) \geq W_F
\]

or equivalently
\[
T_k(P_{k-1}, \ell_k) \geq 0
\]  
\tag{5.15a}

where
\[
T_k(P_{k-1}, \ell_k) = \ell_k - K(P_{k-1})
\]  
\tag{5.15b}

with
\[
K(P_{k-1}) = \frac{W_F a}{1 - a + P_{k-1}}
\]  
\tag{5.15c}

The function \( K(P_{k-1}) \) is illustrated in Fig. 5.5.
Fig. 5.5. The threshold function for the \( m = 1 \) Bayes decision device

The response condition of Eq. 5.15 and the updating procedure for \( P_k \) of Eq. 5.11 completely determine the block diagram for the \( m = 1 \) Bayes decision device.

This block diagram is illustrated in Fig. 5.6.

Fig. 5.6. The \( m = 1 \) Bayes decision device
The operation of this device is as follows. At time $t_k$, the value of the carry-over odds ratio $P_{k-1}$, which has been stored in memory from time $t_{k-1}$, is used to determine a value of the threshold function $K(P_{k-1})$. The decision device then compares the current value of the likelihood ratio $\ell_k(x_k)$ with the threshold $K(P_{k-1})$ and responds iff

$$\ell_k(x_k) \geq K(P_{k-1}) \quad \text{and } k \text{ is even}$$

Finally, the values of $\ell_k(x_k)$ and $P_{k-1}$ are used to determine $P_k$ for use at the next decision time.

We conclude this section with a few interpretive remarks on the $m = 1$ Bayes decision device. First, note from the response condition

$$\ell(x_k) \geq K(P_{k-1}) = \frac{WF}{(1-a) + P_{k-1}}$$

that the decision at time $t_k$ can be considered as a likelihood ratio test against a threshold that depends on the information prior to time $t_{k-1}$ through the statistic $P_{k-1}(\bar{x}_{k-1})$. Here, the likelihood ratio $\ell_k(x_k)$ is a measure of the evidence in the current observation $x_k$ that signal energy is present if the interval $[t_k - T_p/2, t_k)$, whereas $P_{k-1}(\bar{x}_{k-1})$ is a measure of the evidence based on the past observation $\bar{x}_{k-1}$ that the carry-over pulse is present. These quantities and the carry-over pulse are illustrated in Fig. 5.7.
Fig. 5.7. The temporal relation of the carry-over pulse, the previous carry-over odds \( P_{k-1}(\overline{x}_{k-1}) \) and the current likelihood ratio \( \ell(x_k) \).

The form of the threshold function \( K(P_{k-1}) \) can be interpreted as follows. The large values of \( P_{k-1} \) indicate strong evidence that the carry-over pulse is present. For these values, \( K(P_{k-1}) \) is small as seen from Fig. 5.5, and thus little evidence is needed from \( \ell(x_k) \) in order to respond. On the other hand, small values of \( P_{k-1} \) indicate strong evidence that the carry-over pulse is not present. For these values, \( K(P_{k-1}) \) is larger, so that more evidence from \( \ell(x_k) \) is needed in order to respond.

The extreme values of \( P_{k-1} \) are interesting. Suppose first that \( P_{k-1} = +\infty \). Then, the decision device knows with absolute certainty on the basis of \( \overline{x}_{k-1} \) that the carry-over pulse is present. Now, since the carry-over pulse must be detected at time \( t_k \), the decision device should respond regardless of the information present in the likelihood ratio \( \ell(x_k) \). But, this is compatible with the response condition, since

\[
K(P_{k-1} = +\infty) = 0
\]
On the other hand, suppose \( P_{k-1} = 0 \). Then, the decision-maker knows with absolute certainty on the basis of \( \tilde{x}_{k-1} \) that the carry-over pulse is not present. Now, from Fig. 5.2 it is seen that the only other possibilities are that \( \theta_k = T_p \) so that no pulse is present in the interval \([t_k - T_p, t_k]\), or that \( \theta_k = T_p/2 \) so that a pulse arrives at time \( t_{k-1} \). But, at time \( t_k \) these two possibilities can be distinguished only on the basis of whether or not there is signal energy in the interval \([t_k - T_p/2, t_k]\). Thus, from classical detection theory, we would expect that the optimum decision device would respond iff \( \ell(x_k) \) exceeds the threshold

\[
W_F \frac{\Pr[\theta_k = T_p \mid \theta_k \neq 0]}{\Pr[\theta_k = T_p/2 \mid \theta_k \neq 0]}
\]

But, this is also compatible with the response condition for the \( m = 1 \) Bayes decision device, since, by substituting for the conditional probabilities from Eq. 5.2, we conclude that

\[
W_F \frac{\Pr[\theta_k = T_p \mid \theta_k \neq 0]}{\Pr[\theta_k = T_p/2 \mid \theta_k = 0]}
= W_F \frac{a}{1 - a}
= K(P_{k-1} = 0)
\]
5.3 The $m = 2$ Bayes Decision Device

In this section we present the results of a numerical solution for the $m = 2$ Bayes decision device. To obtain these results, we have interpreted the recursive equations of Section 4.4 in terms of the assumptions of Section 5.1. The resulting equations were then solved on a digital computer. The details of this procedure are found in Appendices K and L.

To begin, we first draw on Theorem K.3 of Appendix K to conclude that, as in the $m = 1$ case, the test function $T_k$ depends on the total past observation $\bar{x}_k$ only through $P_{k-1}$ and $\ell_k$. Thus, in the $m = 2$ case we may also write

$$ T_k(\bar{x}_k', \tau_k) = T_k(P_{k-1}', \ell_k', \tau_k') $$

Next, we state two basic properties of the numerical solution for $T_k(P_{k-1}', \ell_k', \tau_k')$. These properties have not been established theoretically but have only been verified through the computations.

The first of these properties states that, as in the $m = 1$ case, the $m = 2$ Bayes decision device can be considered as a likelihood ratio test against a threshold function that depends on the previous value of $P_{k-1}$. In the $m = 2$ case, however, the threshold function also depends on the specific decision time $t_k$ and on the past decision $a_{k-1}$ as well.
Property I: Likelihood Ratio Property. For each set of values of the losses $W_X$ and $W_F$, there exist two sequences of functions
\[ \{K_k^0(P_{k-1})\} \quad \text{and} \quad \{K_k^1(P_{k-1})\} \]
such that
\[ T_k(P_{k-1}, \ell_k, \tau_k = 0) = \ell_k - K_k^0(P_{k-1}) \]
and
\[ T_k(P_{k-1}, \ell_k, \tau_k = \frac{T_p}{2}) = \ell_k - K_k^1(P_{k-1}) \]

The above property specifies the form of the response condition for the $m = 2$ case. These conditions together with the updating equation for $P_k$ allow us to conclude that the general form of the $m = 2$ Bayes decision device is as shown in Fig. 5.8.
Fig. 5.8. The general form of the $m = 2$ Bayes decision device
The operation of this device is much the same as the \( m = 1 \) decision device. At time \( t_k \), the value of the previous carry-over odds ratio \( P_{k-1} \) and the previous decision \( a_{k-1} \) are both stored in memory. The previous decision \( a_{k-1} \) is used to determine which of the two threshold functions, \( K_k^0(\cdot) \) or \( K_k^1(\cdot) \), is to be used at time \( t_k \), and the value of \( P_{k-1} \) determines the specific value of the threshold function. Then, at time \( t_k \) the device responds iff it did not respond at time \( t_{k-1} \) and

\[
\ell_k \geq K_k^0(P_{k-1})
\]

or iff it did respond at time \( t_{k-1} \) and

\[
\ell_k \geq K_k^1(P_{k-1})
\]

Finally, the value of \( P_{k-1} \) is used along with the value of \( \ell_k \) to determine \( P_k \) for use at the next decision time. The value of \( a_k \) replaces \( a_{k-1} \) in memory.

The second of the two basic properties states that, except for decision times \( t_k \) close to the terminal decision time \( t_N \), the structure of the \( m = 2 \) Bayes decision device does not depend on time.

More precisely,

**Property II: Asymptotic Stationarity Property.** For each set of losses \( W_X \) and \( W_F \), the two sequences of threshold functions

\[
\{K_k^0(P_{k-1})\} \text{ and } \{K_k^1(P_{k-1})\}
\]

converge through decreasing indices \( K \) to limiting threshold functions
\[ \hat{K}^0(P_{k-1}) \quad \text{and} \quad \hat{K}^1(P_{k-1}) \]

respectively.

The interpretation of this property in terms of the system model of Fig. 5.8 is that, except for \( t_k \) near \( t_N \), we may replace the threshold functions \( K_k^0(P_{k-1}) \) and \( K_k^1(P_{k-1}) \) by \( \hat{K}^0(P_{k-1}) \) and \( \hat{K}^1(P_{k-1}) \). Thus, for these decision times, none of the components in the decision device depend on the particular decision time \( t_k \). We might point out that it is certainly reasonable to expect that Property II holds in the setting of this chapter, since we have assumed that both the noise process and the prior probabilities are stationary.

We now turn to the task of describing the \( m = 2 \) Bayes decision device for different values of the losses \( W_X \) and \( W_F \). To this end, we note from Property I that this device is completely specified by the sequences of threshold functions

\[ \{K_k^0(P_{k-1})\} \quad \text{and} \quad \{K_k^1(P_{k-1})\} \]

Moreover, by Property II these functions converge to limiting threshold functions

\[ \hat{K}^0(P_{k-1}) \quad \text{and} \quad \hat{K}^1(P_{k-1}) \]

Thus, we may describe the stationary behavior in the \( m = 2 \) case completely in terms of these two functions. We will defer the discussion of the convergence of the threshold functions to Appendix L.
In order to provide a basis for the description of the limiting threshold functions, we recall from Section 3.6 that the general Bayes decision device can be divided into five special cases depending on the values of the losses $W_X$ and $W_F$. For the $m = 2$ Bayes decision device, each of these special cases results in a distinct form for the threshold functions. Thus we may describe the numerical results by presenting specific examples for each of the five cases.

**Case I:** $W_X^*(F) < W_X, W_F > 0$

The Bayes decision devices for these values of $W_X$ and $W_F$ are respond-once decision devices which satisfy the inhibit rule and which are independent of the loss $W_X$. Typical threshold functions for this case are shown in Fig. 5.9 and 5.10.

There are several features of these functions that we shall take special note of here. First of all, it is noted that $\hat{K}^1(P_{k-1}) = +\infty$ for all $P_{k-1}$. This fact is a consequence of the inhibit rule property. To see this, we note that in the $m = 2$ case the inhibit rule says that the decision device cannot respond at time $t_k$ if it has just responded at time $t_{k-1}$. Thus we must have

$$T_k(P_{k-1}, \ell_k, \tau_k = T_p/2)$$

$$= \ell_k - \hat{K}^1(P_{k-1}) < 0$$

for all $\ell_k$ and $P_{k-1}$. But this is true for all $\ell_k$ iff we take

$$\hat{K}^1(P_{k-1}) = +\infty$$

for all $P_{k-1}$.
Fig. 5.9. Threshold functions for Case I;

d_{T}^2 = 1, \quad D_{p} = .3, \quad W_{X} = 1, \quad W_{F} = 1
Fig. 5.10. Threshold functions for Case I;
\[ d_T^2 = 1, \quad D_p = .3, \quad W_X = 1, \quad W_F = 2 \]
Next, it is noted that the threshold function $\hat{K}^0(p_{k-1})$ approaches $+\infty$ as $p_{k-1}$ approaches 0. In the following paragraphs it will be seen that this property holds for all respond-once decision devices. To gain some insight into this property, consider the situation when $p_{k-1} = 0$. Now, from the preceding section we recall that when $p_{k-1} = 0$, the decision device is assured that either no pulse is present at time $t_k$, or if a pulse is present at time $t_k$, then $t_k$ is the first opportunity to detect that pulse. Thus the response condition

$$\ell_k \geq \hat{K}^0(p_{k-1} = 0) = +\infty$$

says that, in this situation, the decision device will always defer a response decision to the next decision time.

A few additional comments on the results for Case I are appropriate here. First of all, it has been verified computationally that the threshold functions are completely independent of the loss $W_X$. This is to be expected from Theorem 3.11 which says that any Bayes decision device that satisfies the inhibit rule depends only on $W_F$ and not $W_X$. Secondly, we point out that we have not been able to obtain an analytical expression for the function $W_X^*(W_F)$. Nevertheless, by trying different values of the losses $W_X$ and $W_F$ and noting for which of these values the inhibit rule holds, we have obtained a numerical description of this function. This description appears in Fig. 5.11 for $d_T^2 = 1$ and $D_p = .3$. 
Case II: $0 < W_X < W_X^*(W_F), W_F > 0$

The Bayes decision devices for these losses are respond-once decision devices which do not satisfy the inhibit rule property. Typical threshold functions are shown in Figs. 5.12 through 5.15.

We make the following observations. First of all, it is noted that for constant $W_F$, $\hat{K}^1 \left( P_{k-1} \right)$ decreases with decreasing $W_X$. This says that the decision device with the smaller value of $W_X$ will break the inhibit rule more often than the decision device with the
$w_X = .1 \quad w_F = 1$

$d_T^2 = 1 \quad D_p = .3$

$\hat{K}^1(P_{k-1})$

$\hat{K}^0(P_{k-1})$

Fig. 5.12. Threshold functions for Case II;
$d_T^2 = 1,\ D_p = .3,\ w_X = .1,\ w_F = 1$
Fig. 5.13. Threshold functions for Case II;
\[ d_T^2 = 1, \quad D_p = 3, \quad W_X = 0.25, \quad W_F = 1 \]
Fig. 5.14. Threshold functions for Case II;
\[ d_{T}^2 = 1, \quad D_{p} = .3, \quad W_{X} = .1, \quad W_{F} = 2 \]
Fig. 5.15. Threshold functions for Case II; \[ d_T^2 = 1, \ D_p = .3, \ W_X = .25, \ W_F = 2 \]
larger value of $W_X$. This is certainly compatible with the physical interpretation of the loss $W_X$, since large values of $W_X$ reflect a strong desire to avoid extra detections and extra detections can occur only when the inhibit rule is violated.

Next, it is noted that $\hat{K}^1(P_{k-1})$ is always larger than $\hat{K}^0(P_{k-1})$, and that, although $\hat{K}^1(P_{k-1})$ is finite for some values of $P_{k-1}$, it approaches $+\infty$ for both small and large values of $P_{k-1}$. The interpretation here is that the decision device can break the inhibit rule only when the past information on the carry-over pulse is inconclusive and then only if $f_k$ is large.

Finally, by comparing Fig. 5.12 with Fig. 5.13 and 5.14 with Fig. 5.15, it is seen that $\hat{K}^0(P_{k-1})$ is completely independent of the value of $W_X$. Moreover, for the same value of $W_F$ the function $\hat{K}^0(P_{k-1})$ in Case II is identical to the function $\hat{K}^0(P_{k-1})$ in Case I. We shall return to this point in the discussion of Case III below.

Case III: $W_X = 0, W_F > 0$

The Bayes decision devices for these losses are the maximum pulse detection devices. Typical threshold functions for these devices are shown in Figs. 5.16 and 5.17.

There are two observations to be made here. First of all, the function $\hat{K}^1(P_{k-1})$ remains finite for large values of $P_{k-1}$. Thus, even if the decision device knows that the carry-over pulse is present, $(P_{k-1} = +\infty)$, and even if it has detected this pulse at the
Fig. 5.16. Threshold functions for Case III;
\[ d_T^2 = 1, \quad D_p = 0.3, \quad W_X = 0, \quad W_F = 1 \]
Fig. 5.17. Threshold functions for Case III;
\[ d_T^2 = 1, \quad D_p = .3, \quad W_X = 0, \quad W_F = 2 \]
preceding decision time $t_{k-1}$, it may still respond again at time $t_k$. It is to be noted, however, that the extra detection that results incurs no extra loss since $W_X = 0$ for the MPD decision device.

The second and most important observation is that for the same value of $W_F$, the threshold function $K^0(P_{k-1})$ in Case III is identically equal to the threshold function $K^0(P_{k-1})$ in Cases II and I. Thus, for any respond-once decision device (Case I, II or III), the threshold function $K^0(P_{k-1})$ does not depend on $W_X$. Hence, the only effect of the loss $W_X$ on the respond-once decision devices is to determine the function $\hat{K}^1(P_{k-1})$.

The remaining two cases pertain to the respond-and-hold decision devices.

Case IV: $-1 < W_X < 0$, $W_F > 0$

The Bayes decision devices for these losses are those decision devices which balance the detection rate $R_D$ against the detection duty $D_D$. Typical threshold functions for this case are shown in Figs. 5.18 through 5.21.

There are several observations to be made here. First of all, it is noted that both the threshold function $\hat{K}^1(P_{k-1})$ and $\hat{K}^0(P_{k-1})$ depend on both the losses $W_X$ and $W_F$. Moreover, these functions decrease with either decreasing $W_X$ or decreasing $W_F$.

Secondly, both the threshold functions are finite at the origin. Thus, even if the decision device knows with absolute certainty that
Fig. 5.18. Threshold functions for Case IV;

\[ d_T^2 = 1, \quad D_p = .3, \quad W_X = -.5, \quad W_F = 1 \]
Fig. 5.19. Threshold functions for Case IV; $d_T^2 = 1$, $D_p = .3$, $W_X = -.25$, $W_F = 1$
Fig. 5.20. Threshold functions for Case IV; 
\[ d_T^2 = 1, \quad D_p = .3, \quad W_X = -.5, \quad W_F = 2 \]
Fig. 5.21. Threshold functions for Case IV;
\[ d_T^2 = 1, \quad D_p = .3, \quad W_X = -.25, \quad W_F = 2 \]
time $t_k$ is the first opportunity to detect a pulse present at that time, $(P_{k-1} = 0)$, then it will still respond at time $t_k$ even if it responded at time $t_{k-1}$. This behavior is typical of all respond-and-hold decision devices.

Finally, we note that all of the threshold functions satisfy

$$\hat{K}^0(P_{k-1}) < \hat{K}^1(P_{k-1}) \quad \text{for all } P_{k-1}$$

This condition says that the decision device is more likely to respond at time $t_k$ if it did not respond at the preceding time $t_{k-1}$ then if it did respond at time $t_{k-1}$. That this is reasonable can be seen by noting that the response condition

$$t_k \geq \hat{K}^0(P_{k-1})$$

can result only in a detected pulse outcome or a false alarm, whereas the response condition

$$t_k \geq \hat{K}^1(P_{k-1})$$

can also result in an extra detection outcome. But, in the respond-and-hold case the extra detection outcome only results in a gain of $\Delta$ units of detection time, whereas the detected pulse outcome results in $\Delta$ units of detection time plus the gain for a detected pulse. Thus, it is reasonable to expect that the decision device is less likely to respond if it has just responded at the preceding decision time.

**Case V: $W_X = -1, W_F > 0$**

The Bayes decision devices for these losses are the maximum
detection devices. In this case the response condition can be obtained analytically. The procedure is to note from Section 4.2 that the response condition is the same as the $m = 1$ Bayes decision device, except that decisions are made at each decision time $t_k$. Thus, we may conclude from Eq. 5.15 that

$$ \hat{K}^0(p_{k-1}) = \hat{K}^1(p_{k-1}) = K(p_{k-1}) $$

$$ = \frac{W_{F}^{a}}{(1-a) + p_{k-1}} $$

An example of these threshold functions is shown in Fig. 5.22.

We might point out that since both of the threshold functions are equal, the MDT decision device does not need to store the preceding decision. Thus, the decision feedback loop can be removed from the general block diagram of Fig. 5.8. The resulting block diagram is shown in Fig. 5.23.
\( \hat{K}^0(p_{k-1}) = \hat{K}^1(p_{k-1}) \)

\( W_X = -1 \quad W_F = 1 \)

\( d_T^2 = 1 \quad D_p = .3 \)

---

**Fig. 5.22.** Threshold functions for Case V;

\( d_T^2 = 1, \quad D_p = .3, \quad W_X = -1, \quad W_F = 1 \)
Fig. 5.23. Block diagram for $m = 2$ maximum detection time decision device
In concluding this section, we note that all of the above examples for the five cases were calculated for the signal-to-noise ratio $d_T^2 = 1$ and the duty $D_p = 0.3$. In general, the basic form of these functions does not depend on $d_T^2$ and $D_p$, but the functions themselves decrease with increasing $d_T^2$ or increasing $D_p$. The one exception is the MDT threshold function which depends only on $D_p$.

Examples of this behavior appear in Figs. 5.24 through 5.27. The decrease in the threshold functions for an increase in $D_p$ can be seen by comparing Figs. 5.24 and 5.25 with Figs. 5.12 and 5.18. The decrease in the threshold functions for an increase in $d_T$ can be seen by comparing Figs. 5.26 and 5.27 with Figs. 5.12 and 5.18.

5.4 The Matched Filter Decision Devices

In Section 1.4 we introduced a matched filter (MF) decision device for both the respond-once and the respond-and-hold case. There we mentioned that, although these devices are suboptimal, they are quite practical from an engineering point of view. In this section, we will adapt these decision devices to the basic setting of this chapter. This will provide a common basis for comparing the structure and the performance of these devices with the optimum $m = 1$ and $m = 2$ Bayes decision devices.

We begin by recalling from Section 1.4 that at the decision time $t_k$ both the MF devices calculate the quantity
Fig. 5.24. Threshold functions for Case I;
\( d_T^2 = 1, \quad D_p = .5, \quad W_X = 1, \quad W_F = 1 \)
Fig. 5.25. Threshold functions for Case IV;
\( d_T^2 = 1, \ D_p = .5, \ W_X = -.5, \ W_F = 1 \)
Fig. 5.26. Threshold functions for Case I; 
\[ d_T^2 = 9, \quad D_p = 0.3, \quad W_X = 1, \quad W_F = 1 \]
Fig. 5.27. Threshold functions for Case IV;
\[ d_T^2 = 9, ~ D_p = .3, ~ W_X = -.5, ~ W_F = 1 \]
\[ C_{tk}(x(t''); t'' < t_k) = \int_{t_k - T_p}^{t_k} x(t) p(t - (t_k - T_p)) \, dt \]

To interpret this quantity in terms of the assumptions of this chapter, we first break the integral into two parts, and then use the pulse translation property and the fact that \( t_k = t_{k-1} + t_p/2 \) to write

\[
C_{tk} = \int_{t_k - T_p}^{t_k - T_p/2} x(t) p(t - (t_k - T_p)) \, dt + \int_{t_k - T_p/2}^{t_k} x(t) p(t - (t_k - T_p)) \, dt
\]

\[
= \int_{t_k - T_p}^{t_{k-1}} x(t) p(t - (t_{k-1} - T_p)) \, dt + \int_{t_k - T_p/2}^{t_k} x(t) p(t - (t_k - T_p)) \, dt
\]

or

\[
\frac{C_k}{N_0} = \frac{1}{N_0} \int_{t_{k-1} - T_p/2}^{t_{k-1}} x(t) p^{k-1}(t) \, dt + \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k} x(t) p^k(t) \, dt \quad (5.16)
\]

Next, add and subtract

\[
\frac{d_T^2}{2} = \frac{1}{2N_0} \int_{t_k - T_p}^{t_k} [p^k(t)]^2 \, dt
\]

\[
= \frac{1}{2N_0} \int_{t_{k-1} - T_p/2}^{t_{k-1}} [p^{k-1}(t)]^2 \, dt + \frac{1}{2N_0} \int_{t_k - T_p/2}^{t_k} [p^k(t)]^2 \, dt
\]

to Eq. 5.16 to obtain
\[
\frac{C_{t_k}}{N_0} = \left( \frac{1}{N_0} \right) \int_{t_{k-1} - T_p/2}^{t_{k-1}} x(t) p_{k-1}^k(t) \, dt - \frac{1}{2N_0} \int_{t_{k-1} - T_p/2}^{t_{k-1}} \left[ p_{k-1}^k(t) \right]^2 \, dt \\
+ \left( \frac{1}{N_0} \right) \int_{t_k - T_p/2}^{t_k} x(t) p_k^k(t) \, dt - \frac{1}{2N_0} \int_{t_k - T_p/2}^{t_k} \left[ p_k^k(t) \right]^2 \, dt \\
+ \frac{d_T^2}{2}
\]

or

\[
\frac{C_{t_k}}{N_0} - \frac{d_T^2}{2} = \ln \ell_{k-1}(\lambda_{k-1}) + \ln \ell_k(\lambda_k) = \ln \left[ \ell_{k-1}(\lambda_{k-1}) \cdot \ell_k(\lambda_k) \right] (5.17)
\]

The next step is to replace the response condition

\[ C_{t_k} \geq \beta \]

by the equivalent response condition

\[
\exp \left\{ \frac{C_{t_k}}{N_0} - \frac{d_T^2}{2} \right\} \geq \exp \left\{ \frac{B}{N_0} - \frac{d_T^2}{2} \right\} = \beta'
\]

Now, substitute Eq. 5.17 into the above expression to write the response condition as

\[ \ell_{k-1}(\lambda_{k-1}) \ell_k(\lambda_k) \geq \beta' \]

or finally, as

\[ \ell_k(\lambda_k) \geq \beta' / \ell_{k-1}(\lambda_{k-1}) \] (5.18)

We are now in a position to describe the MF decision devices. To
this end, note from Section 1.4 that the RHMF responds whenever
inequality (5.18) is satisfied. On the other hand, the ROMF device
must also satisfy the inhibit rule. Thus, for this device the response
condition is

\[
\left\{
\begin{array}{ll}
\beta'/\ell_k(x_k) & \text{if } a_{k-1} = 0 \\
+\infty & \text{if } a_{k-1} = 1
\end{array}
\right.
\]

The block diagrams for these devices are shown in Fig. 5.28.
Fig. 5.28. The MF decision device
(a) respond-and-hold case, (b) respond-once case

\[ a_k = \begin{cases} 1 & \frac{\ell_k}{\ell_{k-1}} \geq \beta_k / \ell_{k-1} \\ 0 & \text{otherwise} \end{cases} \]
We might point out here that these block diagrams are essentially the same as the block diagrams for the $m = 2$ Bayes decision devices; the main difference here is that the threshold function $\beta' / \ell_k$ does not depend on $P_{k-1}$.

5.5 Performance

In Chapter III it was seen that the performance of the FRD decision devices can be described in terms of either the respond-once performance set $\mathcal{P}(m)$ or the respond-and-hold performance set $\tilde{\mathcal{P}}(m)$. Moreover, the optimum performance for these devices is described in terms of either of the two ROC surfaces $\lambda \mathcal{P}(m)$ or $\lambda \tilde{\mathcal{P}}(m)$. In this section, we present a numerical description of these surfaces for the $m = 2$ and the $m = 1$ case. Also, we will present a numerical description of the performance for the MF decision devices of the preceding section.

To obtain the description of the ROC surfaces, it is sufficient to determine the performance points

$$R(\delta) = (R_X(\delta), R_F(\delta), R_D(\delta))$$

and

$$D(\delta) = (D_X(\delta), D_F(\delta), D_D(\delta))$$

for the Bayes decision devices. This has been done by simulating the operation of these devices over a long period of time and measuring the resulting values of $R(\delta)$ and $D(\delta)$. The details of this procedure
are found in Appendix M. The performance description for the MF decision devices has also been obtained by this procedure.

Before presenting the numerical results, we will introduce certain bounds on the ROC surfaces. First, we consider the bounds for the respond-once ROC surface $\lambda J^2(2)$. To this end, we assert that the performance of a respond-once decision device cannot exceed the performance of the classical signal-known-exactly (SKE) decision device with the same signal-to-noise ratio $d_T^2$. This follows from the fact that in the SKE paradigm, the decision device always bases its decision on an observation that is influenced by the whole pulse, whereas in the FRD paradigm, the decision device must sometimes make decisions on an observation that is influenced by only part of the pulse. The basic SKE paradigm is shown in Fig. 5.29.

![Diagram](image)

Fig. 5.29. The SKE paradigm for signal-to-noise ratio $d_T^2$
Next, we assert that in the \( m = 2 \) case the performance of the optimum respond-once decision device will always exceed the performance of the optimum SKE decision device that bases its decision on only half of the signal energy. The basic paradigm here is shown in Fig. 5.30.

![Diagram](image)

**Fig. 5.30.** The SKE paradigm for signal-to-noise ratio \( d_{T}^{2/2} \)

The validity of this assertion follows from the fact that the \( m = 2 \) respond-once decision device always bases its decisions on at least half of the signal energy.

To interpret the above statements in terms of the ROC surface \( \lambda \mathcal{P}(2) \), it is necessary to relate the probability of detection \( P_D \) and the probability of false alarm \( P_F \) for the SKE decision device to the rates \( R_X \), \( R_F \) and \( R_D \). This is done in Appendix N. There it is seen that, for the SKE decision device,
\[ R_X = 0 \]
\[ R_F = P_F \]
\[ R_D = P_D \]

It then follows from the above statements that the projection of \( \lambda \tilde{\mathcal{J}}(2) \) onto the \( R_X = 0 \) plane must not exceed the ROC curve for the SKE case with signal-to-noise ratio \( d_T^2 \) and must lie on or above the ROC curve for the SKE case with signal-to-noise ratio \( d_T^2/2 \). Thus this projection must lie completely in the region shown in Fig. 5.31 below.

It is to be noted here that these curves, as well as the remaining curves in this section, are plotted on normal-normal paper.

We may use the same argument as above to obtain an upper bound for the ROC surface \( \lambda \tilde{\mathcal{J}}(2) \). This is done by associating \( T_p \) seconds of detection time to each detection decision and \( T_p \) seconds of false alarm time to each false alarm decision. It then follows that the projection of the ROC surface, \( \lambda \tilde{\mathcal{J}}(2) \), onto the \( R_D = 0 \) plane cannot exceed the ROC curve for the SKE decision device with the same signal-to-noise ratio. This latter curve is obtained by noting from Appendix N that for the SKE decision device

\[ D_D = P_D \]
\[ D_F = P_F \]
\[ R_D = P_D \]

The region containing the projection of \( \lambda \tilde{\mathcal{J}}(2) \) is shown in Fig. 5.32.
Fig. 5.31. The region containing the projection of $\lambda \mathcal{P}^{(2)}$. 
Fig. 5.32. The region containing the projection of $\lambda \tilde{\mathcal{P}}(2)$. 

We now turn to the description of the performance of the response decision devices. First we consider the \( m = 2 \) decision device. Recall from Section 3.6 that the \( m = 2 \) Bayes decision devices can be classified into three special cases. The Case I decision devices satisfy the inhibit rule and thus their performance plots as a curve in the \( R_X = 0 \) plane. This curve has the property that it represents the smallest values of the detection rate \( R_D \). The Case III decision devices are the MPD devices. These devices do not satisfy the inhibit rule and thus their performance plots as a curve in the region \( R_X > 0 \). This curve has the property that it represents the largest values of \( R_D \). Finally, the Case II devices are those devices that achieve a trade-off between \( R_D \) and \( R_X \). These devices also do not satisfy the inhibit rule. Their performance constitutes the rest of the ROC surface \( \lambda \mathcal{J}(2) \) in the region \( R_X > 0 \).

To illustrate the performance in the \( m = 2 \) case, we have plotted the inhibit rule curve and the projection of the MPD curve into the \( R_X = 0 \) plane. The area bounded by these curves can then be considered as the projection of \( \lambda \mathcal{J}(2) \) into the \( R_X = 0 \) plane. These curves are shown in Fig. 5.33 for \( d_T^2 = \sqrt{d_T^2} = 3 \) along with the upper and lower bounds discussed above.

In Fig. 5.33, it is seen that for the low signal-to-noise ratio, \( (d_T^2 = 1) \), the surface \( \lambda \mathcal{J}(2) \) is essentially independent of \( R_X \), since the projection of the MPD performance curve and the inhibit rule
Fig. 5.33. The projection of $\lambda \mathcal{G}(2)$ into the $R_X = 0$ plane for $d_T = 1, 3$. 
performance curve coincide. Thus, for low signal-to-noise ratios, one can expect little or no improvement in the detection rate $R_D$ for increases in the extra detection rate $R_X$. On the other hand, if the signal-to-noise ratio is large, $(d_T^2 = 9)$, there is a noticeable difference in the two curves, so that in this case one can expect a substantial increase in $R_D$ for an increase in $R_X$.

Next, we consider the performance of the $m = 1$ R-O decision devices. In this case the ROC surface $\lambda \mathcal{I}(1)$ degenerates to a curve in the $R_X = 0$ plane, since these devices are incapable of making extra detections. Figure 5.34 illustrates $\lambda \mathcal{I}(1)$ for $d_T = 1, 3$ along with the upper and lower bounds.

The main point to be made here is that these curves lie only slightly above the lower bound and, as can be seen by comparing Fig. 5.34 with Fig. 5.33, they lie substantially below the projection of $\lambda \mathcal{I}(2)$. Thus, as is to be expected from Theorem 3.9, there is a substantial increase in the optimum performance for an increase in the number of detection opportunities $m$.

Finally, we consider the performance of the ROMF decision devices. As discussed in the preceding section, these devices also have two decision opportunities per pulse, $(m = 2)$, and they also satisfy the inhibit rule so that their performance plots as a curve in the $R_X = 0$ plane. Furthermore, it should be noted that since these devices are suboptimal, their performance can be expected to depend on the duty $D_p$. 
Fig. 5.34. The ROC curve $\lambda \mathcal{G}(1)$
Fig. 5.35. Performance curves for the ROMF decision devices.
This is seen to be the case in Fig. 5.35, where we have plotted the
ROMF performance curves for $d_T = 1, 3$, and $D_p = .1, .5$, along
with the upper and lower bounds.

It should be noted from Fig. 5.35 that the performance of the
ROMF device for $D_p = .1$ shows a substantial improvement over the
performance for $D_p = .5$ for the higher signal-to-noise ratio.

We conclude the respond-once case by comparing the performance
of the three different R-O decision devices for $d_T = 3$. This is
done in Fig. 5.36. In this figure it is seen, as expected, that the ROMF
performance curves lie below the projection of $\lambda J'(2)$. On the other
hand, these curves lie above $\lambda J'(1)$. Thus we have an example of
a suboptimum $m = 2$ device whose performance exceeds the performance
of the optimum $m = 1$ devices.

We turn now to the performance of the respond-and-hold de-
cision devices. First, we treat the $m = 2$ decision devices. Recall
from Section 3.6 that the R-H Bayes decision devices have been divided
into two cases, Case IV and Case V. The Case V decision devices
are the MDT devices, ($W_X = -1$). These devices achieve the max-
umum values of $D_D$ for fixed $D_F$. The Case IV decision devices are
those devices that sacrifice detection time for an increased $R_D$.
Their performance constitutes the rest of the ROC surface $\lambda \tilde{J}'(2)$.
To illustrate $\lambda \tilde{J}'(2)$ we have projected the MDT performance curve
and the curves for the Bayes decision devices for $W_X = -.5, W_X = -1$.,
Fig. 5.36. The performance of the R-O decision devices.
and \( W_X = 0 \) into the \( R_D = 0 \) plane and the \( D_D = 0 \) plane. These curves are shown in Figs. 5.37a, b and 5.38a, b for \( d_T = 1, 3 \).

Here it is seen that the MDT has the largest values of \( D_D \), but the smallest values of \( R_D \), for fixed \( D_F \). On the other hand, the curve associated with \( W_X = 0 \) has the smallest values of \( D_D \) and the largest values of \( R_D \) for fixed \( D_F \). This is to be expected from the results of Chapter III. We might also point out here that the projection of the \( W_X = 0 \) curve into the \( R_D = 0 \) plane passes through the point

\[
\begin{align*}
R_D &= 1 \\
D_F &= .5 \\
D_D &= .5
\end{align*}
\]

This can be verified analytically by noting that this point is the performance point of the decision device that responds every other time. (See Section 3.4.)

Next we consider the performance of the RHMF. As in the respond-once case, this device is a suboptimal \( m = 2 \) device whose performance depends on the duty \( D_D \). The projections of the performance curves are shown in Figs. 5.39 and 5.40 for \( d_T = 1, 3 \), and \( D = .1, .3 \).

By comparing these curves with the curves in Figs. 5.37 and 5.38, it is seen that there is a substantial degradation in the performance
Fig. 5.37. The projection of $\lambda$ $\tilde{\mathcal{P}}(2)$ into the $R_D = 0$ plane $\tilde{\mathcal{P}}$ plane (a) $d_T = 1$. 
Fig. 5.37. The projection of $\lambda \tilde{\mathcal{P}}(2)$ into the $R_D = 0$ plane
(b) $d_T = 3$. 
Fig. 5.38. The projection of $\lambda \tilde{\mathcal{F}}(2)$ into the $D_D = 0$ plane $\tilde{\mathcal{F}}(2)$ plane
(a) $d_T = 1.$
Fig. 5.38. The projection of $\lambda \tilde{D}_{(2)}$ into the $D_D = 0$ plane $\tilde{D}_{(2)}$.
(b) $d_T = 3$. 
Fig. 5.39. The projections of the performance curves for the RHMF into the \( R_D = 0 \) plane.
Fig. 5.40. The projections of the performance curves for the RHMF into the $D_D = 0$ plane.
of the RHMF, although, as in the respond-once case, the least amount of degradation occurs for the small value of the duty $D_p$. 
CHAPTER VI

SUMMARY AND CONCLUSIONS

In many physical situations it is desired to detect the presence of randomly occurring pulses as they occur. In this study we have defined and analyzed two classes of decision devices that function in this setting. The respond-once decision devices seek to respond at a single instant of time within a prespecified time after the arrival of each pulse. These devices are applicable in a situation where it is desired to take a single action for each pulse that occurs. The respond-and-hold decision devices seek to respond at each instant of time at which a pulse is present. These devices are applicable in a situation where it is desired to take a continuous action during the time when each pulse is present.

To describe the performance degradation due to noise at the input of the R-O and the R-H decision devices, we have defined two loss functions. The loss function for the R-O decision devices measures the performance degradation in terms of the number of detected pulses, the number of false alarms and the number of extra detections. The special R-O decision device for which the loss for an extra detection is zero has been referred to as the maximum pulse detection device. The loss function for the respond-and-hold decision devices measures the performance degradation in terms of
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the number of pulses that are detected, the amount of detection
time, and the amount of false alarm time. We have referred to
the special R-H decision device whose performance depends only
on the amount of detection time and false alarm time, and not on
the number of pulses that are detected, as the maximum detec-
tion time device.

To the author's knowledge, no formal theory exists for the
R-O and the R-H decision devices described above. In psychophysics, some work has been done to characterize the human
decision-maker in the respond-once setting, while in systems
engineering, it is generally agreed that the matched filter deci-
sion device described in Chapter I will function reasonably well
in either setting. Nevertheless, no effort has been made to ob-
tain optimum decision devices and to characterize their perfor-
mance. This problem, which we have referred to as the free
running detection problem, is the subject of this study.

To analyze the free running detection problem, it has been
necessary to do three things: define the basic decision model,
characterize the performance of both classes of decision devices,
and obtain the optimum decision devices. The methods used in
carrying out these tasks and the results are summarized in the
following paragraphs.

In order to provide a solid theoretical foundation for the
basic model, the definition of the FRD problem formulated in
Chapter I has been interpreted in terms of the general decision theory model \((\mathcal{A}, \Theta, L)\). This was done in Chapter II. There it was seen that the action space, \(\mathcal{A}\), could be defined as the set of binary \(N\)-tuples, if we added the restriction that the decision device be allowed to make decisions (change the value of the response function) only at equally spaced times on the time axis. The separation between these decision times is an important parameter, since it determines the number of decision opportunities available to detect each pulse.

The state space for the FRD problem was defined in terms of the pulse arrival times. The procedure was to assume that either the pulses can arrive at any time as long as they do not overlap, or else to assume that they can arrive only at discrete, equally spaced times. In the continuous arrival time case, we assumed that the time between the completion of one pulse and the arrival of the next pulse can be described as an exponentially distributed random variable. In the discrete case, we assumed that this inter-arrival time can be described as a geometrically distributed random variable. The next step was to define the distribution of the arrival time of the first pulse, so that the pulse rate (the expected number of pulses per unit time) was independent of time. Finally, we defined the parameter space in terms of a sequence of random variables, \(\theta = (\theta_1, \ldots, \theta_N)\), so that the \(i\)th random variable \(\theta_i\) describes the pulse arrivals relevant
to the decision device at the ith decision time. As a consequence of these definitions, it was seen that the sequence $\theta$ could be described in terms of a stationary, first order Markov probability law.

To complete the description of the decision model, we applied the formal definitions of Chapter I to interpret the loss functions in terms of the action space and the parameter space. It was seen that the loss functions for the R-O and the R-H decision devices could be expressed in terms of a single canonical form.

The means of describing the performance of the FRD decision devices was developed in Chapter III. The procedure followed there parallels that of classical detection theory. Specifically, a detection rate $R_D$, a false alarm rate $R_F$, and an extra detection rate $R_X$ were defined for each R-O decision device. It was then possible to characterize the performance of the whole class of R-O decision devices in terms of the performance set $\mathcal{P}$. Similarly, it was seen that it was possible to describe the performance of an R-H decision device by the detection rate $R_D$, a detection duty $D_D$, and a false alarm duty $D_F$. This gave rise to the performance set $\tilde{\mathcal{P}}$ as the means of describing the performance of the class of R-H decision devices.

The next step was to establish some basic properties of the performance sets $\mathcal{P}$ and $\tilde{\mathcal{P}}$. First, it was shown that both
\( \mathcal{P} \) and \( \tilde{\mathcal{P}} \) lie in triangular regions in \( \mathbb{R}^3 \). Next, we introduced the concept of a randomized decision rule to show that both performance sets are convex. The convexity property was then used to define the concept of a chance plane for both performance sets. Finally, we extended the notion of the antipodal decision device from the classical detection problem to the FRD problem in order to obtain a reflection property.

With the above properties at hand, we were able to verify two conjectures introduced in Chapter I. First, it was seen that any FRD decision device had the property that the decision at a particular time \( t' \) depends on the previous decisions only through the time of the last response. This principle was introduced in Chapter I as the most recent response rule. Next, we proved that the only decision devices that never make extra detections are those devices that never make more than one response within an interval of duration equal to the pulse duration. This principle was introduced in Chapter I as the inhibit rule.

In the final sections of Chapter III, we used the performance sets \( \mathcal{P} \) and \( \tilde{\mathcal{P}} \) to define a notion of optimality that is independent of the loss function and the prior probability laws. There it was seen that this optimum performance could be described in terms of two ROC surfaces, one for the R-O decision devices and one for the R-H decision devices. Moreover, we were also able to show that this notion of optimality and the notion of Bayes
optimality are equivalent.

This last fact together with the geometrical properties of the ROC surface enabled us to verify certain conjectures introduced in Chapter I. First, it was shown that, if the loss for an extra detection is sufficiently large with respect to the loss for a false alarm, then the corresponding R-O decision device satisfies the inhibit rule. Moreover, the structure of the decision device is then independent of the particular value of the extra detection loss. Secondly, we were able to show that, for those R-O decision devices that do not satisfy the inhibit rule, an increase in the detection rate can be obtained at the expense of an increase in the extra detection rate; the maximum values of the detection rate occur for the MPD decision device. As a final result, it was seen that the performance of the R-H decision devices also reflects a trade-off. Specifically, an increase in the detection duty comes at the expense of a decrease in the detection rate with the maximum values of the detection duty occurring for the MDT decision device.

In Chapter IV, we completed the theoretical portion of this study by obtaining a description of the optimum Bayes decision devices. The first step was the derivation of a general expression for the Bayes decision rule at the decision time $t_k$ in terms of the Bayes decision rule at time $t_{k+1}$. From this expression it was possible to verify the configuration of the Bayes decision device
that was introduced in Chapter I. Next, we considered the structure of the MDT decision device and the structure of the decision device that is allowed one decision opportunity per pulse. It was seen that both of these decision devices are equivalent to the classical detection theory device which responds if a pulse is present at the current time.

In the remaining sections of Chapter IV, we added the assumption of conditionally independent observations to obtain an updating procedure for the Bayes decision device in order to replace the past observation memory with a memory of fixed size. This is certainly a necessary requirement of any decision device that is to be operated over long periods of time. It should be mentioned, however, that the resulting structure of the Bayes decision device is still considerably more complicated than the structure of the matched filter decision devices.

In Chapter V, the theory of the preceding chapters was applied to obtain specific examples of FRD decision devices. In particular, we considered the m=1 Bayes decision devices (m is the number of decision opportunities per pulse) and the m=2 Bayes decision devices. The structure of the m=1 devices could be obtained analytically from the results of Chapter IV, but the structure of the m=2 devices had to be obtained numerically. For both of these devices it was seen that the decision at the decision time $t_k$ is made by comparing a likelihood ratio
with a threshold that depends upon a certain statistic of the past observations. The threshold for the $m=2$ devices also depends upon the preceding decision, but the threshold for the $m=1$ devices is independent of the preceding decisions.

The performance of the Bayes decision devices considered in Chapter V was calculated by simulating their operation over long periods of time. It was seen that the ROC surfaces for both the $m=2$ and the $m=1$ devices exhibited the properties developed in Chapter III. These properties were most apparent, however, for the higher signal-to-noise ratio. For example, the performance of the $m=2$ MDT devices showed a substantial improvement over the performance of the $m=2$ inhibit rule devices for a high signal-to-noise ratio but essentially no improvement for the low signal-to-noise ratio.

As a final example, we calculated the performance of the matched filter decision devices in the $m=2$ setting and noted that their performance was inferior to that of the Bayes decision devices. It might be emphasized, however, that since these calculations were made only in the $m=2$ setting, the question of the performance degradation of the matched filter devices for large values of $m$ remains open.
APPENDIX A

THE CLASSICAL DETECTION PROBLEM
AS A GENERAL DECISION PROBLEM

In this appendix the classical detection problem is interpreted in terms of the general decision model.

To begin, we identify the elements $\mathcal{A}$, $\Theta$, $L$. Consider first the action space $\mathcal{A}$. There are two possible decisions in the classical detection situation; decide that a pulse is present or decide that no pulse is present. Denote the first of these alternatives by "1" and the second by "0". Then the action space $\mathcal{A}$ is given by

$$\mathcal{A} = \{a; a \in \{0, 1\}\}$$

Next, consider the parameter space $\Theta$. Two possible situations can occur; either signal is present or no signal is present in the observation interval. Denote the set of parameters which influence the observation when signal is present by $\Theta_{SN}$ and denote the set of parameters which influence the observation when no signal is present by $\Theta_N$. (In many situations, $\Theta_N$ will consist of a single point indicating the event "no signal present".) Then, the state space $\Theta$ is given by

$$\Theta = \Theta_{SN} \cup \Theta_N$$

Now consider the prior probability law $\Pi(\cdot)$ on $\Theta$. 
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In general, this probability law can be written in the form

\[
\Pi(d\theta) = \Pi(d\theta \mid \text{SN}) \Pr[\text{SN}] \ I(\theta)_{\Theta_{\text{SN}}} \\
+ \Pi(d\theta \mid \text{N}) \Pr[\text{N}] \ I(\theta)_{\Theta_{\text{N}}}
\]

where

\[
\Pi(d\theta \mid \text{SN}) \quad \text{is the prior probability law on } \Theta_{\text{SN}} \text{ given that signal is present,}
\]

\[
\Pi(d\theta \mid \text{N}) \quad \text{is the prior probability law on } \Theta_{\text{N}} \text{ given that no signal is present,}
\]

\[
\Pr[\text{SN}] \quad \text{and } \Pr[\text{N}] \quad \text{are the prior probabilities of the events "signal present" and "no signal present", respectively,}
\]

\[
\ I(\theta)_{\Theta'} \quad \text{is the usual indicator function defined by}
\]

\[
I(\theta)_{\Theta'} = \begin{cases} 
0 & \theta \not\in \Theta' \\
1 & \theta \in \Theta'
\end{cases}
\]

Finally, consider the loss function \( L(\cdot, \cdot) \). In the classical detection problem, this function has the form illustrated in Fig. A.1.
Fig. A.1. The loss function for the classical detection problem

where $L_C$, $L_M$, $L_F$ and $L_D$ are the losses for a "correct rejection", a "miss", a "false alarm" and a "detection", respectively.

Next we calculate the Bayes risk of an arbitrary decision rule $\delta \in \mathcal{D}$. By definition,

$$r(\delta) = \mathbb{E}_{x, \theta} [L(\delta(x), \theta)]$$

or

$$r(\delta) = \mathbb{E}_\theta \left\{ \mathbb{E}_x [L(\delta(x), \theta)] \right\}$$

For the decision rule $\delta$, define the set, $A \subset X$, by

$$A = \{x; \delta(x) = 1\}$$

Then the Bayes risk can be written as
\[ r(\delta) = \Pr[N] \left[ L_F \int_{\Theta_N} \int_A P(dx|\theta)\Pi(d\theta|N) + L_C \int_{\Theta_N} \int_A^c P(dx|\theta)\Pi(d\theta|N) \right] + \Pr[SN] \left[ L_D \int_{\Theta_{SN}} \int_A P(dx|\theta)\Pi(d\theta|SN) + L_M \int_{\Theta_{SN}} \int_A^c P(dx|\theta)\Pi(d\theta|SN) \right] \]

The usual probabilities of detection and false alarm, \( P_D \) and \( P_F \), are defined by

\[ P_D = \int_{\Theta_{SN}} \int_A P(dx|\theta)\Pi(d\theta|SN) \quad (A.1a) \]

\[ P_F = \int_{\Theta_N} \int_A P(dx|\theta)\Pi(d\theta|N) \quad (A.1b) \]

In terms of these probabilities, the Bayes risk can be written as

\[ r(\delta) = \Pr[SN] \left( L_D - L_M \right) P_D + \Pr[N] \left( L_F - L_C \right) P_F \]

\[ + \Pr[SN] L_M + \Pr[N] L_C \quad (A.2) \]

Finally, we shall derive an expression which defines the optimum Bayes decision rule. We have

\[ r(\delta) = \mathbb{E}_{x, \theta} \left[ L(\delta(x), \theta) \right] \]

\[ = \mathbb{E}_x \left[ \mathbb{E}_{\theta|x} \left[ L(\delta(x), \theta) \right] \right] \]
By a well known argument in classical detection theory, the Bayes rule 
\( \delta^0 \) is that rule which associates with \( x \in X \) the \( a^0(x) \in \mathcal{A} \) satisfying

\[
\mathbb{E}_{\theta|x} [L(a^0(x), \theta)] = \min \left[ \mathbb{E}_{\theta|x} [L(a = 0, \theta)], \mathbb{E}_{\theta|x} [L(a = 1, \theta)] \right]
\]

or

\[
\delta(x) = \begin{cases} 
1 & \text{if } \mathbb{E}_{\theta|x} [L(a = 1, \theta)] \leq \mathbb{E}_{\theta|x} [L(a = 0, \theta)] \\
0 & \text{otherwise}
\end{cases}
\]

The quantity \( \mathbb{E}_{\theta|x} [L(\delta(x) = a, \theta)] \) is known as the posterior risk of the decision rule \( \delta \). A direct substitution into the condition

\[
\mathbb{E}_{\theta|x} [L(a = 1, \theta)] \leq \mathbb{E}_{\theta|x} [L(a = 0, \theta)]
\]

results in

\[
L_F \int_{\Theta_N} \Pi(d\theta|x) + L_D \int_{\Theta_{SN}} \Pi(d\theta|x) 
\leq L_C \int_{\Theta_N} \Pi(d\theta|x) + L_M \int_{\Theta_{SN}} \Pi(d\theta|x)
\]

or

\[
\int_{\Theta_{SN}} \Pi(d\theta|x) \geq \frac{(L_F - L_C)}{(L_M - L_D)} \int_{\Theta_N} \Pi(d\theta|x)
\]

(A.3)
where $\Pi(d\theta | x)$ is the posterior distribution of $\theta$ given $x$. An alternate expression for the response condition can be obtained from the inequality (A.3) by expressing $\Pi(d\theta | x)$ in terms of the observation distributions and the prior probability distribution. Namely,

$$\frac{\int_{\Theta_{SN}} P(dx | \theta) \Pi(d\theta | SN)}{\int_{\Theta_N} P(dx | \theta) \Pi(d\theta | N)} \geq \frac{(L_F - L_C)}{(L_M - L_D)} \frac{Pr[N]}{Pr[SN]}$$

To obtain a more usable form for the above response condition it is necessary to place additional restrictions on the probability laws. One restriction that yields a familiar result is to assume that there is some parameter $\theta_0 \in \Theta$ such that $P(dx | \theta) \ll P(dx | \theta_0)$ for all $\theta \in \Theta$. ($$\ll$$ denotes absolute continuity; see Appendix C.) We may then write the response condition as

$$\frac{\int_{\Theta_{SN}} \ell(x | \theta) P(d\theta | SN)}{\int_{\Theta_N} \ell(x | \theta) P(d\theta | N)} \geq \left[ \frac{L_F - L_C}{L_M - L_D} \right] \frac{Pr[N]}{Pr[SN]}$$

where $\ell(x | \theta)$ is the likelihood ratio

$$\ell(x | \theta) = \frac{P(dx | \theta)}{P(dx | \theta_0)}$$
APPENDIX B

DERIVATION OF THE PRIOR PROBABILITY LAWS -- PART I

In this appendix, the conditional probability law on $\theta_k$, given $\theta_{k-1}, \ldots, \theta_1$, is calculated. As a consequence of this calculation, it will be seen that $\Pi(d\theta)$ satisfies the Markov property

$$\Pi(d\theta_k \mid \theta_{k-1}, \ldots, \theta_1) = \Pi(d\theta_k \mid \theta_{k-1})$$

We proceed as follows. From the definition of $\bar{\theta} = (\theta_1, \ldots, \theta_N)$ in Section 2.3, it is noted that the random variable $\theta_k$ depends on whether or not a pulse arrives in the interval $[t_k - T, t_k]$. The conditioning event $\theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1$ depends on pulse arrivals in the interval $[-(T_p - \Delta), t_{k-1}]$. This basic temporal relation between $\theta_k, \theta_{k-1}, \ldots, \theta_1$ is shown in Fig. B.1.

![Diagram](image)

**Fig. B.1.** The temporal relation between $\theta_k, \theta_{k-1}, \ldots, \theta_1$
Suppose first of all that no pulses arrive in the interval 
\([- (T_p - \Delta), t_{k-1}\)\). Then, \(\theta_{k-1} = \cdots = \theta_1 = T_p\). Now, if a pulse arrives in the interval \([t_k - T_p, t_k)\), then its arrival time must be equal to \(\eta_1\) and, by the definition of \(\theta_k\),

\[
\theta_k = \eta_1 - (t_k - T_p)
\]

\[
= \eta_1 - (t_{k-1} + \Delta - T_p)
\]

\[
= \eta_1 - t_{k-1} + (T_p - \Delta)
\]

Thus the condition \(\theta_k \leq c < T_p\) is equivalent to the condition

\[
\eta_1 \leq c + t_{k-1} - (T_p - \Delta)
\]

On the other hand, since it is assumed that no pulses arrive in the interval \([- (T_p - \Delta), t_{k-1}\)\), the arrival time \(\eta_1\) must also satisfy

\[
\eta_1 \geq t_{k-1}
\]

Thus, for the continuous case we may write

\[
\Pr[\theta_k \leq c < T_p | \theta_{k-1} = \cdots = \theta_1 = T_p]
\]

\[
= \Pr[\eta_1 \leq c - (T_p - \Delta) + t_{k-1} | t_{k-1} \leq \eta_1]
\]

(B.1a)
For the discrete case

\[ \Pr[\theta_k = c < T_p | \theta_{k-1} = \ldots = \theta_1 = T_p] = \Pr[\eta_1 = c - (T_p - \Delta) + t_{k-1} | t_{k-1} \leq \eta_1] \]  

(B. 1b)

Next, suppose that at least one pulse arrives in the interval \([- (T_p - \Delta), t_{k-1}\]). Denote the arrival time of the last pulse to arrive in this interval by \(\sigma_\ell\).

We consider first the case \(\sigma_\ell \in [t_k - T_p, t_{k-1})\) as shown in Fig. B.2.

![Diagram showing two pulses with labels \(\theta_{k-1}\) and \(\theta_k\) and intervals \(t_{k-1} - T_p\), \(t_k - T_p\), \(\sigma_\ell\), \(t_{k-1}\), and \(t_k\).]

**Fig. B.2. The case \(\sigma_\ell \in [t_k - T_p, t_{k-1})\)**

Here, it is seen that \(\theta_{k-1} \in [\Delta, T_p)\) and that \(\theta_k\) is related to \(\theta_{k-1}\) by

\[ \theta_k = \theta_{k-1} - \Delta \]

Thus, for the continuous case,
\[
\Pr[\theta_k \leq c < T_p \mid \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1] \\
= \begin{cases} 
0 & 0 < c_{k-1} - \Delta \\
1 & 0 \geq c_{k-1} - \Delta 
\end{cases} \quad \text{(B.2a)}
\]

and, for the discrete case,

\[
\Pr[\theta_k = c < T_p \mid \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1] \\
= \begin{cases} 
0 & c \neq c_{k-1} - \Delta \\
1 & c = c_{k-1} - \Delta 
\end{cases} \quad \text{(B.2b)}
\]

Next, suppose \( \sigma_{\ell} \epsilon [t_{k-1} - T_p, t_k - T_p) \) as shown in Fig. B.3.

![Diagram showing the case \( \sigma_{\ell} \epsilon [t_{k-1} - T_p, t_k - T_p) \)]

Fig. B.3. The case \( \sigma_{\ell} \epsilon [t_{k-1} - T_p, t_k - T_p) \)

In this case, \( \theta_{k-1} \epsilon [0, \Delta) \). Now, if a pulse arrives in \([t_k - T_p, t_k)\),

then its arrival time is given by

\[
\sigma_{\ell+1} = \sigma_{\ell} + \eta_{\ell+1}
\]
Substituting this relation into the definition of $\theta_k$ results in

$$\theta_k = \sigma_\ell + \eta_{\ell+1} - (t_k - T_p)$$

$$= \eta_{\ell+1} + \sigma_\ell - t_{k-1} + [T_p - \Delta]$$

Thus the condition $\theta_k \leq c$ is equivalent to the condition

$$\eta_{\ell+1} \leq c - [T_p - \Delta] + t_{k-1} - \sigma_\ell$$

On the other hand, the condition that $\sigma_\ell$ is the last pulse to occur in the interval $[-(T_p - \Delta), t_{k-1})$ is equivalent to

$$\eta_{\ell+1} \geq t_{k-1} - \sigma_\ell$$

Thus, for the continuous case, we have

$$\Pr[\theta_k \leq c < T_p \mid \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1]$$

(B.3a)

$$= \Pr[\eta_{\ell+1} \leq c - [T_p - \Delta] + t_{k-1} - \sigma_\ell \mid \eta_{\ell+1} \geq t_{k-1} - \sigma_\ell]$$

and for the discrete case

$$\Pr[\theta_k = c < T_p \mid \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1]$$

(B.3b)

$$= \Pr[\eta_{\ell+1} = c - [T_p - \Delta] + t_{k-1} - \sigma_\ell \mid \eta_{\ell+1} \geq t_{k-1} - \sigma_\ell]$$

The last possibility to consider is the case $\sigma_\ell \in (-T_p - \Delta, t_{k-1} - T_p)$. This case is shown in Fig. B.4.
Fig. B.4. The case \( \sigma_\ell \in [-T_p - \Delta, t_{k-1} - T_p) \)

As shown here, \( \sigma_\ell \in [t_{k-j-1} - T_p, t_{k-j} - T_p) \), for some \( j > 1 \), so that

\[
\theta_{k-j} \in [0, \Delta) \quad \text{and} \quad \theta_{k-j+1} = \ldots = \theta_{k-1} = T_p. \quad \text{Now as before the condition}
\]

\[
\theta_k \leq c \quad \text{is equivalent to the condition}
\]

\[
\eta_{\ell+1} \leq c - [T_p - \Delta] + t_{k-1} - \sigma_\ell
\]

and the condition that \( \sigma_\ell \) is the last pulse to arrive in \( [-T_1 - \Delta, t_{k-1}) \)

is equivalent to the condition

\[
\eta_{\ell+1} \geq t_{k-1} - \sigma_\ell
\]

Thus, in the continuous case,

\[
\Pr[\theta_k \leq c < T_p | \theta_{k-1} = \ldots = \theta_{k-j+1} = T_p, \theta_{k-j} = c_{k-j}, \ldots, \theta_1 = c_1] = \Pr[ \eta_{\ell+1} \leq c - [T_p - \Delta] + t_{k-1} - \sigma_\ell | \eta_{\ell+1} \geq t_{k-1} - \sigma_\ell] \quad \text{(B.4a)}
\]
and, in the discrete case,

\[
\Pr[\theta_k = c < T_p \mid \theta_{k-1} = \cdots = \theta_{k-j+1} = T_p, \theta_{k-j} = c_{k-j}, \ldots, \theta_1 = c_1] = \Pr[\eta_{k+1} = c - (T_p - \Delta) + t_{k-1} - \sigma_{\ell} \mid \eta_{k+1} \geq t_{k-1} - \sigma_{\ell}] \quad (B.4b)
\]

We are now in a position to calculate the conditional probability laws. The continuously arriving pulse case is considered first. First suppose that \( \theta_{k-1} \in [\Delta, T_p) \). Then, from Eq. B.2a

\[
\Pr[\theta_k \leq c < T_p \mid \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1] = \begin{cases} 
0 & c < c_{k-1} - \Delta \\
1 & c \geq c_{k-1} - \Delta
\end{cases} \quad (B.5)
\]

Next, suppose that \( \theta_{k-1} \in [0, \Delta) \). The equation of interest here is Eq. B.3a. To begin, note from Fig. B.3 that \( t_{k-1} - \sigma_{\ell} \) is related to \( \theta_{k-1} \) by

\[
t_{k-1} - \sigma_{\ell} = T_p - \theta_{k-1}
\]

Now substitute for \( t_{k-1} - \sigma_{\ell} \) from above into Eq. B.3a and set \( \theta_{k-1} = c_{k-1} \). The result is
\[ \Pr[\theta_k \leq c < T_p | \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1] = \]

\[ \Pr[\eta_{\ell+1} \leq c - [T_p - \Delta] + T_p - c_{k-1} | \eta_{\ell+1} \geq T_p - c_{k-1}] \]

Next apply Bayes rule to write the right hand side of the above equation as

\[ \frac{\Pr[T_p - c_{k-1} \leq \eta_{\ell+1} \leq c - c_{k-1} + \Delta]}{\Pr[\eta_{\ell+1} \geq T_p - c_{k-1}]} \]

Finally, from the density in Eq. 2.8 of the text, it follows that for

\[ c_{k-1} \in [0, \Delta) \]

\[ \Pr[\eta_{\ell+1} \leq T_p - c_{k-1}] = 1 \]

and

\[ \Pr[T_p - c_{k-1} \leq \eta_{\ell+1} \leq c - c_{k-1} + \Delta] \]

\[ = \begin{cases} 
1 - e^{-\alpha(c - (c_{k-1} + T_p - \Delta))} & \text{if } c \geq c_{k-1} + T_p - \Delta \\
0 & \text{otherwise}
\end{cases} \]

Thus, for \( \theta_{k-1} = c_{k-1} \in [0, \Delta) \),
\[
\text{Pr}[\theta_k \leq c \mid \theta_{k-1} = c_{k-1}, \ldots, \theta_1 = c_1] = \begin{cases} 
0 & c \leq c_{k-1} + [T_p - \Delta] \\
1 - e^{-\alpha(c - (c_{k-1} + T_p - \Delta))} & c_{k-1} + T_p - \Delta \leq c < T_p \\
1 & T_p \leq c 
\end{cases}
\]

Finally suppose that \( c_{k-1} = T_p \). There are two possibilities. Either \( \theta_{k-2} = \ldots = \theta_1 = T_p \), or there is some largest index \( j > 1 \) such that \( \theta_{k-j} \in [0, \Delta) \) and \( \theta_{k-j+1} = \ldots = \theta_{k-1} = T_p \). Equation B.1a applies in the first case and Eq. B.4a applies in the second. In the first case, the probability on the right hand side of Eq. B.1a is determined from the density in Eq. 2.9 of the text, and, in the second case, the probability on the right hand side of Eq. B.4a is determined from the density in Eq. 2.8 of the text. In either case we have

\[
\text{Pr}[\theta_k \leq c \mid \theta_{k-1} = T_p, \theta_{k-2} = c_{k-2}, \ldots, \theta_1 = c_1] = \begin{cases} 
0 & c \leq T_p - \Delta \\
1 - e^{-\alpha(c - (T_p - \Delta))} & T_p - \Delta \leq c < T_p \\
1 & T_p \leq c 
\end{cases}
\]

This completes the derivation for the continuous case. The conditional cumulative distributions are given by Eqs. B.5, B.6 and B.7.
Furthermore, since the right hand sides of these equations do not depend on the values of $\theta_1, \ldots, \theta_{k-2}$, we have shown that the Markov property holds.

We turn now to the discrete case. In this case we have assumed that the separation between the allowable pulse arrival times, $\nu$, is related to $T_p$ by

$$q \nu = T_p$$

for some integer $q$. Moreover, we also have

$$m\Delta = T_p$$

Now we will also assume that $\Delta$ can be divided into an integral number, $s$, of intervals of length $\nu$. Thus, we may write

$$\Delta = s \nu$$

As a last bit of notation we shall write $c$ and $c_{k-1}$ as

$$c = \ell \nu \quad \text{and} \quad c_{k-1} = j \nu$$

First of all we consider the case $c_{k-1} \in [\Delta, T_p)$, or equivalently the case $j \in \{s, \ldots, q-1\}$. Equation B.2b applies here. The result is that

$$\Pr[\theta_k = \ell \nu | \theta_{k-1} = j \nu, \ldots, \theta_1 = c_1]$$

$$= \begin{cases} 0 & \ell \not= j - s \\ 1 & \ell = j - s \end{cases} \quad \text{(B.8)}$$
Next consider the case $\theta_{k-1} \in [0, \Delta)$. In this case $j \in \{0, \ldots, s-1\}$. If we reason in precisely the same way as in the continuously arriving pulse case for $\theta_{k-1} \in [0, \Delta)$, then we conclude

$$\Pr[\theta_k = l | \theta_{k-1} = j, \ldots, \theta_1]$$

\[= \begin{cases} 
0 & l < q - s - j \\
(1-a) a^{l-(j+q-s)} & j + q - s \leq l < q \\
a^{s-j} & l = q 
\end{cases} \] (B.9)

Finally consider the case $c_{k-1} = T_p$. In this case, $j = q$. Again the reasoning is the same as in the corresponding continuous arrival time case. The result is

$$\Pr[\theta_k = l | \theta_{k-1} = j, \ldots, \theta_1]$$

\[= \begin{cases} 
0 & l < q-s \\
(1-a) a^{l-(q-s)} & q - s \leq l < q \\
a^s & l = q 
\end{cases} \] (B.10)

The conditional probability law in the discrete case is given by Eqs. B.8, B.9 and B.10. Again this law satisfies the Markov property since the right hand sides of these equations depend only on the value of $\theta_{k-1}$.
APPENDIX C

DERIVATION OF THE GENERALIZED DENSITIES
FOR THE PRIOR PROBABILITY LAWS

In this appendix we obtain generalized densities for the prior probability laws of Section 2.3. The procedure will be to find \( \sigma \)-finite measures \( \mu (d\theta_k) \) such that \( \Pi (d\theta_k) \ll \mu (d\theta_k) \).

As a preliminary we review the definitions of absolute continuity and \( \sigma \)-finite measures. Let \( \omega \) and \( \mu \) be two measures defined on the same measurable space \((Y, \mathcal{B})\). Then \( \omega \) is absolutely continuous with respect to \( \mu \) if given any measurable set \( A \in \mathcal{B} \) such that \( \mu (A) = 0 \), then \( \omega (A) = 0 \). The measure \( \mu \) is said to be \( \sigma \)-finite if there exists a countable partition of measurable sets \( A_i \in \mathcal{B}, i = 1, 2, \ldots \), such that \( \mu (A_i) < \infty \) for all \( i \).

We return to the problem at hand. Consider the discrete arrival time case. In this case the relevant probability laws are given by Eqs. 2.17 and 2.19. These laws assign positive mass only to the points \( \theta_k = l \nu; \ l = 0, \ldots, q \). Thus, if we define \( \mu (d\theta_k) \) to be the measure which assigns unit mass to each of the points \( \theta_k = l \nu; \ l = 0, \ldots, q \), then clearly these laws are absolutely continuous with respect to \( \mu (d\theta_k) \). \( \mu (d\theta_k) \) is often referred to as the counting measure.) Moreover, if \( A \) is any measurable set then
\[
\Pr[\theta_k \in A \mid \theta_{k-1} = j \nu] = \sum_{\ell \in \nu \in A} \Pr[\theta_k = \ell \nu \mid \theta_{k-1} = j \nu] \\
= \int_A \Pr[\theta_k = \ell \nu \mid \theta_{k-1} = j \nu] \mu(d\theta_k)
\]

and similarly

\[
\Pr[\theta_k \in A] = \int_A \Pr[\theta_k = \ell \nu \mid \theta_{k-1} = j \nu] \mu(d\theta_k)
\]

Thus, by the Radon-Nikodym theorem, we can take the densities
\[
p(\theta_k = \ell \nu \mid \theta_{k-1} = j \nu), \ p(\theta_k = \ell \nu)
\]
to be the functions

\[
p(\theta_k = \ell \nu) = \Pr[\theta_k = \ell \nu] \quad \text{(C. 1a)}
\]

and

\[
p(\theta_k = \ell \nu \mid \theta_{k-1} = j \nu) = \Pr[\theta_k = \ell \nu \mid \theta_{k-1} = j \nu] \quad \text{(C. 1b)}
\]

Next we treat the continuous case. In this case the relevant probability laws are given by Eqs. 2. 16 and 2. 18. Consider first the unconditional distribution function of Eq. 2. 18. This function defines a probability law that consists of a mixture of a probability law that is absolutely continuous with respect to Lebesque measure on \([0, T_p)\) and a probability law which assigns unit mass to the point \(\theta_k = T_p\). Thus, we may define \(\mu(d\theta_k)\) by
\[
\mu(\mathrm{d}\theta_k) = \mathrm{d}\theta_k + \varepsilon_{\{T_p\}}(\mathrm{d}\theta_k)
\]

where \(\mathrm{d}\theta_k\) is the Lebesgue measure and \(\varepsilon_{\{T_p\}}(\mathrm{d}\theta_k)\) is the measure which assigns unit mass to the point \(\theta_k = T_p\). It is then easy to conclude from the Radon-Nikodym theorem that the generalized density \(p(\theta_k)\) with respect to \(\mu(\mathrm{d}\theta_k)\) is given by

\[
p(\theta_k) = \begin{cases}
[T_p + (\alpha^{-1})]^{-1} & \theta_k \in [0, T_p) \\
(\alpha^{-1})[T_p + (\alpha^{-1})]^{-1} & \theta_k = T_p
\end{cases}
\]

Finally, consider the conditional probability law defined by Eq. 2.16. Suppose first that \(\theta_k \in [0, \Delta)\) or \(\theta_k \in \{T_p\}\). In this case the conditional probability law is again absolutely continuous with respect to \(\mu(\mathrm{d}\theta_k) = \mathrm{d}\theta_k + \varepsilon_{\{T_p\}}(\mathrm{d}\theta_k)\) and it is easily seen that we may take \(p(\theta_k | \theta_{k-1})\) to be the function
\[ p(\theta_k | \theta_{k-1}) = \]

\[
\begin{cases} 
    0 & \quad \theta_k \not\in [\theta_{k-1} + T_p - \Delta, T_p] \\
    -\alpha (\theta_k - [\theta_{k-1} + T_p - \Delta]) & \quad \theta_k \in [\theta_{k-1} + T_p - \Delta, T_p) \quad \theta_{k-1} \in [0, \Delta) \\
    \alpha e & \quad \theta_k = T_p \\
    -\alpha (\Delta - \theta_k) & \quad \theta_k \not\in [T_p - \Delta, T_p] \\
    \alpha e & \quad \theta_k \in [T_p - \Delta, T_p) \quad \theta_{k-1} = T_p \\
    e^{-\alpha \Delta} & \quad \theta_k = T_p
\end{cases}
\]

This function is illustrated in Fig. C.1 below.

**Fig. C.1.** The density \( p(\theta_k | \theta_{k-1}) \) for \( \theta_{k-1} \notin [0, \Delta) \cup \{ T_p \} \) (a) \( \theta_{k-1} \in [0, \Delta) \) (b) \( \theta_{k-1} = T_p \)
Next suppose that $\theta_{k-1} \in [\Delta, T_p)$. In this case, the probability law defined by $F(c_k | c_{k-1})$ assigns unit mass to the point $\theta_k = c_{k-1} - \Delta$. That is, if we define the measure $\epsilon\{c\}(d\theta_k)$ to be the measure which assigns unit mass to the point $c$, then for $\theta_{k-1} \in [\Delta, T_p)$

$$\Pi(d\theta_k | \theta_{k-1}) = \epsilon\{\theta_{k-1} - \Delta\}(d\theta_k)$$

Now the difficulty here is that it is not possible to find a $\sigma$-finite measure $\mu(d\theta_k)$ which does not depend on $\theta_{k-1}$ and such that

$$\epsilon\{\theta_k - \Delta\}(d\theta_k) << \mu(d\theta_k) \text{ for all } \theta_{k-1} \in [\Delta, T_p).$$

Thus, in this case, it is not possible to find a generalized density

$$p(\theta_k | \theta_{k-1}) = \Pi(d\theta_k | \theta_{k-1}) / \mu(d\theta_k)$$

for which $\mu(d\theta_k)$ is independent of $\theta_{k-1}$.

The results of this appendix can be summarized as follows.

Define the measure $\mu(d\theta_k)$ by

$$\mu(d\theta_k) = \mu[0, T_p)(d\theta_k) + \epsilon\{T_p\}(d\theta_k) \quad (C. 3a)$$

where
\[
\mu_{[0, T_p]}(d\theta_k)
= \begin{cases} 
  d\theta_k & \text{in the continuous case} \\
  \sum_{j=0}^{q-1} \epsilon \{ j, \nu \}(d\theta_k) & \text{in the discrete case}
\end{cases} \tag{C. 3b}
\]

Then, in both the continuous case and the discrete case there exists an unconditional density \( p(\theta_k) \) such that

\[
\Pi(d\theta_k) = p(\theta_k) \mu(d\theta_k) \tag{C. 4}
\]

The density \( p(\theta_k) \) is given in Eqs. C. 1a and C. 2a. In addition, for \( \theta_k \in [0, \Delta) \cup \{ T_p \} \), there exists a conditional density \( p(\theta_k | \theta_{k-1}) \) such that

\[
\Pi(d\theta_k | \theta_{k-1}) = \begin{cases} 
  p(\theta_k | \theta_{k-1}) \mu(d\theta_k) & \theta_k \in [0, \Delta) \cup \{ T_p \} \\
  \epsilon \{ \theta_{k-1} - \Delta \} (d\theta_k) & \theta_k \in [\Delta, T_p)
\end{cases} \tag{C. 5}
\]

The density \( p(\theta_k | \theta_{k-1}) \) is given in Eqs. C. 1b and C. 2b.
APPENDIX D
DERIVATION OF THE PRIOR
PROBABILITY LAWS -- PART II

In this appendix we show that for both the continuous arrival time case and the discrete arrival time case the unconditional density \( p_k(\theta_k) \) is independent of \( k \). Now the most direct approach would be to simply perform the necessary computations separately in each case. However, an alternate procedure is to first derive an expression for the unconditional density that is valid in both cases and then evaluate that expression to obtain the desired result. This procedure has the added advantage that it automatically provides a result that is fundamental to the proof of Theorem 4.6 in Chapter IV. Thus, this alternate procedure will be followed here.

To begin, it is noted that since \( \Pi(d\theta) \) is Markov with a stationary transition density, it is only necessary to show that \( \Pi(d\theta_2) \) can be described by an unconditional density \( p_2(\cdot) \) which is equal to the unconditional density \( p_1(\cdot) \).

We proceed as follows. The unconditional distribution \( \Pi(d\theta_2) \) is related to \( \Pi(d\theta_2 | \theta_1) \) and \( \Pi(d\theta_2) \) by

\[
\Pi(d\theta_2) = \int_{\theta_1} \Pi(d\theta_2 | \theta_1) \Pi(d\theta_1)
\]

(D.1)

Now from Appendix C we have
\[ \Pi(d\theta_1) = p(\theta_1) \mu(d\theta_1) \]  

(D. 2)

where

\[ \mu(d\theta_1) = \mu_{[0, T_p]}(d\theta_1) + \epsilon \{T_p\}(d\theta_1) \]

and

\[ \mu_{[0, T_p]}(d\theta_1) = \begin{cases} 
  d\theta_1 & \text{in the continuous case} \\
  q-1 & \\
  \sum_{j=1}^{\epsilon \{j\nu\}}(d\theta_1) & \text{in the discrete case}
\end{cases} \]

Now substitute Eq. D. 2 into Eq. D. 1 to obtain

\[ \Pi(d\theta_2) = \int_{\Theta_1} p(\theta_1) \Pi(d\theta_2|\theta_1) \mu(d\theta_1) \]  

(D. 3)

The basic procedure to be followed here is to derive a relation of the form

\[ \int E \Pi(d\theta_2) = \int A \mu(d\theta_2) \]

for all measurable sets A. Then by the Radon-Nikodym theorem we can identify the bracketed quantity on the right hand side as the density \( p_2(\theta_2) \) with respect to the measure \( \mu(d\theta_2) \). This procedure will be used to obtain desired result as a special case of a more general theorem.
Theorem D.1. Let \( f(\theta_1, \theta_2) \) be any non-negative function that is \( \mu(\cdot) \) measurable in \( \theta_1 \) for each \( \theta_2 \). Define the measure \( \omega(d\theta_2) \) by

\[
\omega(d\theta_2) = \int_{\Theta_1} f(\theta_2, \theta_1) \Pi(d\theta_2 | \theta_1) \mu(d\theta_1) \tag{D.4}
\]

Then the Radon-Nikodym derivative of \( \omega(d\theta_2) \) with respect to \( \mu(d\theta_2) \) exists and is given by

\[
\frac{\omega(d\theta_2)}{\mu(d\theta_2)} = \mathbf{I}(\theta_2) \int_{[T_p - \Delta, T_p]} f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1) \\
+ \mathbf{I}(\theta_2) \int_{[0, T_p - \Delta]} f(\theta_2, \theta_1 = \theta_2 + \Delta) \\
\tilde{\Theta}_1(\theta_2) \cup \{ T_p \} \tag{D.5}
\]

where

\[
\tilde{\Theta}_1(\theta_2) = \begin{cases} 
[0, \theta_2 - (T_p - \Delta)] & \theta_2 \in [T_p - \Delta, T_p) \\
[0, \Delta) & \theta_2 = T_p
\end{cases}
\]

Proof. We begin by breaking the integral in Eq. D.4 into two parts to obtain
\[
\omega(d\theta_2) = \int_{[0, \Delta] \cup \{T_p\}} f(\theta_2, \theta_1) \, \Pi(d\theta_2 \mid \theta_1) \\
+ \int_{[\Delta, T_p]} f(\theta_2, \theta_1) \, \Pi(d\theta_2 \mid \theta_1) \mu(d\theta_1) 
\]
\hspace{1cm} \text{(D. 6)}

Now note from Eq. C. 5 of Appendix C that for \( \theta_2 \in [0, \Delta) \cup \{T_p\} \), \( \Pi(d\theta_2 \mid \theta_1) \) is described by a density \( p(\theta_2 \mid \theta_1) \) with respect to \( \mu(d\theta_2) \).

Thus we may write

\[
\Pi(d\theta_2 \mid \theta_1) = p(\theta_2 \mid \theta_1) \mu(d\theta_2) \quad \theta_1 \epsilon [0, \Delta) \cup \{T_p\}
\]

Also from Eq. C. 5

\[
\Pi(d\theta_2 \mid \theta_1) = \epsilon_{\{\theta_1 - \Delta\}}(d\theta_2) \quad \theta_1 \epsilon [\Delta, T_p)
\]

Substitute these expressions for \( \Pi(d\theta_2 \mid \theta_1) \) into Eq. D. 6. The result is

\[
\omega(d\theta_2) = \left[ \int_{[0, \Delta) \cup \{T_p\}} f(\theta_2, \theta_1) \, p(\theta_2 \mid \theta_1) \, \mu(d\theta_1) \right] \mu(d\theta_2) \\
+ \int_{[\Delta, T_p]} f(\theta_2, \theta_1) \epsilon_{\{\theta_1 - \Delta\}}(d\theta_2) \mu(d\theta_1)
\]

Now let \( \mathcal{A} \subset \Theta_2 \) be any measurable set. Then
\[
\int_A \omega(d\theta_2) = \int_A \left[ \int_{[0, \Delta] \cup \{T_p\}} f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1) \right] \mu(d\theta_1) \\
+ \int_A \int_{[\Delta, T_p]} f(\theta_2, \theta_1) \epsilon \{\theta_1 - \Delta\} \mu(d\theta_1)
\]

(D.7)

In Lemma D.3, which is proven at the end of this appendix, it is shown that the second integral in Eq. D.7 can be written as

\[
\int_A \ \mathbf{1}(\theta_2) f(\theta_2, \theta_1 = \theta_2 + \Delta) \mu(d\theta_2)
\]

Thus we can rewrite Eq. D.7 as

\[
\int_A \omega(d\theta_2)
\]  
\[
= \int_A \left[ \int_{[0, \Delta] \cup \{T_p\}} f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1) + \int_{[\Delta, T_p]} f(\theta_2, \theta_1 = \theta_2 + \Delta) \right] \mu(d\theta_2)
\]

Then since Eq. D.8 holds for any measurable set \( A \), we may take the Radon-Nikodym derivative \( \omega(d\theta_2)/\mu(d\theta_2) \) to be the function

\[
\frac{\omega(d\theta_2)}{\mu(d\theta_2)} = \int_{[0, \Delta] \cup \{T_p\}} f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1) + \int_{[\Delta, T_p]} f(\theta_2, \theta_1 = \theta_2 + \Delta) \\
[0, T_p - \Delta]
\]

(D.9)

To complete the proof, we examine in greater detail the first
integral on the right hand side of Eq. D.9. This integral can be written as

\[
\int_0^\Delta f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_2) =
\]

(D.10)

\[
\int_0^\Delta f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1) + \int_0^\Delta f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1)
\]

\{T_p\}

The second integral in Eq. D.10 can be evaluated immediately as follows:

\[
\int_0^\Delta f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \epsilon(T_p) \mu(d\theta_1) =
\]

\{T_p\}

\[
= f(\theta_2, \theta_1 | T_p) p(\theta_2 | \theta_1 = T_p)
\]

Now note from Eqs. C.1b and C.2b of Appendix C and Eq. 2.17 of Section 2.3 that for \( \theta_1 = T_p \) the density \( p(\theta_2 | \theta_1 = T_p) \) is non-zero only for \( \theta_2 \) satisfying \( T_p - \Delta \leq \theta_2 \leq T_p \). Thus we may write this second integral as

\[
\int_0^\Delta f(\theta_2, \theta_1) p(\theta_2 | \theta_1) \mu(d\theta_1) = I_{(\theta_2)} f(\theta_2, \theta_1 | T_p) p(\theta_2 | \theta_1 = T_p)
\]

\{T_p\}

\[
[T_p - \Delta, T_p]
\]

(D.11)

Next consider the first integral in Eq. D.10. Here we note from Eqs. C.1b, C.2b and Eq. 2.17 of Section 2.3 that for \( \theta_1 \epsilon [0, \Delta) \), \( p(\theta_2 | \theta_1) \) is non-zero only for \( \theta_2 \) satisfying
\[ \theta_1 \leq \theta_2 \leq T_p \]

This region is shown as the cross-hatched area in Fig. D.1.

\[ \theta_2 = \theta_1 + T_p - \Delta \]

Fig. D.1. The region in which \( p(\theta_2 | \theta_1), \theta_1 \in [0, \Delta] \), is positive

From this figure it is clear that the integration with respect to \( \mu(d\theta_1) \) need be performed only for \( \theta_1 \) satisfying

\[ 0 \leq \theta_1 \leq \theta_2 - (T_p - \Delta) \quad \theta_2 \in [T_p - \Delta, T_p) \]

and \[ 0 \leq \theta_1 < \Delta \]

\[ \theta_2 = T_p \]

Thus, if we define the subset \( \tilde{\Theta}_1(\theta_2) \subset \Theta_1 \) by

\[ \tilde{\Theta}_1(\theta_2) = \begin{cases} [0, \theta_2 - (T_p - \Delta)] & \theta_2 \in [T_p - \Delta, T_p) \\ [0, \Delta) & \theta_2 = T_p \end{cases} \]

then we may write the first integral as
Now substitute Eqs. D.11 and D.12 into Eq. D.10 to obtain

\[
\int_{[0, \Delta) \cup \{T_p\}} f(\theta_2, \theta_1) \, p(\theta_2 | \theta_1) \, \mu(d\theta_1) = I \quad (\theta_2) \quad \left[ \int_{[T_p - \Delta, T_p]} \tilde{\Theta}_1(\theta_2) \, p(\theta_2 | \theta_1) \, \mu(d\theta_1) \right. \\
\left. + \int_{\{T_p\}} f(\theta_2, \theta_1) \, p(\theta_2 | \theta_1 = T_p) \, \mu(d\theta_1) \right]
\]

or

\[
\int_{[0, \Delta) \cup \{T_p\}} f(\theta_2, \theta_1) \, p(\theta_2 | \theta_1) \, \mu(d\theta_1) = I \quad (\theta_2) \quad \left[ \int_{[T_p - \Delta, T_p]} \tilde{\Theta}_1(\theta_2) \, p(\theta_2 | \theta_1) \, \mu(d\theta_1) \right. \\
\left. + \int_{\{T_p\}} f(\theta_2, \theta_1) \, p(\theta_2 | \theta_1) \, \mu(d\theta_1) \right]
\]

Substitution of Eq. D.13 into Eq. D.9 and combining the integrals over \( \tilde{\Theta}_1(\theta_2) \) and \( \{T_p\} \) into a single integral completes the proof.

The result of interest in this appendix is provided by the following corollary.
Corollary D. 2.

\[
p_2(\theta_2)
= \int_{[0, T_p - \Delta)} \left[ \int_{[T_p - \Delta, T_p]} p(\theta_2 | \theta_1)p_1(\theta_1) \mu(d\theta_1) + p(\theta_2 | \theta_1 = T_p) p_1(\theta_1 = T_p) \right] \delta_1(\theta_2) \delta_{1,1}(\theta_2)
\]
\[
\quad + \int_{[0, T_p - \Delta)} p_1(\theta_2 + \Delta)
\]

(D. 14)

Proof. This result follows immediately from the above theorem by taking \( f(\theta_2, \theta_1) = p_1(\theta_1) \) and then rating that \( \Pi(d\theta_2) = \omega(d\theta_2) \).

To compute the density \( p_2(\theta_2) \) from Eq. D. 14 we first need the density \( p_1(\theta_1) \). In the continuous case it is quickly concluded from Eq. 2.9 in the text and the definition of \( \theta_1 \) that \( p_1(\theta_1) \) is given by

\[
p_1(\theta_1) = \begin{cases} 
(T_p + \alpha^{-1})^{-1} & 0 \leq \theta_1 < T_p \\
\alpha^{-1}(T_p + \alpha^{-1})^{-1} & \theta_1 = T_p
\end{cases}
\]

(D. 15)

In the discrete case we appeal to Eq. 2.12 in the text to conclude that

\[
p_1(\theta_1) = \begin{cases} 
[q + a/(1-a)]^{-1} & 0 \leq \theta_1 < T_p \\
[a/(1-a)] [q + a/(1-a)]^{-1} & \theta_1 = T_p
\end{cases}
\]

(D. 16)
In both cases we have

\[
p_2(\theta_1) = \begin{cases} 
K_1 & 0 \leq \theta_1 < T_p \\
K_2K_1 & \theta_1 = T_p 
\end{cases}
\]  
(D. 17)

where the definitions of \( K_1 \) and \( K_2 \) are provided by Eqs. D. 15 and D. 16.

Now substitute for \( p_1(\theta_1) \) from Eq. D. 17 into Eq. D. 14 to obtain

\[
p_2(\theta_2) = \begin{cases} 
K_1 & \theta_2 \in [0, T_p - \Delta) \\
K_1 \left[ \int_{\tilde{\Theta}_1(\theta_2)} p(\theta_2|\theta_1)\mu(d\theta_1) + p(\theta_2|\theta_1 = T_p)K_2 \right] & \theta_2 \in [T_p - \Delta, T_p] 
\end{cases}
\]  
(D. 18)

Now for \( \theta_2 \in [0, T_p - \Delta) \), \( p_2(\theta_2) = K_1 \) which is the desired result. The next step in the derivation is to show that for \( \theta_2 \in [T_p - \Delta, T_p) \), the bracketed quantity is equal to unity, for then it follows that for all \( \theta_2 \in [0, T_p) \), \( p_2(\theta_2) = K_1 \). Finally the derivation is completed by showing that for \( \theta_2 = T_p \), the bracketed quantity is equal to \( K_2 \), for then we have \( p_2(\theta_2 = T_p) = K_1K_2 \) as desired.

We shall treat the continuous case first. For notational
convenience we shall denote the bracketed quantity in Eq. D.18 as $\mathcal{B}(\theta_2)$. Suppose first that $\theta_2 \in [T_p - \Delta, T_p)$. Then substitute for $p(\theta_2 | \theta_1)$ from Eq. C.2b of Appendix C into the expression for $\mathcal{B}(\theta_2)$, and note that for the range of interest $\mu(d\theta_2) = d\theta_2$. The result is

$$
\mathcal{B}(\theta_2) = \int_0^{\theta_2} -\alpha(\theta_2 - (\theta_1 + T_p - \Delta)) d\theta_1 + K_2 K_1^{-1} \int_0^{\theta_2} -\alpha(\theta_2 - (T_p - \Delta)) d\theta_1
$$

$$
= 1 - e^{-\alpha(\theta_2 - (T_p - \Delta))} + e^{-\alpha(\theta_2 - (T_p - \Delta))}
$$

$$
= 1
$$

Next suppose $\theta_2 = T_p$. Then, if the expression for $p(\theta_2 = T_p | \theta_1)$ from Eq. C.2b is substituted into the expression for $\mathcal{B}(\theta_2 = T_p)$, the result is

$$
\mathcal{B}(\theta_2 = T_p) = \int_0^{\Delta} e^{-\alpha(\Delta - \theta_1)} d\theta_1 + K_2 e^{-\alpha \Delta}
$$

$$
= \alpha^{-1}(1 - e^{-\alpha \Delta}) + K_2 e^{-\alpha \Delta}
$$

$$
= K_2
$$

since

$$
\alpha_1^{-1} = K_2
$$
Now consider the discrete case. Suppose first that

\[\theta_2 \in [T_p - \Delta, T_p)\]. Then by substituting for \(p(\theta_2 | \theta_1) = \Pr[\theta_2 | \theta_1]\)

from Eq. 2.17 in the text and noting from Eq. C.3b of Appendix C that

\[\mu(d\theta_2) = \sum_{j=1}^{q-1} \epsilon \{j\nu\}(d\theta_2)\]

we obtain

\[
\mathcal{B}(\theta_2) = \sum_{j=0}^{j=\ell-(q-s)} (1-a) a^{\ell-(j+q-s)} + K_2(1-a) a^{\ell-(q-s)}
\]

\[= (1-a) a^{\ell-(q-s)} \sum_{j=0}^{\ell-(q-s)} (a^{-1})^j + a^{\ell-(q-s)+1}
\]

\[= (1-a) a^{\ell-(q-s)} \frac{1-(a^{-1})^{\ell-(q-s)+1}}{1-a^{-1}} + a^{\ell-(q-s)+1}
\]

\[= -a^{\ell-(q-s)+1} + 1 + a^{\ell-(q-s)+1}
\]

\[= 1
\]

Finally suppose \(\theta_2 = T_p\). Then the substitution for \(p(\theta_2 = T_p | \theta_1)\)

from Eq. 2.17 into the expression for \(\mathcal{B}(\theta_2 = T_p)\) yields
\[ \mathcal{B}(\theta_2) = \sum_{j=0}^{j=s-1} a^{s-j} + K_2 a^s \]
\[ = a^s \sum_{j=0}^{s-1} (a^{-1})^j + \frac{a^{s+1}}{1 - a} \]
\[ = a^s \frac{(1 - a^{-s})}{(1 - a^{-1})} + \frac{a^{s+1}}{1 - a} \]
\[ = \frac{a}{1 - a} = K_2 \]

This completes the derivation of \( p(\theta_2) \).

To complete the logic of this appendix we need to prove the lemma used in the proof of Theorem D.1.

**Lemma D.3.** Let \( f(\theta_2, \theta_1) \) be any function which is measurable with respect to \( \mu(d\theta_1) \) for each \( \theta_2 \) and let \( A \) be any measurable subset of \([0, T_p]\). Then

\[
\int_A \left[ \int_{[\Delta, T_p]} \epsilon \{\theta_1 - \Delta\} \frac{(d\theta_2)}{(d\theta_1)} f(\theta_2, \theta_1) \mu(d\theta_1) \right] \]
\[ = \int_A I(\theta_2) f(\theta_2, \theta_1 = \theta_2 + \Delta) \mu(d\theta_2) \quad (D.19) \]

**Proof.** Write the left hand side of Eq. D.19 as
\[ \int_{[\Delta, T_p]} \left[ \int_A f(\theta_2, \theta_1) \epsilon_{\{\theta_1 - \Delta, \theta_1\}}(d\theta_2) \right] \mu(d\theta_1) \]

Now consider the inner integral. We have

\[ \int_A f(\theta_2, \theta_1) \epsilon_{\{\theta_1 - \Delta\}}(d\theta_2) = \begin{cases} f(\theta_2 = \theta_1 - \Delta, \theta_1) & \text{if } \theta_1 - \Delta \in A \\ 0 & \text{otherwise} \end{cases} \]

or equivalently

\[ \int_A f(\theta_2, \theta_1) \epsilon_{\{\theta_1 - \Delta\}}(d\theta_2) = I_{\{A + \Delta\}}(\theta_1) f(\theta_2 = \theta_1 - \Delta, \theta_1) \]

where

\[ A + \Delta = \{ y' \mid y' = y + \Delta \text{ for } y \in A \} \]

Thus, the total integral can be written as

\[ \int_{[\Delta, T_p]} I_{\{A + \Delta\}}(\theta_1) f(\theta_2 = \theta_1 - \Delta, \theta_1) \mu(d\theta_1) \]

\[ = \int_{[\Delta, T_p] \cap (A + \Delta)} f(\theta_2 = \theta_1 - \Delta, \theta_1) \mu(0, T_p)(d\theta_1) \quad (D.20) \]

where we used the fact that on \([0, T_p] \cap (A + \Delta)\), \(\mu(d\theta_1) = \mu(0, T_p)(d\theta_1)\).

Now make a change of variable by letting
\[ \tilde{\theta}_2 = \theta_1 - \Delta \]

Then we have

\[ [\Delta, T_p] \rightarrow [0, T_p - \Delta] \]

\[ A + \Delta \rightarrow A \]

so that

\[ [\Delta, T_p] \cap (A + \Delta) \rightarrow [0, T_p - \Delta] \cap A \]

Furthermore since \( \mu [0, T_p] \) is either the Lebesgue measure or the counting measure it follows that for any set \( A' \subset [0, T_p - \Delta] \)

\[ \mu [0, T_p] (A' + \Delta) = \mu [0, T_p] (A') \]

Thus we may write the integral in Eq. D.20 as

\[ \int f(\tilde{\theta}_2, \theta_1 = \tilde{\theta}_2 + \Delta) \mu [0, T_p] (d\tilde{\theta}_2) [0, T_p - \Delta] \cap A \]

\[ = \int_A I (\tilde{\theta}_2) f(\tilde{\theta}_2, \theta_1 = \tilde{\theta}_2 + \Delta) (d\tilde{\theta}_2) [0, T_p - \Delta] \]

which is the desired result.
APPENDIX E

EXPRESSIONS FOR THE RATES $r_p, r_N$ AND $r_S$

In this appendix we calculate the rates $r_p$, $r_N$ and $r_S$.

The temporal relation of the random variables $\theta_i$ is shown in Fig. B.1 of Appendix B. It is evident from this figure that $N_p(\theta)$ can be written as

$$N_p(\theta) = \sum_{i=m}^{N-1} I(\theta_i) + I(\theta_N)$$

$$\{\theta_i \in [0, \Delta]\}, \{\theta_N \in [0, T_p]\}$$

Taking expected values and dividing through by $T$ results in

$$r_p = \frac{E[N_p(\theta)]}{T}$$

$$= \frac{E \left\{ \sum_{i=m}^{N-1} I(\theta_i) + I(\theta_N) \right\}}{T}$$

$$= \sum_{i=m}^{N-1} \frac{E \left\{ I(\theta_i) \right\}}{T} + \frac{E \left\{ I(\theta_N) \right\}}{T}$$

or
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\[ r_p = \frac{(N-m) \Pr[\theta_i \in [0, \Delta)] + \Pr[\theta_N \in [0, T_p)]}{T} \]  \hspace{1cm} (E. 1)

Next, from Eqs. 2.18 and 2.19 of Section 2.3 we note that in both the continuous case and the discrete case we have

\[ \Pr[\theta_N \in [0, T_p)] = m \Pr[\theta_i \in [0, \Delta)] \]  \hspace{1cm} (E. 2)

Now substitute Eq. E.2 into Eq. E.1 and write \( T \) as \( N\Delta \). The result is

\[ r_p = \frac{(N-m) \Pr[\theta_i \in [0, \Delta)] + m \Pr[\theta_i \in [0, \Delta)]}{N\Delta} \]

or

\[ r_p = \frac{\Pr[\theta_i \in [0, \Delta)]}{\Delta} \]  \hspace{1cm} (E. 3)

Finally, divide numerator and denominator by \( m \) and note that \( T_p = m\Delta \). Then the resulting equation for \( r_p \) is

\[ r_p = \frac{\Pr[\theta_i \in [0, T_p)]}{T_p} \]  \hspace{1cm} (E. 4)

Next expressions for \( r_N \) and \( r_S \) are derived. From the definitions of \( N_N \) and \( N_S \) in Section 3.2, it is seen that \( N_N(\theta) \) and \( N_S(\theta) \) can be written as
\[ N_N(\theta) = \sum_{i=1}^{N} I(\theta_i) \{ \theta_i = T_p \} \]

\[ N_S(\theta) = \sum_{i=1}^{N} I(\theta_i) \{ \theta_i \in [0, T_p] \} \]

Dividing by \( T \) and taking expected values results in

\[ r_N = \frac{\sum_{i=1}^{N} \Pr[\theta_i = T_p]}{T} \]

\[ r_S = \frac{\sum_{i=1}^{N} \Pr[\theta_i \in [0, T_p]]}{T} \]

or

\[ r_N = \frac{N \Pr[\theta = T_p]}{N\Delta} = \frac{\Pr[\theta = T_p]}{\Delta} \quad (E.5) \]

and

\[ r_S = \frac{N \Pr[\theta \in [0, T_p]]}{N\Delta} = \frac{\Pr[\theta \in [0, T_p]]}{\Delta} \quad (E.6) \]
APPENDIX F

THE PROOF OF THE
MOST RECENT RESPONSE RULE

In this appendix we prove that each performance point in the
set $\mathcal{P}$ can be obtained by a decision device that satisfies the most
recent response rule.

Theorem F.1. If $(y_1, y_2, y_3) \in \mathcal{P}_T(m)$, then there exists a $\delta \in D(m)$
such that $y_1 = R_X(\delta)$, $y_2 = R_X(\delta)$ and $y_3 = R_D(\delta)$ and

$$\delta_i(\bar{x}_i, \bar{a}_{i-1}) = \delta_i(\bar{x}_i, \tau_i)$$

Proof. Since $(y_1, y_2, y_3) \in \mathcal{P}_T(m)$ implies that there is at least one
receiver $\delta$ which has $y_1 = R_X(\delta)$, $y_2 = R_F(\delta)$ and $y_3 = R_D(\delta)$ it is
sufficient to show that $r_X$, $r_F$ and $r_D$ can be written in terms of a decision
rule whose component rules can be expressed in the form

$$a_i = \delta_i(\bar{x}_i, \tau_i)$$

To this end consider first the expression for $r_D(\delta)$:

$$r_D(\delta) = \sum_{i=1}^{N} \frac{\mathbb{E}_{x, \theta} \left\{ I \left( \tau_i', a_i', \theta_i' \right) \prod_{j=1}^{i} \left( a_j = 1, \tau_j \leq \theta_j, \theta_j \in [0, T_p] \right) \right\}}{T}$$
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The \( i \)th term in this sum can be written as

\[
P^D_i = \mathbb{E} \left\{ \mathbb{I} \left( \tau_i, a_i, \theta_i \right) \mid \{a_i = 1, \tau_i \leq \theta_i, \theta_i \in [0, T_p] \} \right\}
\]

But

\[
a_i = \delta_i(\vec{x}_i, \vec{a}_{i-1})
\]

and

\[
\tau_i = \hat{\tau}_i(\vec{a}_{i-1}) = \check{\tau}_i(\vec{x}_{i-1})
\]

Thus, the indicator function in the above expression depends only on \( \vec{x}_i \) and \( \theta_i \). We thus have

\[
P^D_i = \mathbb{E}_{\vec{x}_i, \theta_i} \left\{ \mathbb{I} \left( \tau_i, a_i, \theta_i \right) \mid \{a_i = 1, \tau_i \leq \theta_i, \theta_i \in [0, T_p] \} \right\}
\]

\[
= \mathbb{E}_{\theta_i} \left\{ \mathbb{E}_{\vec{x}_{i-1} \mid \theta_i} \left\{ \mathbb{E}_{\vec{x}_i \mid \vec{x}_{i-1}, \theta_i} \left\{ \mathbb{I} \left( \tau_i, a_i, \theta_i \right) \mid \{a_i = 1, \tau_i \leq \theta_i, \theta_i \in [0, T_p] \} \right\} \right\} \right\}
\]

Now, since \( \tau_i \) takes on one of the \( m \) values, 0, 1, \ldots, m-1, the space of observations up to time \( \tau_{i-1} \), \( \vec{X}_{i-1} \), can be partitioned into the sets

\[
\vec{X}_{i-1}^j = \{\vec{x}_{i-1} \mid \tau_i = j \Delta\} \quad j = 0, \ldots, m - 1
\]

Now, for each \( \vec{x}_{i-1} \) define the response set

\[
A_i(\vec{x}_{i-1}; \tau_i = j \Delta) = \{x_i \mid a_i = 1, \vec{x}_{i-1} \in \vec{X}_{i-1}^j, x_i \in X_i \}
\]
Note that in terms of this set, the decision rule can be written as

\[
\delta_i(\vec{x}_i, a_{i-1}, \ldots, a_1) = \begin{cases} 
1 & x_i \in \bar{A}_i(\bar{x}_{i-1}, \tau_i) \\
0 & x_i \notin \bar{A}_i(\bar{x}_{i-1}, \tau_i) 
\end{cases}
\]

We are now in the position to evaluate the indicator function. Fix \( \theta_i \in [0, T_p) \). Then, for \( \overrightarrow{x}_{i-1} \in \overrightarrow{X}_{i-1} \) such that \( j \Delta > \theta_i, \tau_i > \theta_i \), so that

\[
I_{\{\tau_i, a_i, \theta_i\}} = 0 \quad \text{if} \quad \{a_i = 1, \tau_i \leq \theta_i, \theta_i \in [0, T_p)\}
\]

On the other hand, for \( \overrightarrow{x}_{i-1} \in \overrightarrow{X}_{i-1} \) such that \( j \Delta \leq \theta_i, \tau_i \leq \theta_i \), so that

\[
I_{\{a_i = 1, \tau_i \leq \theta_i, \theta_i \in [0, T_p)\}} = \begin{cases} 
1 & x_i \in \bar{A}_i(\bar{x}_{i-1}, \tau_i = j \Delta) \\
0 & x_i \notin \bar{A}_i(\bar{x}_{i-1}, \tau_i = j \Delta) 
\end{cases}
\]

Thus, we can write
\[ P_i^D = \int_{\theta_i \epsilon [0, T_p]} \left[ \int_{\mathcal{X}_{i-1}} \left[ \int_{\mathcal{X}_1} \mathbb{I}_{\{a_i=1, \tau_{i-1} < \theta_i, \theta_i \epsilon [0, T_p]\}} \cdot P(dx_i | \mathcal{X}_{i-1}, \theta_i) \right] \right] \times P(dx_{i-1} | \theta_i) \Pi(d\theta_i) \]

\[ = \int_{\theta_i \epsilon [0, T_p]} \left[ \sum_{j \geq \theta_i} \int_{\mathcal{X}_{i-1}} \left[ \int_{\mathcal{X}_1} \mathbb{I}_{A_i(\mathcal{X}_{i-1}, \tau_i = j\Delta)} \cdot P(dx_i | \mathcal{X}_{i-1}, \theta_i) \right] \right] \times P(dx_{i-1} | \theta_i) \Pi(d\theta_i) \]

(F. 1a)

The \( i \)th term in the expression for \( r_X(\delta) \) can be determined in the same way, the only difference being that instead of summing over \( j \geq \theta_i \) we must sum over \( j > \theta_i \). The result is

\[ P_i^X = \int_{\theta_i \epsilon [0, T_p]} \left[ \sum_{j > \theta_i} \int_{\mathcal{X}_{i-1}} \left[ \int_{\mathcal{X}_1} \mathbb{I}_{A_i(\mathcal{X}_{i-1}, \tau_i = j\Delta)} \cdot P(dx_i | \mathcal{X}_{i-1}, \theta_i) \right] \right] \times P(dx_{i-1} | \theta_i) \Pi(d\theta_i) \]

(F. 1b)

Finally, the \( i \)th term in the expression for \( r_F(\delta) \) can be written as

\[ P_i^F = \int_{\theta_i = T_p} \left[ \sum_{j=0}^{m-1} \int_{\mathcal{X}_{i-1}} \left[ \int_{\mathcal{X}_1} \mathbb{I}_{A_i(\mathcal{X}_{i-1}, \tau_i = j\Delta)} \cdot P(dx_i | \mathcal{X}_{i-1}, \theta_i) \right] \right] \times P(dx_{i-1} | \theta_i) \Pi(d\theta_i) \]

(F. 1c)

This completes the proof since
\[
\delta_i(\vec{x}_i, a_{i-1}, \ldots, a_i) = \begin{cases} 
1 & x_i \in A_i(\vec{x}_{i-1}^r, \tau_i) \\
0 & x_i \notin A_i(\vec{x}_{i-1}^r, \tau_i) 
\end{cases}
\]

implies that

\[
\delta_i(\vec{x}_i, \vec{a}_{i-1}) = \delta_i(\vec{x}_i^r, \tau_i)
\]

and thus \( \delta_i \) depends only on the time of the most recent response \( \tau_i \).
APPENDIX G

THE DERIVATION OF THE RECURSION RELATION FOR THE BAYES DECISION RULE

In this appendix the recursive procedure for determining the Bayes decision rule is derived.

The Bayes decision rule is obtained by finding a $\delta^0$ that satisfies

$$r(\delta^0) = \inf_{\delta \in \mathcal{D}} r(\delta) \quad (G.1)$$

where

$$r(\delta) = \frac{\mathbb{E}_{\mathbf{x}, \theta} \mathbb{L}(\delta(\mathbf{x}), \theta)}{T} \quad (G.2)$$

We begin by developing an expression for $r(\delta)$. From Section 2.5 we have

$$\mathbb{L}(\mathbf{\hat{a}, \hat{\theta}}) = \sum_{i=1}^{N} L_i(\tau_i, a_i, \theta_i)$$

where from Eq. 4.1

$$\tau_i = \tau(a_{i-1}, \tau_{i-1})$$

A decision rule $\delta$ is an n-tuple $\delta = (\delta_1, \ldots, \delta_N)$ where $\delta_1$ is a function of the form
\[ a_i = \delta_i(\tilde{x}_i, \tilde{a}_{i-1}) \]

where \( \tilde{a}_i = (a_i, \ldots, a_1) \).

Now consider the function \( L(\delta(x), \theta) \). From the above definitions it is clear that

\[ L(\delta(x), \theta) = \sum_{i=1}^{N} L_i(\tau_i, \delta_i(\tilde{x}_i, \tilde{a}_{i-1}), \theta_i) \quad (G.3) \]

where

\[ \tau_i = \tau(\delta_{i-1}(\tilde{x}_{i-1}, \tilde{a}_{i-2}), \tau_{i-1}) \quad (G.4) \]

Substituting Eq. G.3 into Eq. G.2 and distributing the expected value operator over the sum results in

\[ r(\delta) = \sum_{i=1}^{N} \mathbb{E}_{x, \theta} \left\{ L_i(\tau_i, \delta_i(\tilde{x}_i, \tilde{a}_{i-1}), \theta_i) \right\} / T \]

Now consider the ith term in the above sum. From Eq. G.4 it is seen that \( \tau_i \) depends on the past decisions only through \( \delta_{i-1} \).

Therefore \( L_i(\cdot, \cdot, \cdot) \) depends only on \( \delta_i \). Moreover, since \( \delta_i \) depends only on the observation up to time \( \tau_i, \tilde{x}_i \), the random variable \( L_i(\cdot, \cdot, \cdot) \) depends only on \( \tilde{x}_i \) and \( \theta_i \). Therefore, the expected value need be taken only over \( \tilde{X}_i \times \Theta_i \). Thus, we may write

\[ r(\delta) = \sum_{i=1}^{N} r_i(\delta_i) \quad (G.5) \]
where
\[
\mathbf{r}_i(\varepsilon_i) = \mathbb{E}_{\mathbf{x}_i, \theta_i} \{ \mathbf{L}_i(\tau_i, \varepsilon_i(\mathbf{x}_i, \mathbf{a}_{i-1}), \theta_i) \} \quad \text{(G.6)}
\]

With Eq. G.5 for \( \mathbf{r}(\varepsilon) \) at hand, we may proceed with the derivation. We seek \( \delta^o = (\delta_1^o, \ldots, \delta_N^o) \) such that
\[
\mathbf{r}(\delta_1^o, \ldots, \delta_N^o) = \inf_{\delta_1, \ldots, \delta_N} \mathbf{r}(\delta_1, \ldots, \delta_N)
\]

First note that by a well known property of the infimum the above minimization can be carried out over individual components one at a time. That is,
\[
\inf_{\delta} \mathbf{r}(\delta) = \inf_{\delta_1, \ldots, \delta_{k-1}} \left[ \inf_{\delta_1, \ldots, \delta_N} \mathbf{r}(\delta_1, \ldots, \delta_N) \right]
\]

Now substitute for \( \mathbf{r}(\delta_1, \ldots, \delta_N) \) from Eq. G.5 into the right hand side above. The result is
\[
\inf_{\delta} \mathbf{r}(\delta) = \inf_{\delta_1, \ldots, \delta_{k-1}} \left[ \inf_{\delta_1, \ldots, \delta_N} \sum_{i=1}^{N} \mathbf{r}_i(\varepsilon_i) \right]
\]
or
\[
\inf_{\delta} r(\delta) = \inf_{\delta_{k-1}} \left[ \sum_{i=1}^{k-1} r_i(\delta_i) + \inf_{\delta_k', \ldots, \delta_N} \left[ \sum_{i=k}^{N} r_i(\delta_i) \right] \right] \quad (G. 7)
\]

where \( \bar{\delta}_{k-1} = (\delta_1', \ldots, \delta_{k-1}') \).

This last equality follows from the fact that \( \sum_{i=1}^{k-1} r(\delta_i) \) does not depend on \( \delta_k, \ldots, \delta_N \). Now define the function \( G_k(\bar{\delta}_{k-1}) \) to be the second term in Eq. G. 7. Specifically,

\[
G_k(\bar{\delta}_{k-1}) = \inf_{\delta_k', \ldots, \delta_N} \left[ \sum_{i=k}^{N} r_i(\delta_i) \right] \quad (G. 8)
\]

Then, in terms of \( G_k(\cdot) \), Eq. D. 7 becomes

\[
\inf_{\delta} r(\delta) = \inf_{\delta_1', \ldots, \delta_{k-1}'} \left[ \sum_{i=1}^{k-1} r_i(\delta_i) + G_k(\bar{\delta}_{k-1}) \right]
\]

\[
= G_1
\]

Next we obtain a recursive relation satisfied for the functions \( G_k(\cdot) \). From the defining Eq. G. 8 we have

\[
G_k(\bar{\delta}_{k-1}) = \inf_{\delta_k} \left[ \sum_{i=k}^{N} r_i(\delta_i) \right] \quad (G. 8)
\]

\[
= \inf_{\delta_k} \left[ r_k(\bar{\delta}_k) + \inf_{\delta_{k+1}', \ldots, \delta_N} \left[ \sum_{i=k+1}^{N} r_i(\delta_i) \right] \right]
\]

But
\[
\inf_{\delta_{k+1}, \ldots, \delta_N} \left[ \sum_{i=k+1}^{N} r_i(\delta_i) \right] = G_{k+1}(\delta_k)
\]

Thus,
\[
G_k(\delta_{k-1}) = \inf_{\delta_k} \left[ r_k(\delta_k) + G_{k+1}(\delta_k) \right]
\]

Equation G.9 provides the basis for determining the Bayes rule \(\delta^0\) and the minimum Bayes risk \(r(\delta_0)\). First \(\delta_N^0\) is determined from

\[
G_N(\delta_{N-1}) = \inf_{\delta_N} r_N(\delta_N)
= \inf_{\delta_N} \left[ E_{\delta_N} \{ L_N(\tau_N, \delta_N(x_N, a_{N-1}), \theta_N) \} \right]
\]

or

\[
G_N(\delta_{N-1}) = \inf_{\delta_N} \left[ E_{\delta_N} \left\{ E_{\theta_N|x_N} \{ L_N(\tau_N, \delta_N(x_N, a_{N-1}), \theta_N) \} \right\} \right]
\]

(G.10)

The procedure is as follows. Recall from Eq. G.4 that

\[
\tau_N = \tau(\delta_{N-1}(x_{N-1}, a_{N-2}), \tau_{N-1})
\]
so that for \( \vec{\delta}_{N-1} \) fixed, \( \tau_N \) is a fixed function of the observation \( \vec{x}_{N-1} \). Moreover, \( \vec{a}_{N-1} \) depends only on \( \vec{x}_{N-1} \) through \( \vec{\delta}_{N-1}(\vec{x}_{N-1}) = \vec{a}_{N-1} \). Thus the inner expectation in Eq. G.10 depends only on \( \vec{x}_N \) and \( \vec{\delta}_N \).

It then follows by the standard argument of Appendix A that the \( \vec{\delta}_N \) that minimizes Eq. E.10 is given by

\[
\delta^{O}_N (\vec{x}_N, \vec{a}_{N-1}) = \begin{cases} 
1 & \text{if } \mathbb{E}_{\theta_N} \left[ \mathbb{E}_{x_N} \{ L_N(\tau_N, 1, \theta_N) \} \right] \leq \mathbb{E}_{\theta_N} \left[ \mathbb{E}_{x_N} \{ L_N(\tau_N, 0, \theta_N) \} \right] \\
0 & \text{otherwise}
\end{cases}
\]

The function \( \delta^{O}_N \) can be written in a more convenient form in terms of indicator functions as follows. For each \( \vec{x}_{N-1} \epsilon \vec{X}_{N-1} \) and \( \tau_N \epsilon \{ 0, \ldots, m-1 \} \) define the set of current observations \( A_N(\vec{x}_{N-1}, \tau_N) \subset X_N \) by

\[
A_N(\vec{x}_{N-1}, \tau_N) = \left\{ x_N \left| \mathbb{E}_{\theta_N} \{ L_N(\tau_N, 0, \theta_N) \} \geq 0 \right. \right\} = \{ x_N | \delta^{O}_N (\vec{x}_N, \vec{a}_{N-1}) = 1 \}
\]

Then \( \delta^{O}_N (\cdot, \cdot) \) can be written as

\[
\delta^{O}_N (\vec{x}_N, \vec{a}_N) = I_{A_N(\vec{x}_{N-1}, \tau_N)} (x_N)
\]
or

\[ \delta_N^O(\mathbf{x}_N', \tau_N) = I_{A_N(x_{N-1}', \tau_N)}(x_N) \quad \text{(G. 12)} \]

with the last equality following from the fact that \( \delta_N^O(\cdot, \cdot) \) depends on the past decisions only through the function \( \tau_N \).

Next we obtain an expression for \( G_N(\delta_{N-1}) \). First it is noted that since \( \delta_N^O(\mathbf{x}_N', \tau_N) \) minimizes \( G_N(\delta_{N-1}) \) we have

\[
G_{N-1}(\delta_{N-1}) = E_{\mathbf{x}_N} E_{\theta_N | \mathbf{x}_N} L_N(\tau_N, \delta_N^O(\mathbf{x}_N', \tau_N), \theta_N) \\
= \int_{\mathbf{x}_N} E_{\mathbf{x}_N} E_{\theta_N | \mathbf{x}_N} L_N(\tau_N, \delta_N^O(\mathbf{x}_N', \tau_N), \theta_N) \; P(d\mathbf{x}_N) \\
= \int_{\mathbf{x}_{N-1}} \left[ \int_{\mathbf{x}_N} E_{\mathbf{x}_N} E_{\theta_N | \mathbf{x}_N} L_N(\tau_N, \delta_N^O(\mathbf{x}_N', \tau_N), \theta_N) \; P(d\mathbf{x}_N | \mathbf{x}_{N-1}) \right] \; x \; P(d\mathbf{x}_{N-1}) \\
= E_{\mathbf{x}_{N-1}} \int_{\mathbf{x}_N} E_{\mathbf{x}_N} E_{\theta_N | \mathbf{x}_N} L_N(\tau_N, \delta_N^O(\mathbf{x}_N', \tau_N), \theta_N) \; P(d\mathbf{x}_N | \mathbf{x}_{N-1})
\]

Now use the fact that
\[
E_{\theta_N} \{ L_N(\tau_N', \delta^0_N, \tau_N), \theta_N \} = \left\{ \begin{array}{ll}
E_{\theta_N} \{ L_N(\tau_N, 1, \theta_N) \} & \text{on } \bar{x}_{N-1} x^1 A_N(\bar{x}_{N-1}, \tau_N) \\
E_{\theta_N} \{ L_N(\tau_N, 0, \theta_N) \} & \text{on } \bar{x}_{N-1} x^0 A_N(\bar{x}_{N-1}, \tau_N) 
\end{array} \right.
\]

where

\[
0 A_N(\bar{x}_{N-1}, \tau_N) = A_N(\bar{x}_{N-1}, \tau_N)
\]

to write \( G_N(\bar{\delta}_{N-1}) \) as

\[
G_N(\bar{\delta}_{N-1}) = E_{\bar{x}_{N-1}} \left\{ \sum_{\ell=0}^{1} \int R_N(\bar{x}_N, \tau_N, \ell) \frac{P(d\bar{x}_N|\bar{x}_{N-1})}{\ell A_N(\bar{x}_{N-1}, \tau_N)} \right\}
\]  \hspace{1cm} (G. 13)

where

\[
R_N(\bar{x}_N, \tau_N, j) = E_{\theta_N} \{ L_N(\tau_N, j, \theta_N) \}
\]

The function \( \delta^0_{N-1} \) is determined next. This function is defined by

\[
G_{N-1}(\bar{\delta}_{N-2}) = \inf_{\delta_{N-1}} \left[ r_{N-1}(\bar{\delta}_{N-1}) + G_N(\bar{\delta}_{N-1}) \right]
\]  \hspace{1cm} (G. 14)
Substitute for \( r_{N-1}(\delta_{N-1}) \) from Eq. G.6 and for \( G_N(\delta_{N-1}) \) from Eq. G.13 into Eq. G.14 to obtain

\[
G_{N-1}(\delta_{N-2}) =
\inf_{\delta_{N-1}} \left[ E_{\theta_{N-1}} \left\{ E_{\bar{x}_{N-1}} \left\{ L_{N-1}(\tau_{N-1}', \delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}), \theta_{N-1}) \right\} \right\} \right]
\]

\[
+ E_{\bar{x}_{N-1}} \left\{ \sum_{\ell=0}^{1} \int R_{N}(\bar{x}_{N}', \tau_{N} [\delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}), \tau_{N-1}], \ell) P(\text{dx}_N | \bar{x}_{N-1}) \left\{ A_{N}(\bar{x}_{N-1}', \tau_{N} [\delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}), \tau_{N-1}]) \right\} \right\}
\]

or

\[
G_{N-1}(\delta_{N-2}) = \inf_{\delta_{N-1}} \left[ E_{\bar{x}_{N-1}} \left\{ R_{N-1}(\bar{x}_{N-1}', \tau_{N-1}', \delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2})) \right\} \right]
\]

\( (G.15) \)

where

\[
R_{N-1}(\bar{x}_{N-1}', \tau_{N-1}', \delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}))
\]

\[
= E_{\theta_{N-1}} \left[ L_{N-1}(\tau_{N-1}', \delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}), \theta_{N-1}) \right]\]

\[
+ \sum_{\ell=0}^{1} \int R_{N}(\bar{x}_{N}', \tau_{N} [\delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}), \tau_{N-1}], \ell) P(\text{dx}_N | \bar{x}_{N-1}) \left[ A_{N}(\bar{x}_{N-1}', \tau_{N} [\delta_{N-1}(\bar{x}_{N-1}', \bar{a}_{N-2}), \tau_{N-1}]) \right]
\]
Now apply the standard argument to Eq. G. 15 to conclude that
\[ \delta^0_{N-1}(\vec{x}_{N-1}, \vec{a}_{N-2}) \] is given by

\[ \delta^0_{N-1}(\vec{x}_{N-1}, \vec{a}_{N-2}) = \delta^0_{N-1}(\vec{x}_{N-1}, \tau_{N-1}) \] \hspace{1cm} (G. 16)

\[ = \begin{cases} 1 & \text{if} \quad R_{N-1}(\vec{x}_{N-1}, \tau_{N-1}, 0) \geq R_{N-1}(\vec{x}_{N-1}, \tau_{N-1}, 1) \\ 0 & \text{otherwise} \end{cases} \]

As before we may express \( \delta^0_{N-1} \) in terms of indicator functions by defining \( A_{N-1}(\vec{x}_{N-2}, \tau_{N-1}) \) by

\[ \ell_{A_{N-1}}(\vec{x}_{N-2}, \tau_{N-1}) = \{ x_{N-1} | \delta^0_{N-1}(\vec{x}_{N-1}, \tau_{N-1}) = \ell \} \]

and we may use the sets \( \ell_{A_{N-1}}(\vec{x}_{N-1}, \tau_{N-1}) \) to express \( G_{N-1}(\vec{\delta}_{N-2}) \) as

\[ G_{N-1}(\vec{\delta}_{N-2}) = \mathbb{E}_{\vec{x}_{N-2}} \left[ \sum_{\ell = 0}^{1} \int R_{N-1}(\vec{x}_{N-1}, \tau_{N-1}, \ell) \ P(dx_{N-1} | \vec{x}_{N-1}) \ell_{A_{N-2}}(\vec{x}_{N-2}, \tau_{N-1}) \right] \]

With the basic character of the recursive procedure established we may conclude that the kth decision rule \( \delta_k(\vec{x}_k, \vec{a}_{k-1}) \) is given by
\[ \delta_k^o(x_k', a_{k-1}) = \delta_k^o(x_k', \tau_k) \]  

\[
= \begin{cases} 
1 & R_k(x_k', \tau_k', 0) \leq R_k(x_k', \tau_{k-1}) \\
0 & \text{otherwise}
\end{cases}
\]

where

\[ R_k(x_k', \tau_k', j_k) \]  

\[ = \mathbb{E}_{\theta_k \mid x_k} \{ L_k(\tau_k', j_k, \theta_k) \} \]

\[ + \sum_{\ell=0}^{1} \int \frac{R_k+1(x_{k+1}', \tau_{k+1}', j_k', \tau_{k-1})}{\ell} P(dx_k \mid x_{k-1}) \]

\[ \ell A_{k+1}(x_k', \tau_{k+1}) = \{ x_k' : \delta_{k+1}^o(x_{k+1}', \tau_{k+1}) = \ell \} \]

A formal proof to this effect can be obtained by the method of induction. The procedure is to assume the result holds for \( \delta_{k+1}^o \), \( \ldots, \delta_N^o \) and then to show that the result holds for \( \delta_k^o \) by using precisely the same argument as used to obtain \( \delta_{N-1}^o \). We shall not go through the steps of this argument here.
APPENDIX H

DERIVATION OF THE UPDATING EQUATION
FOR THE ODDS RATIO DENSITY

In this appendix, the theorems of Section 4.3 are proven.

We begin by first proving three lemmas. The first lemma establishes a formula which is useful in proving the second and third lemmas. These last two lemmas are then used to prove Theorem 4.4.

Lemma H.1. If \( \vec{x} = (x_1, \ldots, x_N) \) is conditionally independent for each \( \theta \in \Theta \), then, for \( j \leq i \leq k \),

\[
P(dx_1, \ldots, dx_i \mid \theta_k, \ldots, \theta_j)
\]

\[
\int_{\Theta_{j-1} \vec{x} \ldots x_1} P(dx_1, \ldots, dx_i \mid \theta_1, \ldots, \theta_i) \Pi(d\theta_{j-1}, \ldots, d\theta_1 \mid \theta_k, \ldots, \theta_j)
\]

Proof. By Bayes law,

\[
P(dx_1, \ldots, dx_i \mid \theta_k, \ldots, \theta_j) = \frac{\Pi(d\theta_k \ldots, d\theta_j \mid \vec{x}_i) P(dx_1, \ldots, dx_i)}{\Pi(d\theta_k \ldots, d\theta_j)}
\]

\text{(H.1)}

Write

\[
\Pi(d\theta_k, \ldots, d\theta_j \mid \vec{x}_i) = \int \Pi(d\theta_k, \ldots, d\theta_1 \mid \vec{x}_i)_{\Theta_{j-1} \vec{x} \ldots x_1}
\]
or

\[ \prod(d\theta_k, \ldots, d\theta_j | x_1) \]  

(H. 2)

\[ = \int_{\Theta_{j-1} x \ldots x \Theta_1} \frac{P(dx_1, \ldots, dx_i | \theta_k, \ldots, \theta_1) \prod(d\theta_k, \ldots, d\theta_1)}{P(dx_1, \ldots, dx_i)} \]

But

\[ P(dx_1, \ldots, dx_i | \theta_k, \ldots, \theta_1) = \int P(dx_1, \ldots, dx_k | \theta_k, \ldots, \theta_1) \]

\[ X_{i+1} x \ldots x X_k \]

\[ = \int_{X_{i+1} x \ldots x X_k} \prod_{\ell=1}^{k} P(dx_\ell | \theta_\ell, \theta_{\ell-1}) \]

\[ = \prod_{\ell=1}^{i} P(dx_\ell | \theta_\ell, \theta_{\ell-1}) \int P(dx_{i+1}, \ldots, dx_k | \theta_k, \ldots, \theta_1) \]

\[ X_{i+1} x \ldots x X_k \]

\[ = \prod_{\ell=1}^{i} P(dx_\ell | \theta_\ell, \theta_{\ell-1}) \]

or

\[ P(dx_1, \ldots, dx_i | \theta_k, \ldots, \theta_1) = P(dx_1, \ldots, dx_i | \theta_i, \ldots, \theta_1) \]  

(H. 3)

Substitution of H. 3 into H. 2 gives
\[
\Pi(d\theta_k, \ldots, d\theta_j | \tilde{x}_i) \\
\int_{\Theta_{j-1} \times \ldots \times \Theta_1} \frac{\mathcal{P}(dx_1, \ldots, dx_i | \theta_{i'}, \ldots, \theta_1) \Pi(d\theta_k, \ldots, d\theta_1)}{\mathcal{P}(dx_1, \ldots, dx_i)}
\]

or

\[
\Pi(d\theta_k, \ldots, d\theta_j | \tilde{x}_i) \quad (H. 4)
\]

\[
\int_{\Theta_{j-1} \times \ldots \times \Theta_1} \frac{\mathcal{P}(dx_1, \ldots, dx_i | \theta_{i'}, \ldots, \theta_1) \Pi(d\theta_{k'}, \ldots, d\theta_j) \Pi(d\theta_{j-1}, \ldots, d\theta_1 | \theta_{k'}, \ldots, \theta_1)}{\mathcal{P}(dx_1, \ldots, dx_i)}
\]

Substitution of H. 4 into H. 1 and cancelling the appropriate terms yields the desired result.

**Lemma H. 2.** If \( \tilde{x} = (x_1, \ldots, x_N) \) is conditionally independent for each \( \theta \), then

\[
\Pi(d\theta_{k'}, d\theta_{k-1} | \tilde{x}_k) = \frac{\mathcal{P}(dx_k | \theta_{k'}, \theta_{k-1}) \Pi(d\theta_k, d\theta_{k-1} | \tilde{x}_{k-1})}{\mathcal{P}(dx_k | \tilde{x}_{k-1})}
\]

**Proof.**

We begin with Bayes' law:
\[
\Pi(d\theta_k, d\theta_{k-1} | \vec{x}_{k}) = \frac{P(dx_1, \ldots, dx_k | \theta_k, \theta_{k-1}) \Pi(d\theta_k, d\theta_{k-1})}{P(dx_1, \ldots, dx_k)}
\]

or

\[
\Pi(d\theta_k, d\theta_{k-1} | x_1, \ldots, x_k) = \frac{P(dx_k | \vec{x}_{k-1}, \theta_k, \theta_{k-1}) \Pi(d\theta_k, d\theta_{k-1} | \vec{x}_{k-1})}{P(dx_k | \vec{x}_{k-1})}
\]  

(H. 5)

Now, consider \(P(dx_k | \vec{x}_{k-1}, \theta_k, \theta_{k-1})\)

\[
= \frac{P(dx_1, \ldots, dx_k | \theta_k, \theta_{k-1})}{P(dx_1, \ldots, dx_{k-1} | \theta_k, \theta_{k-1})}
\]

Apply Lemma H. 1 to the numerator and denominator of the above. The result is

\[
P(dx_k | \vec{x}_{k-1}, \theta_k, \theta_{k-1})
\]

(H. 6)

\[
\begin{align*}
&= \frac{\int_{\Theta_{k-2}} P(dx_1, \ldots, dx_k | \theta_k, \ldots, \theta_1) \Pi(d\theta_{k-2}, \ldots, \theta_1 | \theta_k, \theta_{k-1})}{\int_{\Theta_{k-2}} P(dx_1, \ldots, dx_{k-1} | \theta_{k-1}, \ldots, \theta_1) \Pi(d\theta_{k-2}, \ldots, \theta_1 | \theta_k, \theta_{k-1})}
\end{align*}
\]

But, by using the conditional independence of \(x_1, \ldots, x_N\), the numerator of (H. 6) can be written as
\[ P(x_k | \theta_{k'}, \theta_{k-1}) = \int_{\theta_{k-2}} P(dx_1, \ldots, dx_{k-1} | \theta_{k-1}, \ldots, \theta_1) \]
\[ \cdot \Pi(d\theta_{k-2}, \ldots, d\theta_1 | \theta_{k'}, \theta_{k-1}) \]

Substituting into (H. 6) and cancelling gives

\[ P(dx_k | \bar{x}_{k-1}, \theta_{k'}, \theta_{k-1}) = P(dx_k | \theta_{k'}, \theta_{k-1}) \quad \text{(H. 7)} \]

Finally, substitution of (H. 7) into (H. 5) completes the proof.

The above two lemmas have used only the assumption of conditional independence. The third lemma also requires the Markov property.

**Lemma H.3.** If \( \bar{x} = (x_1, \ldots, x_N) \) is conditionally independent and \( \theta \) is Markov, then

\[ \Pi(d\theta_k | \theta_{k-1}, \bar{x}_{k-1}) = \Pi(d\theta_k | \theta_{k-1}) \]

**Proof.** We have

\[ \Pi(d\theta_k | \theta_{k-1}, \bar{x}_{k-1}) = \frac{\Pi(d\theta_k, d\theta_{k-1} | \bar{x}_{k-1})}{\Pi(d\theta_{k-1} | \bar{x}_{k-1})} \]
\[ = \frac{P(dx_1, \ldots, dx_{k-1} | \theta_{k'}, \theta_{k-1}) \Pi(d\theta_k, d\theta_{k-1})}{P(dx_1, \ldots, dx_{k-1} | \theta_{k'}, \theta_{k-1})} \frac{\Pi(d\theta_{k-1})}{\Pi(d\theta_{k-1})} \]
\[
\begin{align*}
= & \left[ \frac{\mathcal{P}(dx_1, \ldots, dx_{k-1} \mid \theta_{k'}, \theta_{k-1})}{\mathcal{P}(dx_1, \ldots, dx_{k-1} \mid \theta_{k-1})} \right] \Pi(d\theta_k \mid \theta_{k-1}) \\
\end{align*}
\]

The proof is completed if it can be shown that the bracketed quantity is equal to unity. Applying Lemma H. 1 to both the denominator and the numerator of the bracketed quantity results in

\[
\int_{\Theta_{k-1}} \mathcal{P}(dx_1, \ldots, dx_{k-1} \mid \theta_{k-1}, \ldots, \theta_1) \Pi(d\theta_{k-2}, \ldots, d\theta_1 \mid \theta_{k'}, \theta_{k-1}) \\
\int_{\Theta_{k-1}} \mathcal{P}(dx_1, \ldots, dx_{k-1} \mid \theta_{k-1}, \ldots, \theta_1) \Pi(d\theta_{k-2}, \ldots, d\theta_1 \mid \theta_k)
\]

This quantity is equal to unity if

\[
\Pi(d\theta_{k-2}, \ldots, d\theta_1 \mid \theta_{k'}, \theta_{k-1}) = \Pi(d\theta_{k-2}, \ldots, d\theta_1 \mid \theta_k)
\]

But this fact follows easily from the Markov assumption on \( \theta \). This completes the proof. We are now in a position to prove Theorem 4.4.

**Theorem 4.4.** If \( x = (x_1, \ldots, x_N) \) is conditionally independent and if \( \theta \) is Markov, then

\[
\Pi(d\theta_k \mid \bar{x}_k) = \int_{\Theta_{k-1}} \frac{\mathcal{P}(dx_k \mid \theta_k', \theta_{k-1})}{\mathcal{P}(dx_k \mid \bar{x}_{k-1})} \Pi(d\theta_k \mid \theta_{k-1}) \Pi(d\theta_{k-1} \mid \bar{x}_{k-1})
\]
Proof. From Lemma H. 2 we have

\[
\Pi(d\theta_k | \bar{x}_k) = \int_{\Theta_{k-1}} \Pi(d\theta_k, d\theta_{k-1} | \bar{x}_k)
\]
\[
= \int_{\Theta_{k-1}} \frac{\mathbb{P}(dx_k | \theta_k, \theta_{k-1})}{\mathbb{P}(dx_k | x_1, \ldots, x_{k-1})} \Pi(d\theta_k, d\theta_{k-1} | \bar{x}_{k-1})
\]

Now,

\[
\Pi(d\theta_k, d\theta_{k-1} | \bar{x}_{k-1}) = \Pi(d\theta_k | \theta_{k-1}, \bar{x}_{k-1}) \Pi(d\theta_{k-1} | \bar{x}_{k-1})
\]
\[
= \Pi(d\theta_k | \theta_{k-1}) \Pi(d\theta_{k-1} | \bar{x}_{k-1})
\]

Substitution completes the proof.

Next we prove Theorem 4.5. To this end it is sufficient to prove that the function

\[
\ell(x_k | \bar{x}_{k-1}, \theta_k', \theta_{k-1}) = \frac{\mathbb{P}(dx_k | \theta_k', \theta_{k-1})}{\mathbb{P}(dx_k | \bar{x}_{k-1})}
\]

exists. The theorem then follows as a corollary to Theorem 4.4.

Proof. Consider first the distribution \( \mathbb{P}(dx_k | \bar{x}_{k-1}, \theta_k', \theta_{k-1}) \).

Clearly, this distribution is absolutely continuous with respect to \( \mathbb{P}(dx_k | \bar{x}_{k-1}) \), since the conditioning of \( \mathbb{P}(dx_k | \bar{x}_{k-1}) \) by \( \theta_k, \theta_{k-1} \)
cannot take away any sets of measures zero. Thus, the Radon-Nykodym theorem can be applied to \( P(dx_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1}) \) to obtain the function
\[
\ell(\vec{x}_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1})
\]
satisfying
\[
\int_E P(dx_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1}) = \int_a \ell(\vec{x}_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1}) P(dx_k | \vec{x}_{k-1})
\]
for any measurable set \( A \). But, in Lemma H.2, it is shown that
\[
P(dx_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1}) = P(dx_k | \theta_{k'}, \theta_{k-1})
\]
so that
\[
\int_A P(dx_k | \theta_{k'}, \theta_{k-1}) = \int_A \ell(\vec{x}_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1}) P(dx_k | \vec{x}_{k-1})
\]
for all measurable sets \( A \). Thus the function \( \ell(\vec{x}_k | \vec{x}_{k-1}, \theta_{k'}, \theta_{k-1}) \) is also a Radon-Nykodym derivative of \( P(dx_k | \theta_{k'}, \theta_{k-1}) \) with respect to \( P(dx_k | \vec{x}_{k-1}) \). This completes the proof.

Next we prove Theorem 4.6. Here, it is desired to show that
\[
\Pi(d\theta_k | \vec{x}_k) << \mu(d\theta_k)
\]
for all \( \vec{x}_k \in \vec{x}_k \) and to determine the density \( p_k(\theta_k | \vec{x}_k) \) with respect to \( \mu(d\theta_k) \). The proof is by induction on \( k \).

First, for \( k=1 \) we have from Bayes law
\[
\Pi(d\theta_1 | x_1) = \frac{P(dx_1 | \theta_1)}{P(dx_1)} \Pi(d\theta_1)
\]

Now, using the fact that \( \Pi(d\theta_1) = p(\theta_1) \mu(d\theta_1) \),
\[
\Pi(d\theta_1|x_1) = \left[ \frac{P(x_1|\theta_2)}{P(dx_2)} \right] p(\theta_1) \mu(d\theta_1)
\]

Then, if \( A \) is any measurable set of \( \mu(\cdot) \) measure zero, then \( A \) also has measure zero with respect to \( \Pi(d\theta_1|x_1) \). Thus, \( \Pi(d\theta_1|x_1) \ll \mu(d\theta_1) \) for all \( x_1 \in X_1 \), and moreover the density \( p_1(\theta_1|x_1) \) is given by

\[
p_1(\theta_1|x_1) = \frac{P(x_1|\theta_1)}{P(dx_1)} p(\theta_1)
\]

Next, we establish the induction step. Specifically, it is assumed that \( \Pi(d\theta_{k-1}|\overline{x}_{k-1}) \ll \mu(d\theta_{k-1}) \) for all \( \overline{x}_{k-1} \in \overline{X}_{k-1} \), and it will be shown that \( \Pi(d\theta_k|\overline{x}_k) \ll \mu(d\theta_k) \) for all \( \overline{x}_k \in \overline{X}_k \).

We begin by noting from Theorem 4.5 that

\[
\Pi(d\theta_k|\overline{x}_k) = \int_{\Theta} \ell(x_k|\overline{x}_{k-1}, \theta_k, \theta_{k-1}) \Pi(d\theta_k|\theta_{k-1}) \times \Pi(d\theta_{k-1}|x_{k-1})
\]

Now, by the induction hypothesis, we may replace \( \Pi(d\theta_{k-1}|\overline{x}_{k-1}) \) by \( p(\theta_{k-1}|\overline{x}_{k-1})\mu(d\theta_{k-1}) \) in the equation above to obtain
\[ \Pi(d \theta_k | \overline{x}_k) = \int_{\Theta_{k-1}} \ell(x_k | \overline{x}_{k-1}, \theta_k, \theta_{k-1}) p(\theta_{k-1} | \overline{x}_{k-1}) \times \]

\[ \Pi(d \theta_k | \theta_{k-1}) \mu(d \theta_{k-1}) \]

Now apply Theorem D.1 in Appendix D for the general index \( k \) and with the function \( f(\theta_k, \theta_{k-1}) \) replaced by \( \ell(x_k | \overline{x}_{k-1}, \theta_k, \theta_{k-1}) \)
\( p_{k-1}(\theta_{k-1} | \overline{x}_{k-1}) \) to conclude that the density \( p_k(\theta_k | \overline{x}_k) \) exists and is given by

\[ p(\theta_k | x_k) \quad \text{(H. 8)} \]

\[ = \int_{\{(0, T_p - \Delta)\}} \ell(x_k | \overline{x}_{k-1}, \theta_k, \theta_{k-1} = \theta_k + \Delta) p(\theta_{k-1} = \theta_k + \Delta | \overline{x}_{k-1}) \]

\[ + \int_{\{(T_p - \Delta, T_p]\}} \left[ \ell(x_k | \overline{x}_{k-1}, \theta_k, \theta_{k-1}) \right. \left. p(\theta_k | \theta_{k-1}) p(\theta_{k-1} | \overline{x}_{k-1}) \right. \left. \mu(d \theta_{k-1}) \right] \]

We conclude this appendix with the proof of Theorem 4.7.

**Proof.** First substitute for \( p(\theta_k | \overline{x}_k) \) and \( p(\theta_k = T_p | \overline{x}_k) \) from Eq. H.8 into Eq. 4.30 in the text to obtain
$O_k(\theta_k | x_k) =$

\[
\begin{aligned}
&\left[ I \left( \frac{1}{\theta_k} \right) \right] \left[ \{T_p - \Delta, T_p\} \right] \frac{\ell(x_k | x_{k-1}, \theta_k', \theta_{k-1}) p(\theta_k | \theta_{k-1}) p(\theta_{k-1} | x_{k-1}) \mu(d\theta_{k-1})}{\theta_{k-1} \in [0, \theta_k - (T_p - \Delta)] \cup \{T_p\}} \\
&+ \left[ I \left( \frac{1}{\theta_k} \right) \right] \left[ \{0, T_p - \Delta\} \right] \frac{\ell(x_k | x_{k-1}, \theta_k', \theta_{k-1} = \theta_k + \Delta) p(\theta_{k-1} = \theta_k + \Delta | x_{k-1})}{\theta_{k-1} \in [0, \Delta) \cup \{T_p\}}
\end{aligned}
\]

\[
\left[ \int \ell(x_k | x_{k-1}, \theta_k = T_p, \theta_{k-1}) p(\theta_k = T_p | \theta_{k-1}) p(\theta_{k-1} | x_{k-1}) \mu(d\theta_{k-1}) \right]^{(0, \Delta)} \cup \{T_p\}
\]

Now divide numerator and denominator by $p_{k-1}(\theta_{k-1} = T_p | x_{k-1})$. The result is

\[
O_k(\theta_k | x_k) = \quad (H.9)
\]

\[
\begin{aligned}
&\left[ I \left( \frac{1}{\theta_k} \right) \right] \left[ \{T_p - \Delta, T_p\} \right] \frac{\ell(x_k | x_{k-1}, \theta_k', \theta_{k-1}) p(\theta_k | \theta_{k-1}) O_{k-1}(\theta_{k-1} | x_{k-1}) \mu(d\theta_{k-1})}{\theta_{k-1} \in [0, \theta_k - (T_p - \Delta)] \cup \{T_p\}} \\
&+ \left[ I \left( \frac{1}{\theta_k} \right) \right] \left[ \{0, T_p - \Delta\} \right] \frac{\ell(x_k | x_{k-1}, \theta_k', \theta_{k-1} = \theta_k + \Delta) O_{k-1}(\theta_{k-1} = \theta_k + \Delta | x_{k-1})}{\theta_{k-1} \in [0, \Delta) \cup \{T_p\}}
\end{aligned}
\]

\[
\left[ \int \ell(x_k | x_{k-1}, \theta_k = T_p, \theta_{k-1}) p(\theta_k = T_p | \theta_{k-1}) O_{k-1}(\theta_{k-1} | x_{k-1}) \mu(d\theta_{k-1}) \right]^{(0, \Delta)} \cup \{T_p\}
\]

Equation H.9 is in the desired form except for the term $\ell(x_k | x_{k-1}, \theta_k', \theta_{k-1})$. Now, the idea is to break out the dependency on $x_{k-1}$. This can be done as follows. By hypothesis, $P(dx_k | \theta_k', \theta_{k-1}) << P(dx_k | \theta_k = T_p, \theta_{k-1} = T_p)$.
Therefore, by the Radon-Nykodym theorem, there exists a function
\[ \ell(x_k | \theta_k, \theta_{k-1}) \] such that
\[
\ell(x_k | \theta_k, \theta_{k-1}) = \frac{P(dx_k | \theta_k, \theta_{k-1})}{P(dx_k | \theta_k = T_p, \theta_{k-1} = T_p)}
\]

On the other hand, \( P(dx_k | \theta_k = T_p, \theta_{k-1} = T_p) \ll P(dx_k | \bar{x}_{k-1}) \) by Theorem 4.5. Therefore, there also exists a function \( \ell(x_k | \bar{x}_{k-1}, \theta_k = T_p, \theta_{k-1} = T_p) \) such that
\[
\ell(x_k | \bar{x}_{k-1}, \theta_k = T_p, \theta_{k-1} = T_p) = \frac{P(dx_k | \theta_k = T_p, \theta_{k-1} = T_p)}{P(dx_k | \bar{x}_{k-1})}
\]

Then, by the well known chain rule for Radon-Nykodym derivatives, we have
\[
\ell(x_k | \bar{x}_{k-1}, \theta_k, \theta_{k-1}) = \frac{P(dx_k | \theta_k, \theta_{k-1})}{P(dx_k | \bar{x}_{k-1})}
\]
\[
= \frac{P(dx_k | \theta_k, \theta_{k-1})}{P(dx_k | \theta_k = T_p, \theta_{k-1} = T_p)}
\]
\[
= \frac{P(dx_k | \theta_k = T_p, \theta_{k-1} = T_p)}{P(dx_k | \bar{x}_{k-1})}
\]

or
\[ \ell(x_k | \tilde{x}_{k-1}, \theta_k, \theta_{k-1}) = \ell(x_k | \theta_k', \theta_{k-1}) \]  
\[ \cdot \ell(x_k | \tilde{x}_{k-1}, \theta_k = T_p, \theta_{k-1} = T_p) \]  

Now substitute for \( \ell(x_k | \tilde{x}_{k-1}, \theta_k, \theta_{k-1}) \) from Eq. H.10 into Eq. H.9.

Next, note that, since the factor \( \ell(x_k | \tilde{x}_{k-1}, \theta_k = T_p, \theta_{k-1} = T_p) \) does not depend on \( \theta_k \) and \( \theta_{k-1} \), it cancels out. The result is the desired expression.
APPENDIX I

EXPRESSIONS FOR THE ODDS RATIO DENSITY

In this appendix, the assumption of additive noise is applied to the updating equation of Theorem 4.7 to get specific expressions for the odds ratio density.

We begin by considering the function

$$\ell(x_k | \theta_k, \theta_{k-1}) = \frac{p(dx_k | \theta_k, \theta_{k-1})}{p(dx_k | \theta_k = \theta_{k-1} = T_p)} \quad (I.1)$$

This function is normally viewed as a function on the current observation space $X_k$ with the pulse parameters $\theta_k, \theta_{k-1}$ held fixed. But, from Eq. 4.21, it is seen that in order to calculate $O_k(\theta_k^*, x_k^*, O_{k-1})$, the current observation $x_k$ is held fixed and the parameters $\theta_{k-1}, \theta_k$ are allowed to vary over certain subsets of $\Theta_{k-1} \times \Theta_k$. Thus, to implement the update procedure, it is necessary to determine the behavior of $\ell(x_k | \theta_k, \theta_{k-1})$ for the values of $\theta_{k-1}, \theta_k$ that appear in the integrations in Eq. 4.21. Specifically,

$$\theta_k \in [T_p - \Delta, T_p) \quad , \quad \theta_{k-1} \in [0, \theta_k - (T_p - \Delta)] \cup \{T_p\} \quad (I.2a)$$

$$\theta_k = T_p \quad , \quad \theta_{k-1} \in [0, \Delta) \cup \{T_p\} \quad (I.2b)$$

and
\[ \theta_k \in [0, T_p - \Delta), \quad \theta_{k-1} = \theta_k + \Delta \]  

(I. 3)

To evaluate \( \ell(x_k | \theta_{k-1}) \) on the sets defined above, it is necessary to specify in more detail the probability measures on the right hand side of Eq. I. 1. It may be recalled from Section 2.4 that, for additive noise, the observation process is defined by

\[ x(t) = n(t) + s(t, \theta_k, \theta_{k-1}) \quad t \in [t_{k-1}, t_k) \]  

(I. 4)

The function \( s(t, \theta_k, \theta_{k-1}) \) is given by Eq. 2.21. This equation can be simplified by denoting the pulse arriving at time \( t_k - T_p \) by

\[ p^k(t) = p(t - (t_k - T_p)) \]  

(I. 5)

Then, we may write \( s(t, \theta_k, \theta_{k-1}) \) as

\[ s(t, \theta_k, \theta_{k-1}) = \int \{\theta_{k-1} \in [0, \Delta]\} \int \{\theta_k \in [0, T_p]\} \]  

(I. 6)

Our first task is to restrict \( s(t, \theta_k, \theta_{k-1}) \) to those values of \( \theta_k \) and \( \theta_{k-1} \) satisfying Eq. I. 2. If these values are substituted into Eq. I. 6, then \( s(t, \theta_{k-1}, \theta_k) \) can be written as
\[
\begin{align*}
  s(t, \theta_k, \theta_{k-1}) = & \begin{cases} \\
    0 & \theta_{k-1} \in \{0\} \cup \{T_p\} & \theta_k = T_p \\
    p^k(t-(\theta_{k-1}-\Delta)) & \theta_{k-1} \in (0, \Delta) & \theta_k = T_p \\
    p^k(t-\theta_k) & \theta_{k-1} \in \{0\} \cup \{T_p\} & \theta_k \in [T_p-\Delta, T_p) \\
    p^k(t-(\theta_{k-1}-\Delta)) + p^k(t-\theta_k) & \theta_{k-1} \in (0, \theta_k-(T_p-\Delta)] & \theta_k \in [T_p-\Delta, T_p) \\
  \end{cases} 
\end{align*}
\]

(I. 7)

where we have excluded the parameter value \( \theta_{k-1} = 0 \), since this value does not result in a pulse contribution to the interval \([t_{k-1}, t_k)\).

The function \( s(t, \theta_k, \theta_{k-1}) \) is illustrated in Fig. I. 1 for the values of \( \theta_k \) and \( \theta_{k-1} \) of Eq. I. 2.
Fig. I. 1. The function $s(t, \theta_k, \theta_{k-1})$. (a) $\theta_{k-1} \epsilon (0, \Delta), \theta_k = T_p$, (b) $\theta_{k-1} = T_p, \theta_k \epsilon [T_p - \Delta, T_p)$, (c) $\theta_{k-1} \epsilon [0, \theta_k - (T_p - \Delta)], \theta_k \epsilon [T_p - \Delta, T_p)$

In the above figure, it is seen that the observation $x_k$ in the current observation interval $[t_{k-1}, t_k)$ is influenced either by a pulse that is present at the decision time $t_k, p^k(t - \theta_k)$, or by a pulse that is not present at the decision time $t_k, p^k(t - (\theta_{k-1} - \Delta))$, or both. In the following, we shall refer to the pulse $p^k(t - \theta_k)$ as the "current pulse", and we will refer to the pulse $p^k(t - (\theta_{k-1} - \Delta))$ as the carry-over pulse.
Next, we consider the parameter values of Eq. I.3. If these values are substituted into Eq. I.6, the result is

\[ s(t, \theta_k, \theta_{k-1}) = p^k(t - \theta_k) \quad \theta_{k-1} = \theta_k + \Delta, \quad \theta_k \in [0, T_p - \Delta] \]

(I.8)

This case is illustrated in Fig. I.2.

Fig. I.2. $s(t, \theta_k, \theta_{k-1}); \theta_{k-1} \in [0, T_p - \Delta), \quad \theta_k = \theta_{k-1} + \Delta$

We are now in the position to describe the function $\ell(x_k | \theta_k, \theta_{k-1})$. First, substitute for $s(t, \theta_k, \theta_{k-1})$ from Eqs. I.8 and I.9 into Eq. I.4. The result is
\[ x(t) = \begin{cases} 
\theta_{k-1} \in [0] \cup \{T_p\} & , \quad \theta_k = T_p \\
n(t) + p^k(t-(\theta_{k-1}-\Delta)) & \theta_{k-1} \in (0, \Delta) , \quad \theta_k = T_p \\
n(t) + p^k(t-\theta_k) & \theta_{k-1} \in [0] \cup \{T_p\} , \quad \theta_k \in [T_p - \Delta, T_p) \\
\text{or } \theta_{k-1} = \theta_k + \Delta & , \quad \theta_k \in [0, T_p - \Delta) \\
n(t) + p^k(t-(\theta_{k-1}-\Delta)) + p^k(t-\theta_k) & \theta_{k-1} \in [0, \theta_k-(T_p-\Delta)] , \quad \theta_k \in [T_p - \Delta, T_p) 
\end{cases} \]

(I. 9)

Now make the following definitions.

Define \( P(dx_k|N) \) to be the distribution of the process

\[ x(t) = n(t) \quad \text{(I. 10a)} \]

Define \( P(dx_k|\theta_{k-1}, S^c) \) to be the distribution of the process

\[ x(t) = n(t) + p^k(t-(\theta_{k-1}-\Delta)) \quad \theta_{k-1} \in (0, \Delta), \quad \theta_k = T_p \]

(I. 10b)

Define \( P(dx_k|\theta_k, S^c) \) to be the distribution of the process

\[ x(t) = n(t) + p^k(t-\theta_k) \quad \theta_{k-1} \in [0] \cup \{T_p\} , \quad \theta_k \in [T_p - \Delta, T_p) \]

\text{or } \theta_{k-1} = \theta_k + \Delta \quad \theta_k \in [0, T_p - \Delta) \]

(I. 10c)
Define $P(dx_k | \theta_{k-1}, \theta_k, S_{co}, S_c)$ to be the distribution of the process

$$x(t) = n(t) + p_k^k(t - (\theta_{k-1} - \Delta)) + p_k^k(t - \theta_k)$$

(1.10d)

Then, we may write

$$\ell(x_k | \theta_k, \theta_{k-1})$$

(1.11)

$$= \begin{cases} 1 & \theta_{k-1} \epsilon \{0\} \cup \{T_p\} & \theta_k = T_p \\
\ell(x_k | \theta_{k-1}, S_{co}) & \theta_{k-1} \epsilon (0, \Delta) & \theta_k = T_p \\
\ell(x_k | \theta_k, S_c) & \theta_{k-1} \epsilon \{0\} \cup \{T_p\} & \theta_k \epsilon [T_p - \Delta, T_p) \\
or \theta_{k-1} = \theta_k + \Delta & \theta_k \epsilon [0, T_p - \Delta) \\
\ell(x_k | \theta_k, \theta_{k-1}, S_{co}, S_c) & \theta_{k-1} \epsilon (0, \theta_k - (T_p - \Delta)] & \theta_k \epsilon [T_p - \Delta, T_p) \end{cases}$$

where

$$\ell(x_k | \theta_{k-1}, S_{co}) = \frac{P(dx_k | \theta_{k-1}, S_{co})}{P(dx_k | N)}$$

(I. 12a)

$$\ell(x_k | \theta_k, S_c) = \frac{P(dx_k | \theta_k, S_c)}{P(dx_k | N)}$$

(I. 12b)

and

$$\ell(x_k | \theta_{k-1}, \theta_k, S_{co}, S_c) = \frac{P(dx_k | \theta_{k-1}, \theta_k, S_{co}, S_c)}{P(dx_k | N)}$$

(I. 12c)

The functions $\ell(x_k | \theta_{k-1}, S_{co})$, $\ell(x_k | \theta_k, S_c)$ and $\ell(x_k | \theta_{k-1}, \theta_k, S_{co}, S_c)$ are "ratios" of distributions describing the observation $x_k$ when signal is present to the distribution describing the observation $x_k$ when noise alone is present. In classical detection theory, these functions are
usually referred to as conditional likelihood ratios. In this context,
\( \ell(x_k|\theta_{k-1}, S_{co}) \) is the likelihood ratio of the carry-over pulse, \( \ell(x_k|\theta_k, S_c) \), is the likelihood ratio of the current pulse, and \( \ell(x_k|\theta_k, \theta_{k-1}, S_{co}, S_c) \) is the likelihood ratio of both pulses.

Using the above results, we may now obtain the desired expressions for the odds ratio density. First, we write the update equation for the odds ratio density \( O_k(\theta_k, x_k, O_{k-1}) \) in terms of the likelihood ratios. This is done by substituting Eq. I.11 into the update equation, Eq. 4.21, and evaluating the integrals over the set \( \{\theta_k = T_P\} \). The result is

\[
O_k(\theta_k, x_k, O_{k-1}) = \left\{
\begin{array}{l}
\frac{\ell(x_k|\theta_k, S_c)O_{k-1}(\theta_{k-1} = \theta_k + \Delta, \bar{x}_{k-1}, O_{k-2})}{D} \\
\int \ell(x_k|\theta_k, S_c) \ p(\theta_k|\theta_{k-1}) O_{k-1}(\theta_{k-1}, x_{k-1}, O_{k-2}, \mu(d\theta_{k-1}) \\
\{\theta_{k-1} = 0\} \\
+ \int \ell(x_k|\theta_k, \theta_{k-1}, S_{co}, S_c) \ p(\theta_k|\theta_{k-1}) O_{k-1}(\theta_{k-1}, x_{k-1}, O_{k-2}) \mu(d\theta_{k-1}) \\
\{\theta_{k-1} = 0, \theta_k = T_P - \Delta\}] \\
+ \ell(x_k|\theta_k, S_c) \ p(\theta_k|\theta_{k-1} = T_P) \\
\end{array}
\right\} \quad \theta_k \in [0, T_P - \Delta]
\]

where
\[ D = \int p(\theta_k = T_p|\theta_{k-1}) O_{k-1}(\theta_{k-1}, x_{k-1}, O_{k-2}) \mu(d\theta_{k-1}) \]

\[ + \int \ell(x_k|\theta_{k-1}, S_c) p(\theta_k = T_p|\theta_{k-1}) O_{k-1}(\theta_{k-1}, x_{k-1}, O_{k-2}) \mu(d\theta_{k-1}) \]

\[ \theta_{k-1} \epsilon (0, \Delta) \]

\[ + p(\theta_k = T_p|\theta_{k-1} = T_p) \]

The next step is to substitute for \( p(\theta_k|\theta_{k-1}) \) from Appendix C.

This is accomplished in the continuous case by substituting \( p(\theta_k|\theta_{k-1}) \) from Eq. C. 2b and integrating with respect to the measure

\[ \mu(d\theta_k) = d\theta_k + \epsilon(T_p)(d\theta_k) \]

and in the discrete case by substituting \( p(\theta_k = j|\theta_{k-1} = j) \) from Eq. C. 1 b and integrating the measure with respect to

\[ \mu(d\theta_k) = \sum_{j=1}^{q} \epsilon_{j}(d\theta_k) \]

In the continuous case, the results are
\[ O_k(\theta_k, x_k, O_{k-1}) = \]

\[
\ell(x_k|\theta_k, S_c) \left[ \sum_{\theta_k} \frac{e^{\alpha \Delta} O_{k-1}(\theta_{k-1} = \theta_k + \Delta, x_{k-1}', O_{k-2})}{\int_0^\Delta \ell(x_k|\theta_{k-1}', S_{co}) e^{\alpha \theta_{k-1} O_{k-1}(\theta_{k-1}', x_{k-1}', O_{k-2})} d\theta_{k-1} + 1} \right] \]

\[
\alpha e^{(T_p - \theta_k)} \left[ \sum_{\theta_k} \frac{e^{\alpha (T_p - \theta_k)} O_{k-1}(\theta_{k-1}, x_{k-1}', O_{k-2})}{\int_0^{T_p - \Delta} \ell(x_k|\theta_{k-1}', S_{co}) e^{\alpha \theta_{k-1} O_{k-1}(\theta_{k-1}', x_{k-1}', O_{k-2})} d\theta_{k-1} + \ell(x_k|\theta_k, S_c)} \right] \]

\[
\theta_k \in [0, T_p - \Delta) \]

\[
\theta_k \in [T_p - \Delta, T_p) \]

For the discrete case
\[
O_k(\theta_k = \ell \nu, x_k) = \begin{cases}
\ell(x_k \mid \theta_k = \ell \nu, S_c) \\
\frac{a^{-s} O_{k-1}(\theta_{k-1} = \theta_k + s \nu, x_{k-1}, O_{k-2})}{D} \\
\ell \in \{0, \ldots, q-s-1\}
\end{cases}
\]

\[
(1-a^{-[q-\ell]}) \\
\begin{cases}
\ell(x_k \mid \theta_k = \ell \nu, S_c) O_{k-1}(\theta_{k-1} = 0, x_{k-1}, O_{k-2}) \\
+ \sum_{j=1}^{j=\ell-(q-s)} \ell(x_k \mid \theta_k = \ell \nu, \theta_{k-1} = j \nu, S_{co}, S_c) \\
a^{-j} O_{k-1}(\theta_{k-1} = j \nu, x_{k-1}, O_{k-2}) + \ell(x_k \mid \theta_k = \ell \nu, S_c) \\
D \\
\ell \in \{q-s, \ldots, q-1\}
\end{cases}
\]

where

\[
D = O_{k-1}(\theta_{k-1} = 0, x_{k-1}, O_{k-2}) + \sum_{j=1}^{s-1} \ell(x_k \mid \theta_{k-1} = j \nu, S_{co}) \\
a^{-j} O_{k-1}(\theta_{k-1} = j \nu, x_{k-1}, O_{k-2}) + 1
\]
In concluding this appendix we will consider the special case of white Gaussian noise. In this case, it is well known (Ref. 10) that the likelihood ratio of Eq. I.12c, \( f(x_k | \theta_k, \theta_{k-1}, S_C, S_C) \), can be written as

\[
\exp \left\{ \frac{1}{N_0} \int_{t_{k-1}}^{t_k} x(t) s(t, \theta_k, \theta_{k-1}) \, dt - \frac{1}{2N_0} \int_{t_{k-1}}^{t_k} s(t, \theta_k, \theta_{k-1})^2 \, dt \right\}
\]

(I.16)

where \( N_0 \) is the noise power per unit bandwidth and

\[
s(t, \theta_k, \theta_{k-1}) = p_k(t - (\theta_{k-1} - \Delta)) + p_k(t - \theta_k)
\]

(I.17)

Now, by definition, the pulses \( p_k(t - (\theta_{k-1} - \Delta)) \) and \( p_k(t - \theta_k) \) do not overlap, so that

\[
p_k(t - (\theta_{k-1} - \Delta)) p_k(t - \theta_k) = 0 \quad \text{for} \quad t \in [t_{k-1}, t_k)
\]

It then follows that

\[
s^2(t, \theta_k, \theta_{k-1}) = p_k(t - (\theta_{k-1} - \Delta))^2 + p_k(t - \theta_k)^2
\]

(I.18)

Thus, we may substitute Eq. I.17 and Eq. I.18 into Eq. I.16 and separate the terms involving \( p_k(t - (\theta_{k-1} - \Delta)) \) and \( p_k(t - \theta_k) \) to obtain
\[
\exp \left\{ \frac{1}{N_0} \int_{t_{k-1}}^{t_k} x(t) p_k(t-(\theta_{k-1}-\Delta)) \, dt - \frac{1}{2N_0} \int_{t_{k-1}}^{t_k} p_k(t-(\theta_{k-1}-\Delta))^2 \, dt \right\}
\]

\[
x \exp \left\{ \frac{1}{N_0} \int_{t_{k-1}}^{t_k} x(t) p_k(t-\theta_k) \, dt - \frac{1}{2N_0} \int_{t_{k-1}}^{t_k} p_k(t-\theta_k)^2 \, dt \right\}
\]

But, in the white noise case, we also have

\[
\ell(x_k | \theta_{k-1}, S_{co}) = \exp \left\{ \frac{1}{N_0} \int_{t_{k-1}}^{t_k} x(t) p_k(t-(\theta_{k-1}-\Delta)) \, dt - \frac{1}{2N_0} \int_{t_{k-1}}^{t_k} p_k(t-(\theta_{k-1}-\Delta))^2 \, dt \right\}
\]

(I. 19)

and

\[
\ell(x_k | \theta_k, S_c) = \exp \left\{ \frac{1}{N_0} \int_{t_{k-1}}^{t_k} x(t) p_k(t-\theta_k) \, dt - \frac{1}{2N_0} \int_{t_{k-1}}^{t_k} p_k(t-\theta_k)^2 \, dt \right\}
\]

(I. 20)

Thus, we may conclude that

\[
\ell(x_k | \theta_k, \theta_{k-1}, S_{co}, S_c) = \ell(x_k | \theta_{k-1}, S_{co}) \ell(x_k | \theta_k, S_c)
\]

(I. 21)
The update equation in the white noise case can be obtained by substituting Eq. 1.21 into Eqs. 1.14 and 1.15.
APPENDIX J

THE PROOF OF THEOREM 4.10

In this appendix, we prove Theorem 4.10. To do this, we must show that

\[ \tilde{T}_k(\tilde{x}_k', \tau_k) = \tilde{T}_k(O_{k-1}, x_k', \tau_k) \quad (J. 1) \]

\[ R_k(\tilde{x}_k', \tau_k, a_k', \theta_k) = R_k(O_k, \tau_k, a_k, \theta_k) \]

\[ A_k(\tilde{x}_{k-1}', \tau_k) = A_k(O_{k-1}, \tau_k) \]

Proof. The proof is by induction on the index \( k \). For \( k = N \) we have

\[ R_N(\tilde{x}_N, \tau_N, a_N, \theta_N) = L_N(\tau_N', a_N', \theta_N) \]

\[ = R_N(O_N, \tau_N, a_N, \theta_N) \]

Thus

\[ T_N(\tilde{x}_N', \tau_N', \theta_N) = R_N(\tilde{x}_N', \tau_N', a_N = 0, \theta_N) - R_N(\tilde{x}_N', \tau_N', a_N = 1, \theta_N) \]

\[ = R_N(O_N', \tau_N', a_N = 0, \theta_N) - R_N(O_N', \tau_N', a_N = 1, \theta_N) \]

\[ = T_N(O_N', \tau_N', a_N', \theta_N) \]

and
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\[ \tilde{T}_N(\vec{x}_N, \tau_N) = \int_{\Theta_N} T_N(\vec{x}_N', \tau_N, \theta_N) O_N(\theta_N, x_N, O_{N-1}) \mu(d\theta_N) \]

\[ = \int_{\Theta_N} T_N(O_N, \tau_N, \theta_N) O_N(\theta_N, x_N, O_{N-1}) \mu(d\theta_N) \]

\[ = \int_{\Theta_N} T_N(U(O_{N-1}, x_N'), \tau_N, \theta_N) U(O_{N-1}, x_N) \mu(d\theta_N) \]

\[ = T_N(O_{N-1}, x_N', \tau_N) \]

and finally

\[ A_N(\vec{x}_N, \tau_N) = \{x_N | \tilde{T}_N(\vec{x}_N, \tau_N) \geq 0 \} \]

\[ = \{x_N | T_N(O_{N-1}, x_N, \tau_N) \geq 0 \} \]

\[ = A_N(O_{N-1}, \tau_N) \]

Now assume Eq. j. 1 holds for indices \( k+1, \ldots, N \). Then,

\[ A_{k+1}(\vec{x}_k', \tau_k) = A_{k+1}(O_k', \tau_k) \]

and

\[ R_{k+1}(\vec{x}_{k+1}', \tau_{k+1}, a_{k+1}', \theta_{k+1}) \]

\[ = R_{k+1}(O_{k+1}', \tau_{k+1}, a_{k+1}', \theta_{k+1}) \]

\[ = R_{k+1}(U(O_k', x_{k+1}'), \tau_{k+1}, a_{k+1}', \theta_{k+1}) \]
Substitute these quantities into Eq. 4.8 for $R_k(x_k', \tau_k', a_k', \theta_k')$ and note that the right hand side that results depends on $x_k'$ only through $O_k$. Thus,

$$R_k(x_k', \tau_k', a_k', \theta_k') = R_k(O_k', \tau_k', a_k', \theta_k')$$

We may then conclude that

$$\tilde{T}_k(x_k', \tau_k) = \tilde{T}_k(O_{k-1}, x_k', \tau_k)$$

and

$$A_k(x_{k-1}', \tau_k) = A_k(O_{k-1}', \tau_k)$$

by using precisely the same reasoning as was used for $k = N$. This completes the proof.
In this appendix we adapt the recursive equations of Chapter IV to the basic setting of Section 5.1. We begin by obtaining an expression for \( \tilde{T}_k(O_{k-1}, x_k, \tau_k) \) by applying the assumptions of Section 5.1 to the formula for \( T_k(O_{k-1}, x_k, \tau_k) \) of Section 4.4. This is done in the following theorem.

**Theorem K.1.** Under the assumptions of Section 5.1

\[
\begin{align*}
\tilde{T}_k(O_{k-1}, x_k, \tau_k) &= \left\{ \begin{array}{ll}
\ell_N & \text{if } k = N \\
\ell_k \left[ 1 - \frac{(1-a) + (1-W_x)(a_{k-1})P_{k-1}}{a_{N-1}P_{N-1}} \right] & \text{if } k < N
\end{array} \right.
\end{align*}
\]

where

\[
F_k^0(O_k, a_k)
\]

\[
= \sum_{t=0}^{1} \int R_{k+1}(O_{k+1}, \tau_{k+1}, t, 0) P(dx_{k+1} \mid \theta_{k+1} = 0, S_c) \int_{A_{k+1}(O_k, (T_p/2) a_k)}
\]
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and

\[ F_k^1(O_k, a_k) = \sum_{t=0}^{1} \int \{ (1-a) R_{k+1}(O_{k+1}, \tau_{k+1}, t, T_p/2, a_k) A_{k+1}(O_k, T_p/2, a_k) + a \} \ P(dx_{k+1}|\theta_{k+1} = 0, S_c) \right \} \]

\[ = a \ P(dx_{k+1}|N) \}

and

\[ P(dx_{k+1}|S) = a \ P(dx_{k+1}|\theta_{k+1} = 0, S_c) \]  \hspace{1cm} (K. 2c)

and

\[ R_{k+1}(O_{k+1}, \tau_{k+1}, a_{k+1}, \theta_{k+1}) \]  \hspace{1cm} (K. 3)

\[ = \begin{cases} L_{k+1}(\tau_{k+1}, a_{k+1}, \theta_{k+1}) + F_{k+1}^0(O_{k+1}, a_{k+1}) & \theta_{k+1} = 0, T_p \\ L_{k+1}(\tau_{k+1}, a_{k+1}, \theta_{k+1}) + F_{k+1}^1(O_{k+1}, a_{k+1}) & \theta_{k+1} = T_p/2 \end{cases} \]

**Proof.** From Eqs. 4.32a and 4.31b we have

\[ \tilde{T}_k(O_{k-1}, x_k, \tau_k) \]

\[ = \int \overline{\Theta} T_k(O_{k-1}, x_k, \tau_k, \theta_k) O_k(O_{k-1}, x_k, \theta_k) \mu(d\theta_k) \]

\[ k \]
Now, since $\theta_k$ takes on only the values, 0, $T_p/2$, and $T_p$, we may evaluate the above integral with respect to the measure

$$\mu(d\theta_k) = \varepsilon \{\theta_k=0\} (d\theta_k) + \varepsilon \{T_p/2\} (d\theta_k) + \varepsilon \{T_p\} (d\theta_k)$$

to obtain

$$\tilde{T}_k(O_{k-1}, x_k', \tau_k')$$  \hspace{1cm} (K. 4)

$$= T_k(O_{k-1}, x_k', \tau_k', \theta_k = 0) \cdot O_k(\theta_k = 0, x_k', O_{k-1})$$

$$+ T_k(O_{k-1}, x_k', \tau_k', \theta_k = T_p/2) \cdot O_k(\theta_k = T_p/2, x_k', O_{k-1})$$

$$+ T_k(O_{k-1}, x_k', \tau_k', \theta_k = T_p) \cdot 1.$$ 

Next, substitute for $O_k(\theta_k, x_k', O_{k-1})$ from Eq. 5.10 to obtain

$$\tilde{T}_k(O_{k-1}, x_k', \tau_k')$$  \hspace{1cm} (K. 5)

$$= \ell_k a^{-1} [P_{k-1} T_k(O_{k-1}, x_k', \tau_k', \theta_k = 0)$$

$$+ (1-a) T_k(O_{k-1}, x_k', \tau_k', \theta_k = T_p/2)]$$

$$+ T_k(O_{k-1}, x_k', \tau_k', \theta_k = T_p)$$

From Eqs. 4.32b and 4.26, we have
\[ T_k(O_{k-1}, x_k', \tau_k', \theta_k') \quad (K. 6) \]

\[ = R_k(O_k', \tau_k', a_k = 0, \theta_k') - R_k(O_k', \tau_k', a_k = 1, \theta_k') \]

where

\[ R_k(O_k', \tau_k', a_k, \theta_k') = L(\tau_k', a_k, \theta_k') + F_k(O_k', \tau_{k+1}', \theta_k') \quad (K. 7) \]

and where

\[ F_k(O_k', \tau_{k+1}', \theta_k') \quad (K. 8) \]

\[ = \int_{k+1} \left( \sum_{t=0}^{1} \int R_{k+1}(O_{k+1}', \tau_{k+1}', a_{k+1} = t, \theta_{k+1}) P(dx_{k+1} | \theta_{k+1}', \theta_k) \right) \Pi(d\theta_{k+1} | \theta_k) \]

Denote the integrand in Eq. K. 8 by \( B_{k+1}(O_k', \tau_{k+1}', a_{k+1}, \theta_{k+1}, \theta_k) \). Then,

\[ F_k(O_k', \tau_{k+1}', \theta_k') = \int_{k+1} B_{k+1}(O_k', \tau_{k+1}', a_{k+1}, \theta_{k+1}, \theta_k) \Pi(d\theta_{k+1} | \theta_k) \quad (K. 9) \]

Next, use the discrete conditional probability distribution with \( q = 2 \) to evaluate the above integral. The result is
\[ F_k(O_k, \tau_{k+1}, \theta_k) \]  \hspace{1cm} (K. 10)

\[ = B_{k+1}(O_k, \tau_{k+1}, a_{k+1}, \theta_{k+1} = 0, \theta_k) \Pr[\theta_{k+1} = 0 | \theta_k] \]

\[ + B_{k+1}(O_k, \tau_{k+1}, a_{k+1}, \theta_k = T_p/2, \theta_k) \Pr[\theta_{k+1} = T_p/2 | \theta_k] \]

\[ + B_{k+1}(O_k, \tau_{k+1}, a_{k+1}, \theta_k = T_p, \theta_k) \Pr[\theta_{k+1} = T_p | \theta_k] \]

Now, substitute for \( \Pr[\theta_k = \ell T_p/2 | \theta_k] \) from Eq. 5.2 into Eq. K.10 to obtain

\[ F_k(O_k, \tau_{k+1}, \theta_k) \]  \hspace{1cm} (K. 11)

\[ = \begin{cases} 
B_{k+1}(O_k, \tau_{k+1}, a_{k+1}, \theta_{k+1} = T_p/2, \theta_k) (1 - a) \\
+ B_{k+1}(O_k, \tau_{k+1}, a_{k+1}, \theta_{k+1} = T_p, \theta_k) a & \theta_k = 0, T_p \\
B_{k+1}(O_k, \tau_{k+1}, a_{k+1}, \theta_{k+1} = 0, \theta_{k+1} = T_p/2) & \theta_k = T_p/2 
\end{cases} \]

The next step is to evaluate \( B_{k+1}(\cdot, \cdot, \cdot, \cdot, \cdot) \). To this end, consider the distribution \( P(dx_{k+1} | \theta_{k+1}, \theta_k) \). This is the distribution of the process

\[ x(t) = n(t) + s(t, \theta_{k+1}, \theta_k) \quad t \in [t_k, t_{k+1}) \]

where from Eqs. I.7 and I.8 in Appendix I
\[
\begin{align*}
\mathbf{s}(t, \theta_{k+1}, \theta_k) &= \begin{cases}
p^{k+1}(t) & \theta_{k+1} = 0, \quad \theta_k = T_p / 2 \\
0 & \theta_{k+1} = T_p, \quad \theta_k = 0, T_p \\
p^{k+1}(t - T_p / 2) & \theta_{k+1} = T_p / 2, \quad \theta_k = 0, T_p
\end{cases}
\end{align*}
\]

But, by the pulse translation assumption of Section 5.1, \( p^{k+1}(t) = p^{k+1}(t - T_p / 2) \) for \( t \in [t_k, t_{k+1}] \). Thus, the process \( x(t) \) can be written as

\[
x(t) = n(t) + p^{k+1}(t) \quad \theta_{k+1} = 0, \quad \theta_k = T_p / 2 \\
\text{and} \quad \theta_{k+1} = T_p / 2, \quad \theta_k = 0, T_p
\]

(K. 12a)

and \( x(t) = n(t) \)

(K. 12b)

Now, from Eq. I. 10c, it is seen that the distribution of the process of Eq. K. 12a is \( \mathbf{P}(dx_{k+1} | \theta_{k+1} = 0, S_c) \) and from Eq. I. 10c, it is seen that the distribution of the process of Eq. K. 12b is \( \mathbf{P}(dx_{k+1} | N) \). Thus, if we write

\[
\mathbf{P}(dx_{k+1} | S) = \mathbf{P}(dx_{k+1} | \theta_{k+1} = 0, S_c)
\]

then we may substitute for \( \mathbf{P}(dx_{k+1} | \theta_{k+1}, \theta_k) \) into the definition of
B_{k+1}(O_{k}', \tau_{k+1}', a_{k+1}', \theta_{k+1}', \theta_k) \text{ and then substitute into Eq. K.11 to }
\text{obtain}

F_k(O_k, \tau_{k+1}, \theta_k) \text{ for } \theta_{k+1} = 0, T_p, \text{ and }

F_k(O_k, \tau_{k+1}, \theta_k = T_p/2)

Finally, define \( F_k^0(O_k, a_k) \) and \( F_k^1(O_k, a_k) \) by

\( F_k^0(O_k, a_k) = F_k(O_k, \tau_{k+1}, \theta_{k+1} = 0) \) \hspace{1cm} (K.13a)

\( F_k^1(O_k, a_k) = F_k(O_k, \tau_{k+1}, \theta_{k+1} = T_p/2) \) \hspace{1cm} (K.13b)

and thus establishes Eqs. K.1a and K.1b.
Next, note that Eq. K. 3 then follows immediately from Eq. K. 7 and the definitions of Eq. K. 13.

It remains to verify Eq. K. 2. To do this, substitute Eq. K. 7 into Eq. K. 6 to obtain

$$T_k(O_k-1, x_k, \tau_k', a_k)$$

$$= \begin{cases} 
[L_k(\tau_k, 0, 0) - L_k(\tau_k', 1, 0)] + [F_k^0(O_k, a_k = 0) - F_k^0(O_k, a_k = 1)] & \theta_k = 0 \\
[L_k(\tau_k, 0, T_p/2) - L_k(\tau_k', 1, T_p/2)] + [F_k^1(O_k, a_k = 0) - F_k^1(O_k, a_k = 1)] & \theta_k = T_p/2 \\
[L_k(\tau_k, 0, T_p) - L_k(\tau_k', 1, T_p)] + [F_k^0(O_k, a_k = 0) \cdot F_k^0(O_k, a_k = 1)] & \theta_k = T_p 
\end{cases}$$

Now, from Eq. 2.27 with $m = 2$

$$L_k(\tau_k, a_k = 0, \theta_k) = 0$$

and
\[ L_k(\tau_k', a_k = 1, \theta_k) \]

\[
\begin{align*}
&\begin{cases}
-1 & \tau_k = 0 \\
W_X & \tau_k = T_p/2
\end{cases} \\
&\begin{cases}
W_F & \theta_k = T_p
\end{cases}
\end{align*}
\]

or, equivalently,

\[ L_k(\tau_k', a_k = 1, \theta_k) \]

\[
\begin{align*}
&\begin{cases}
- [1 - (1 + W_X) a_{k-1}] & \theta_k = 0 \\
-1 & \theta_k = T_p/2
\end{cases} \\
&\begin{cases}
W_F & \theta_k = T_p
\end{cases}
\end{align*}
\]

Thus we may write
\[ T_k(O_{k-1}, x_k, \tau_k, \theta_k) \]  
(K. 14)

\[
\begin{align*}
&= \begin{cases}
[1 - (1+\lambda_X) a_{k-1}] + [F^0_k(O_k', a_k = 0) - F^0_k(O_k', a_k = 1)] & \theta_k = 0 \\
1 + [F^1_k(O_k', a_k = 0) - F^1_k(O_k', a_k = 1)] & \theta_k = T_p/2 \\
- W_F + [F^0_k(O_k', a_k = 0) - F^1_k(O_k', a_k = 1)] & \theta_k = T_p
\end{cases}
\]

Now, substitute Eq. K.14 into Eq. K.5 and rearrange to obtain

\[ \tilde{T}_k(O_{k-1}, x_k, \tau_k) \]

\[ = \ell_k \ a^{-1}[(1-a) + [1 - (1 + \lambda_X) a_{k-1}] \ P_{k-1}] - W_F \]

\[ + \left\{ \ell_k \ a^{-1}(1-a) \ (F^1_k(O_k', a_k = 0) - F^1_k(O_k', a_k = 1)) \right\} \]

\[ + \ell_k \ a^{-1} \ P_{k-1} \ (F^0_k(O_k', a_k = 0) - F^0_k(O_k', a_k = 1)) \]

\[ + (F^0(O_k, a_k = 0) - F^0(O_k', a_k = 1)) \}

or
\[ a \tilde{T}_k(O_{k-1}, x_k, \tau_k) \]  

\[ = \ell_k \left[ (1-a) + \left( 1 - (1+W_X) a_{k-1} \right) P_{k-1} \right] - W_F a \]

\[ + \left\{ \left( \frac{\ell_k P_k + a}{\ell_k P_k + a} \right) \left[ (F_k^0(O_k', a_k = 0) - F_k^1(O_k, a_k = 1)) \right. \right. \]

\[ + \left( \frac{(1-a) \ell_k}{\ell_k P_k + a} \right) \left( F_k^1(O_k', a_k = 0) - F_k^1(O_k, a_k = 1) \right) \left. \right\} \]

Finally, note from Eq. 5.11 in Section 5.1 that

\[ P_k = \frac{(1-a) \ell_k}{a + \ell_k P_k} \]

Substitution into Eq. 5.15 results in Eq. K.1. This completes the proof.

Next, we examine the dependence of the functions \( \tilde{T}_k(O_{k-1}, x_k, \tau_k) \) and \( F_k^1(O_k', a_k) \) and the set \( A_k(O_{k-1}, \tau_k) \) on the odds ratio density \( O_k \).

In Section 5.1, \( O_k \) is written in terms of \( P_{k-1} \) and \( \ell_k \). Thus it seems reasonable to expect that \( T_k(\cdot, \cdot, \cdot) \), \( F_k^1(\cdot, \cdot) \) and \( A_k(\cdot, \cdot) \) can also be written in terms of \( P_{k-1}, \ell_k \). A statement to this effect constitutes the following theorem.

**Theorem K.2.** We may write
\[ \tilde{T}_k (O_{k-1}, x_k', \tau_k) = \tilde{T}'_k (P_{k-1}, \ell_k', \tau_k) \quad \text{(K. 16a)} \]

\[ F^1_k (O_k', a_k) = F^1_k (P_k', a_k) \quad \text{(K. 16b)} \]

\[ R_{k+1} (O_{k+1}, \tau_{k+1}, a_{k+1}, \theta_{k+1}) = R_{k+1} (P_k', \ell_{k+1}', \tau_{k+1}', a_{k+1}', \theta_{k+1}) \quad \text{(K. 16c)} \]

A proof to this theorem can be obtained by induction on the index \( k \). The steps of this proof parallel almost exactly the steps in the proof to Theorem 4.10 in Appendix J and shall not be repeated here.

Next, note that rather than take the response set \( A_k (P_{k-1}, a_{k-1}) \) as a subset of the observation space \( X_k \), we may instead take the response set as

\[ \tilde{A}_k (P_{k-1}, \tau_k) = \{ \ell_k \mid T_k (P_{k-1}, \ell_k, a_{k-1}) \geq 0 \} \quad \text{(K. 17)} \]

This follows from the fact that the response condition

\[ T_k (P_{k-1}, \ell_k, a_{k-1}) \geq 0 \]

depends on the current observation \( x_k \), only through the likelihood ratio

\[ \ell_k (x_k) = \exp \left\{ \frac{1}{N_o} \int_{t_k - T_p / 2}^{t_k} x(t) p_k^k (t) \, dt - \frac{1}{2N_o} \int_{t_k - T_p / 2}^{t_k} \left[ \frac{p_k^k (t)}{p^k} \right]^2 \, dt \right\} \]
Thus the condition

\[ x_k \in A_k(P_{k-1}, \tau_k) = \{ x_k | T_k(P_{k-1}, \ell_k(x_k), a_{k-1}) \geq 0 \} \]

is equivalent to the condition

\[ \ell_k \in \tilde{A}_k(P_{k-1}, \tau_k) = \{ \ell_k | T_k(P_{k-1}, \ell_k, a_{k-1}) \geq 0 \} \]

This fact results in the following theorem.

**Theorem K.3.** We may write

\[ \int A_k(O_{k-1}, \tau_k) \equiv \tilde{A}_k(P_{k-1}, \tau_k) \]

\[ \int f(\ell_k | N) \; d\ell_k \]

where the density \( f(\ell_k | N) \) is obtained from the relation

\[ \ell_k = \exp \{ z_k \} \]

where \( z_k \) is a real valued normal random variable with

\[ \mathbb{E}[z_k | N] = \pm d_T^2 / 4 \]

(K. 20a)

and

\[ \text{Var}[z_k | N] = d_T^2 / 2 \]

(K. 20b)

and \( d_T^2 \) is the signal to noise of the basic pulse.
\[ d_T^2 = \frac{1}{N_0} \int_0^T [p(t)]^2 \, dt \]  

(K. 21)

**Proof.** It follows immediately from the statements preceding the theorem that

\[ \int \left( \mathbf{P}(dx_k|S) \right) A_k(O_{k-1}, \tau_k) = \int \left( \mathbf{P}(df_k|S) \right) A_k(P_{k-1}, \tau_k) \]  

(K. 22)

where \( \mathbf{P}(df_k|S) \) is the distribution induced from \( \mathbf{P}(dx_k|S) \) by the mapping in Eq. 5.9. Now, write the argument of the exponent in Eq. 5.9 as

\[ z_k(x_k) = \frac{1}{N_0} \int_{t_k - T/2}^{t_k} x(t) p^{k}(t) \, dt - \frac{1}{2N_0} \int_{t_k - T/2}^{t_k} [p^{k}(t)]^2 \, dt \]

In the case of additive white Gaussian noise, it is well known that \( z_k \) is distributed as a normal random variable with parameters

\[ \mathbb{E}[z_k|S] = \pm d^2/2 \]  

(K. 23a)

and

\[ \text{Var}[z_k|S] = d^2 \]  

(K. 23b)

where
\[ d^2 = \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k} [p^k(t)]^2 \, dt \]

The next step is to relate \( d^2 \) to the signal-to-noise ratio \( d_T^2 \) of Eq. K.21. First, it is noted from the fact that

\[ p^k(t) = p(t - (t_k - T_p)) \]

that \( d_T^2 \) can be written as

\[ d_T^2 = \frac{1}{N_0} \int_{t_k - T_p}^{t_k} [p^k(t)]^2 \, dt \]

or

\[ d_T^2 = \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k - T_p/2} [p^k(t)]^2 \, dt + \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k} [p^k(t)]^2 \, dt \]

Now apply the pulse translation property of Eq. 5.8 to the first integral in the above expression to conclude that
\[ d_T^2 = \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k} [p^k(t)]^2 \, dt + \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k} [p^k(t)]^2 \, dt \]

\[ = 2 \frac{1}{N_0} \int_{t_k - T_p/2}^{t_k} [p^k(t)]^2 \, dt \]

or

\[ d_T^2 = 2 \, d^2 \quad \text{(K.24)} \]

Finally, substitute for \( d^2 \) from Eq. K.24 into Eq. K.23a, b to get Eq. K.20.

The proof is then completed by noting that, since \( z_k \) has a random variable, \( \ell_k \) must have a density function. Thus, we may replace \( P(d\ell_k|S) \) in Eq. K.22 by \( f(\ell_k|S) d\ell_k \) to get Eq. K.18. This completes the proof.

In the next appendix, we describe the computer algorithm used to solve the recursive equations developed here.
APPENDIX L

THE COMPUTER ALGORITHM FOR OBTAINING THE \( m = 2 \)

BAYES DECISION DEVICE

In this appendix the computer algorithm used to obtain the

description of the \( m = 2 \) Bayes decision device is discussed.

From Section 5.3 and Appendix K it is seen that it is neces-
sary to solve for the response sets

\[
\tilde{\mathcal{A}}_k(P_{k-1}, \tau_k) = \{ \ell_k; \tilde{T}_k(P_{k-1}, \ell_k, \tau_k) \geq 0 \}
\]

where

\[
a \tilde{T}_k(P_{k-1}, x_k, \tau_k)
\]

\[
\begin{cases}
\ell_k \left[ (1-a) + \left[ 1 - (1+W_x) a_{k-1} \right] P_{k-1} \right] - W_F a \\
+ (\ell_k P_{k-1} + a) \left( F_k^0(P_k, a_k=0) - F_k^0(P_k, a_k=1) \right) \\
+ P_k \left( F_k^1(P_k, a_k=0) - F_k^1(P_k, a_k=1) \right) \quad k < N \\
\ell_N \left[ (1-a) + \left[ 1 - (1+W_x) a_{N-1} \right] P_{N-1} \right] \quad k = N
\end{cases}
\]
and where

\[ F_k^0(P_k, a_k) \]  \hspace{1cm} (L. 2a)

\[ = \sum_{t=0}^{\frac{1}{2}} \int_{A_{k+1}(P_k, T_p/2 a_k)} R_{k+1}(P_{k+1}, (T_p/2) a_k, t, 0) \ f(\ell_{k+1} \mid S) \ d\ell_{k+1} \]

\[ F_k^1(P_k, a_k) \]  \hspace{1cm} (L. 2b)

\[ = \sum_{t=0}^{\frac{1}{2}} \int_{A_{k+1}(P_k, T_p/2 a_k)} \{ (1-a) R_{k+1}(P_{k+1}, (T_p/2) a_k, t, T_p/2) \ f(\ell_{k+1} \mid S) \}
\]

\[ + a R_{k+1}(P_{k+1}, (T_p/2) a_k, t, T_p) \ f(\ell_{k+1} \mid N) \} \ d\ell_{k+1} \]

and

\[ R_{k+1}(P_{k+1}, \tau_{k+1}, a_{k+1}, \theta_{k+1}) \]  \hspace{1cm} (L. 3)

\[ = \begin{cases} 
L(\tau_{k+1}, a_{k+1}, \theta_{k+1}) + F_{k+1}^1(P_{k+1}, a_{k+1}) & \theta_{k+1} = 0, T_p \\
L(\tau_{k+1}, a_{k+1}, \theta_{k+1}) + F_{k+1}^1(P_{k+1}, a_{k+1}) & \theta_{k+1} = T_p/2 
\end{cases} \]
These equations are to be solved recursively, beginning with the index $k = n$ and proceeding through decreasing values of $k$. This procedure is indicated in Fig. L.1.

Fig. L.1. The recursive procedure
To carry out the computational procedure indicated above, it was first established that, for each value of \( P_{k-1} > 0 \) and \( \tau_k = (T_p/2) a_{k-1} \), there exists at most one root of the function \( \tilde{T}_k(P_{k-1}, \ell_k, \tau_k) \). Moreover, this root, to be denoted by \( K_k^{a_{k-1}}(P_{k-1}) \), has the property that

\[
\tilde{T}_k(P_{k-1}, \ell_k, \tau_k) \begin{cases} \geq & 0 \\ \leq \end{cases}
\]

for

\[
\ell_k \begin{cases} \geq & K_k^{a_{k-1}}(P_{k-1}) \\ \leq \end{cases}
\]

This fact was established by carrying out the computational procedure a stage at a time and checking the function \( \tilde{T}_k(P_{k-1}, \ell_k, \tau_k) \) at each stage.

As a consequence of the above fact, the response set \( A_k(P_{k-1}, \tau_k) \) can be written in the form

\[
A_k(P_{k-1}, \tau_k) = \{ \ell_k ; \ell_k \geq K_k^{a_{k-1}}(P_{k-1}) \} \quad (L. 4)
\]

Thus the likelihood ratio property of Section 4.3 is established.

The function \( K_k^{a_{k-1}}(P_{k-1}) \) was obtained at each stage of the computation by a subroutine that calculates the root of the function \( \tilde{T}_k(P_{k-1}, \ell_k, \tau_k) \). This subroutine operates by first determining
if a root lies in the interval \([0, K_u]\), where \(K_u\) is equal to the five-
standard deviation point for the random variable \(z_k\) under the con-
dition "signal present". If no root is present in the interval \([0, K_u]\),
\(K_k^{a_{k-1}(P_{k-1})}\) is set equal to \(K_u\). If a root is present, then the sub-
routine proceeds by a standard interval-bisection algorithm to locate
that root to within \(10^{-6}\) of its true value.

The procedure for calculating \(F_k^i(P_k, a_k)\) is as follows.
First, the values of \(F_{k+1}^i(P_{k+1}, a_{k+1})\), which have been stored from the
previous stage, are used to determine \(R_{k+1}(. . . . )\) according to
Eq. L.3. These values are calculated for \(\tau_{k+1} \in \{0, T_p/2\}\),
\(a_{k+1} \in \{0, 1\}\), \(\theta_{k+1} \in \{0, T_p\}\) and for \(P_{k-1} = (.05) j; j=1, . . . , 100\).
Then the values of \(R_{k+1}(. . . . )\) and the threshold function
\(K_k^{a_{k-1}(P_{k-1})}\) from the preceding stage are used to calculate
\(F_k^i(P_k, a_k)\) according to Eq. L.2a and L.2b. The integrals in
these equations are evaluated using a seven-point Gaussian
quadrature routine and a seven-point Gaussian-Hermite routine.
The values \(R_k(. . . . .)\) in the integrand of these integrals are ob-
tained by a three-point Lagrange interpolation procedure from the
values of \(R_{k+1}(. . . . .)\) at the points \(P_{k+1} = (.05) i, i = 1, . . . , 100\). Finally, the values of \(F_k^i(P_k, a_k)\) are stored for use
at the next stage.

To complete the computations in one stage of the recursive
procedure of Fig. L.1, it is necessary to calculate \(\tilde{T}_k(P_{k-1}, \ell_k, \tau_k)\)
according to Eq. L.1. Actually, this computation is carried in the
root-finding routine using the stored values of $F^i_k(P_k, a_k)$.

In conclusion, we point out that it was only necessary to carry out the computations for six stages in order to obtain a reasonable approximation for the limiting function $\hat{K}^{a_{k-1}}_{k-1}(P_{k-1})$. This fact was established by calculating the difference

$$\hat{K}^{i}_{k+1}(u) - \hat{K}^{i}_{k}(u) ; \quad i=0,1$$

and terminating the calculations when this difference became less than $10^{-2}$.
APPENDIX M

THE SIMULATION PROCEDURE

In this appendix we describe the procedure used to obtain the ROC surfaces discussed in Section 5.5.

We begin by recalling the basic definitions of the normalized rates $R_X$, $R_F$ and $R_D$. Specifically

$$R_X = \frac{r_X}{r_p}$$

$$R_F = \frac{r_F}{(r_N/m)}$$

$$R_D = \frac{r_D}{r_p}$$

where

$$r_\beta = \frac{E\{N_\beta(\delta(x), \theta)\}}{T}$$

Now, use the equalities

$$r_p = \frac{Pr[\theta \in [0, T_p]]}{T_p} = \frac{D_p}{T_p}$$

$$r_N/m = \frac{1 - Pr[\theta \in [0, T_p]]}{T_p} = \frac{1 - D_p}{T_p}$$

$$T_p = m\Delta ; T = N\Delta$$

to write

$$R_X = \left[ \frac{E\{N_X(\delta(x), \theta)\}}{N} \right] \frac{m}{D_p}$$
\[ R_F = \left[ \frac{E\{N_F(\delta(x), \theta)\}}{N} \right] \frac{m}{1-D_p} \]

\[ R_D = \left[ \frac{E\{N_D(\delta(x), \theta)\}}{N} \right] \frac{m}{D_p} \]

Now the point here is that, for a fixed number of decision opportunities per pulse, \( m \), and a fixed pulse duty, \( D_p \),

\[ R_\beta(\delta) \propto E\left\{ \frac{N_\beta(\delta(x), \theta)}{N} \right\} \]

Thus to determine the rate \( R_\beta(\delta) \) for a specific decision device \( \delta \), it is only necessary to determine

\[ E\left\{ \frac{N_\beta(\delta(x), \theta)}{N} \right\} \]

To do this, we recall that \( N_\beta(\delta(x), \theta) \) represents the total number of occurrences of the event \( \beta \) after \( N \) decision times when the decision device \( \delta \) is used and the observation is \( x = (x_1, \ldots, x_N) \) and the signal is described by \( \theta = (\theta_1, \ldots, \theta_N) \). Thus, we may interpret the quantity

\[ \frac{N_\beta(\delta(x), \theta)}{N} \]

as the relative frequency of the event \( \beta \) in \( N \) decision times. Now, if \( N \) is large and \( x^0 \) and \( \theta^0 \) are typical realizations of the observation sequence \( x \) and state sequence \( \theta \), then it is reasonable to expect that this relative frequency approaches some limiting value
\[
\frac{\hat{N}_\beta(\delta(x^0), \theta^0)}{N}
\]

and that

\[
E \left\{ \frac{N_\beta(\delta(x), \theta)}{N} \right\} = \frac{\hat{N}_\beta(\delta(x^0), \theta^0)}{N}
\]

Indeed, this is the underlying philosophy of the law of large numbers.

Unfortunately, it appears quite difficult to establish this result theoretically due to the complex nature of the random variable \( N_\beta(\delta(x), \theta) \).

We have, however, tested the validity of this result experimentally by calculating \( N_\beta(\delta(x^0), \theta^0) \) for different values of \( x^0 \) and \( \theta^0 \) and noting that for \( N \geq 8000 \) the quantity

\[
\frac{N_\beta(\delta(x^0), \theta^0)}{N}
\]

remains constant out to the fourth decimal place.

We turn now to the question of how \( N_\beta(\delta(x^0), \theta^0) / N \) is calculated. First, note that all the decision devices of interest in this chapter can be represented as shown in Fig. M.1. In this figure,

\[
\ell_k(x_k) = \ell [z_k(x_k)]
\]

where \( z_k; k=1,2,\ldots \) are Gaussian random variables with a

---

Fig. M.1. The generic form for the decision devices of Chapter 5
mean and variance that depend on the signal content of the interval
\([ t_k - T_p/2, t_k ) \) . More precisely, if we note that signal is present
in the current interval iff \( \theta_k = 0, T_p/2 \) and signal is not present
in the current interval iff \( \theta_k = T_p \), then we may apply Theorem I-3
of Appendix I to conclude that

\[
E[z_k \mid S] = E[z_k \mid \theta_k = 0, T_p/2] = d_T^2/4
\]

\[
E[z_k \mid N] = E[z_k \mid \theta_k = T_p] = -d_T^2/4
\]

\[
\text{Var}[z_k \mid \mathcal{N}] = d_T^2/2
\]

Now the point here is that if we have a realization \( \theta^0 \) of the
sequence \( \theta = (\theta_1, \ldots, \theta_N) \) then we can calculate a realization \( \ell^0 \)
of the sequence \( \ell = (\ell_1, \ell_2, \ldots, \ell_N) \) by using a Gaussian random
number generator to calculate \( z_k \) with mean and variance determined
by \( \theta_k \). We can then use a particular decision device to determine
the sequence of decisions \( (a_1, a_2, \ldots, a_N) \). Finally, the number
of occurrences of the event \( \beta \) can be determined according to the
table in Fig. M.2.

<table>
<thead>
<tr>
<th>( a_{k-1} )</th>
<th>( a_k )</th>
<th>( \theta_k = 0 )</th>
<th>( \theta_k = T_p/2 )</th>
<th>( \theta_k = T_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>miss</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>detection</td>
<td>detection</td>
<td>false alarm</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>extra detection</td>
<td>detection</td>
<td>false alarm</td>
</tr>
</tbody>
</table>

Fig. M.2. The relation of the events \( \beta \) to the decisions
\( a_{k-1} \) and \( a_k \) and the state \( \theta_k \).
It remains to describe how the realization of the sequence \( \theta = (\theta_1, \ldots, \theta_N) \) is calculated. To this end, we note from the transition matrix of Eq. 5.2 that \( \theta \) is described by a state diagram as shown in Fig. M.3.

![State Transition Diagram](image)

**Fig. M.3.** State transition diagram for the random variables \( \theta_k \)

The interpretation of this diagram is as follows. If \( \theta_k = T_p/2^j \), \( j = 0, 1, 2 \), then \( \theta_{k+1} \) takes on the value indicated by the arrow emanating from the appropriate node with the probability shown next to that arrow. For example, if

\[
\theta_k = 0
\]

then

\[
\theta_{k+1} = \begin{cases} 
T_p/2 & \text{with probability } 1 - a \\
T_p & \text{with probability } a
\end{cases}
\]
Thus, if we have a sequence of random variables, \( b_1, b_2, \ldots, b_N \), such that

\[
\Pr[b_k = j] = \begin{cases} 
1 - a & j = 0 \\
a & j = 1 
\end{cases}
\]

then we can determine \( \theta = \theta_1, \ldots, \theta_N \) recursively by

\[
\theta_{k+1} = \begin{cases} 
\frac{T_p}{2} & b_k = 0, \quad \theta_k = 0 \\
T_p & b_k = 1 \\
0 & \theta_k = \frac{T_p}{2} \\
\frac{T_p}{2} & b_k = 0, \quad \theta_k = T_p \\
T_p & b_k = 1 
\end{cases}
\]

The sequence, \( b_1, \ldots, b_m \), can be obtained from a uniform random number generator.
APPENDIX N

THE RATES $R_X$, $R_F$ AND $R_D$.

FOR THE SKE DECISION DEVICE

In this appendix we relate the probabilities of detection and false alarm, $P_D$ and $P_F$, for the SKE classical detection decision device to $R_D$, $R_F$ and $R_X$ and $D_D$ and $D_F$.

The basic idea here is to view the SKE device as making successive independent decisions over contiguous intervals of time. More precisely, we divide the time axis into $N$ equal intervals of length $T_p$ and assume that the decision device makes decisions at the end of each interval. We may then consider the total decision of this device as the vector $\vec{a} = (a_1, \ldots, a_N)$, $a_i \in \{0, 1\}$, where $a_i$ represents the decision at the end of the $i$th interval. In addition, one may describe the total signal by the vector $\vec{\Theta} = (\Theta_1, \ldots, \Theta_N)$, $\Theta_i \in \Theta_S \cup \Theta_N$, where $\Theta_S$, $\Theta_N$ represent the signal parameters and the noise parameters which affect the observation over the $i$th interval. (See Appendix A.) It is to be noted here that we have assumed that the noise is independent from interval to interval and that any signal associated with the parameter $\Theta_i$ is completely contained within that interval.

We now appeal to the basic definitions in Section 2.5 for an extra detection, a false alarm, and a detected pulse to write

$$N_X = 0$$
\[ N_D = \sum_{i=1}^{N} I(a_i, \theta_i) \{a_i = 1, \Theta_S\} \]

and

\[ N_F = \sum_{i=1}^{N} I(a_i, \theta_i) \{a_i = 1, \Theta_N\} \]

Then, from the definitions of \( r_X \), \( r_D \) and \( r_F \) in Section 3.2,

\[ r_X = 0 \]

\[ r_D = \sum_{i=1}^{N} \frac{\Pr[a_i = 1, \Theta_S]}{N_T_p} \]

and

\[ r_F = \sum_{i=1}^{N} \frac{\Pr[a_i = 1, \Theta_N]}{N_T_p} \]

Next, since the probabilities in the above sums are identical,

\[ r_X = 0 \]

\[ r_D = \frac{\Pr[a_i = 1, \Theta_S]}{T_p} = \Pr[a_i = 1 \mid \Theta_S] \frac{\Pr[\Theta_S]}{T_p} \]

and

\[ r_F = \frac{\Pr[a_i = 1, \Theta_N]}{T_p} = \Pr[a_i = 1 \mid \Theta_N] \frac{\Pr[\Theta_N]}{T_p} \]

or finally

\[ R_X = 0 \]
\[ R_D = \frac{r_D}{\Pr[\Theta_S]} / T_p = \Pr[a_i = 1 | \Theta_S] = P_D \]

and

\[ R_F = \frac{r_F}{\Pr[\Theta_N]} / T_p = \Pr[a_i = 1 | \Theta_N] = P_F \]

To relate \( P_D \) and \( P_F \) to \( D_D \) and \( D_F \) we simply appeal to Eq. 3.13 with \( m = 1 \). The result is

\[ D_D = P_D \]

and

\[ D_F = P_F \]
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THE FREE RUNNING DETECTION PROBLEM: THE DETECTION OF RANDOMLY OCCURRING PULSES AS THEY OCCUR
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This study provides an extension of classical detection theory by defining and analyzing two classes of decision devices that both operate in real time to detect the presence of each pulse in a sequence of randomly occurring pulses while that pulse is still present. The respond-once device seeks to detect each pulse once and only once whereas the other device, the respond-and-hold device, seeks to respond at each instant of time at which a pulse is present. The problem of obtaining the decision devices that are optimum in the above setting is the free running detection problem. It is assumed that all pulses are identically shaped and known up to their arrival times and that it is possible to observe these pulses only through an observation that contains additive noise. It is also assumed that the decision devices are allowed to make decisions on the presence or absence of pulses only at discrete, equally spaced points in time. The mathematical model is constructed in terms of the general decision theory model providing the theoretical basis for describing the performance of both classes of decision devices and for obtaining decision devices that are optimum with respect to the Bayes criteria. The performance of the respond-once decision device is described in terms of the average number of pulses detected, the average number of false alarms, and the average number of times a pulse is detected more than once. It is shown that the detection rate can be increased for the same false alarm rate by increasing the extra detection rate. The performance of the respond-and-hold decision devices is described in terms of the detection rate, duty,