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Bioremediation has been argued to be one of the most cost-effective remediation technologies available to reduce soil, sediment, or groundwater contamination, particularly because this approach may allow for the implementation of in-place strategies. Recent trends have advocated the application of innovative sediment stabilization strategies through placement of (reactive) capping material to allow long-term biodegradation of contaminants in these complex biogeochemical environments. The potential long-term risk reduction associated with this approach requires a demonstration of causal relationships between sediment or contaminant stability on the one hand, and microbial reactivity on the other. The spatial analysis needed to fully understand and quantify these correlations requires sensitive probabilistic techniques. Geostatistics has been used for the characterization of multi-scale spatial patterns for the last few decades, and the analysis of microbial attributes has shown significant spatial structures on microbial abundance and activity. However, there is a dearth of information on the applicability of geostatistics to quantitatively describe the interaction between the microorganisms and their environment. Using the Passaic River (NJ) dioxin data as a model dataset, multiple scaling models were applied to scale and interpolate sampled dioxin data and derive dechlorination signatures in sediments. Unlike conventional geostatistic tools that are based on the point-to-point spatial structures, the new multi-scale model (M-Scale) introduces a new framework for spatial analysis in which regional values at different scales are anchored by the correlations to each other. Spatial dioxin distributions and microbial dechlorination signatures were used as benchmarks for comparison of M-Scale to ordinary kriging. The results from cross-validation and jackknifing approaches applied to these datasets were analyzed and compared using Quantile-Quantile (Q–Q) plots and reproduction coefficients. These plots indicated that the M-Scale better preserves the local features of hotspots during data interpolation to a basin-wide scale. Current efforts focus on mapping microbial abundance and respiratory competence in the Anacostia River, based on measurements at three different scales. The outcomes of this work will be used to develop an uncertainty-based spatial decision tool for site remediation in this watershed using various capping strategies.

1 Introduction

Sediment remediation is a challenging problem from a site characterization, remedial design implementation and remedial endpoint assessment perspective, due to the complexity inherent in aquatic environments. Remediation strategies are often developed on the basis of insufficient understanding of fundamental processes and site-specific empirical models, which have to be recreated at each site. High uncertainties can lead to estimates of risks that are too conservative, adding to remediation costs, or they can lead to insufficient protection, resulting in unanticipated impacts on human health and ecology.

The current available in-place sediment remediation strategies are limited to dredging followed by disposal in submerged or partially saturated (60%) confined disposal facilities (CFDs), in situ capping approaches using either inert or reactive barriers, contained aquatic disposal (CAD), or natural recovery (see Fig. 1). The first approach has become unsustainable, for political and social reasons, as well due to the problems associated with difficult-to-quantify contaminant transport pathways. Moreover, in situ CAD is less attractive as it still requires dredging prior to disposal. The alternative approaches have received increased attention as contaminated site management options. Their application has been limited due to the uncertainties about long-term stability and exposure pathways under various environmental conditions.

The critical processes affecting contaminants in sediments are bioturbation, erosion/resuspension, diffusion, advection, biogeochemical interactions and biotic or abiotic transformation reactions [1], as illustrated in Fig. 2. This figure represents an abstraction of a characteristic sediment model, incorporating the sediment bed, a sediment cap (either sand or a reactive matrix) and the overlaying water column. The arrows indicate the direction in which the processes impact the contaminants or contaminant-associated sediments.
across these compartments, and shows that active mixing in sediments due to biological activity occurs in the top 5–10 cm. Attempts have been made to quantify the order of magnitude of these processes and how they are impacting the overall contaminant fluxes in sediment systems, resulting in rates that range over up to three orders of magnitude.

In addition to the knowledge gaps in the understanding of fundamental principles and information applicable to contaminated sediments in general, there is also a deficit of site-specific information for characterization of sediment resuspension and biogeochemistry/sediment microbiology. It is thus imperative to develop a better understanding of fundamental processes and to incorporate the uncertainties therewith to assess their impact on remedial technologies, in order to achieve higher cost efficiency and reliable protection. The following sections will provide a brief overview of some of the predominant processes impacting in-place sediment remediation, and the approaches used to evaluate spatial uncertainty of their impact.

2 Groundwater Advection in Sediments

The interaction of groundwater with streams and lakes has been extensively studied, yet little is known about the constraints such interaction may impose upon in-situ contaminated sediment remediation. This phenomenon can affect sediments physically by favoring or suppressing resuspension, depending on the direction of water exchange and grain-size. The extent to which groundwater advection affects the chemical and physical stability of contaminants in sediment and under caps is an important factor for sediment cap design [2, 3]. The effect of even low seepage rates must be validated in the laboratory as well as in the field, especially since groundwater fluxes may have effects on biogeochemical processes and redox conditions over time [4].

Erosion rates of fine-grained cohesive sediments are often modeled as a linear function of the applied shear stress above some threshold or critical value [5]. The constant of proportionality varies with a number of system variables, including the environment in which the sediment was deposited [6, 7], the pH of the sediment pore water [8], salinity [9, 10], as well as the bulk density of the sediment [7, 10]. It is generally accepted that the strength of these sediments is controlled by the physical-chemical bonds between the surface-charged particles. A vertically upward flow of pore fluid, associated with groundwater discharge will induce a mechanical stress that could result in resuspension of fine material [11]. This process would be expected to affect the displacement of fine-grained sediments through a cap material. An additional mechanism of importance in the marine environment is that a fresh groundwater discharge could reduce the ionic concentration of the pore fluids and reduce the strength of the interparticle forces. Pore water seepage could also reduce the consolidation rates in the sediment, decreasing the bulk density as well as the erosion resistance.

3 Sediment Biogeochemistry

Microbial activities can impact contaminant mobility in both positive and negative ways [12], by influencing chemical sorption, by causing ebullition of gases [13], and by chemically altering the contaminants themselves [14, 15]. Chemical transformations can lead to less toxic or more toxic compounds, depending on the contaminant and on the predominant pathways. Ebullition of biogenic gases resulting from microbial metabolism (e.g., methane, hydrogen sulfide, carbon dioxide) can destabilize the sediment or cap matrix, and induce desorption of organic contaminants from the sediment particles into the (organic) gas, thus facilitating convective and diffusive transport [16]. Biogeochemical cycling is thus an important component to be considered for the long-term performance of in-situ sediment remediation technologies.

Because of the high sulfate concentrations in saline environments, sulfate-reduction is often the dominant process in carbon metabolism in marine sediments [17], although fermentation [18], denitrification [19, 20], iron reduction [21], and methanogenesis [18] have been demonstrated. These
conditions are conducive to reduction reactions such as de-
chlorination of PCBs and dioxins [14], and aromatic ring de-
stabilization of PAHs. Natural dechlorination rates for these
compounds range from one chlorine removed every seven to
ten years, depending on the rates of carbon turnover in the
sediments [22]. Lesser chlorinated compounds have been hy-
pothesized to migrate out of the sediments into the water
column or upper sediment layers [23–25].

The formation and migration of biogenic gas in marine
sediments, its effect on sediment bed morphology and stabil-
ity, and emissions into the water column and atmosphere
have been well documented [26–28]. It is generally observed
that the generation of biochemical gases depends on the
amount of organic matter in sediment and on the sediment
cover thickness, decreasing seaward [29]. However, limited
direct measurements of gas diffusion in porous matrices have
been reported, and the available information is generally re-
stricted to methane, carbon dioxide, and oxygen [30, 31]. In
addition, gases can be transported to the sediments through
groundwater and dominate in-situ production [32].

Very little is known about the potential of gases to
physically and chemically destabilize either caps or natural
sediments. It is known that gas generation is dependent on
temperature [33], and that the effects of temperature can be
attenuated using thicker and thus more insulating caps, but
thorough scientific investigation of the phenomenon is lack-
ing, in particular with respect to contaminated sediment
management. The significant uncertainties hinder the devel-
opment of models that account for sediment/cap stability as
a function of outgassing [16].

Deterministic models, derived based on physics laws that
are generally accepted, are applied for the simplicity of their
formulation or for the ease of explanation to a broader audi-
ence. Stochastic models, on the other hand, are often used
to measure the uncertainty accompanied with restriction of
sample size due to the cost of taking samples even if no
physics laws may apply. In addition to the basic use of a
stochastic model, the applications may also include the fore-
casting or estimation of a certain attribute based on previous
measurements, or simplification of input/output relations-
ships. Fig. 3 illustrates the uncertainty associated with sam-
ple collection, and indicates that, considering the limited
number of samples collected, any observation is only known
within the context of a probability distribution – i.e., there
are many equally-probable realities capturing the observa-

A mixed deterministic and stochastic approach may pro-
vide an alternative that evaluates the parameters of a deter-
ministic model from the specific site measurements and
leaves out the residuals for stochastic analysis. The mixed
approach, however, is usually categorized as a stochastic ap-
proach based on the fact the models are taking statistic com-
ponents into consideration. For example, kriging with a
varying local trend within a certain neighborhood expressed by a deterministic function of the coordinates [35]. The deterministic components of the model
require interdisciplinary knowledge from experts in flow
modeling and lab experiments, who should be involved in
the stochastic estimation in the cases where physical models
are available for attribute quantification, and when propor-

4 Uncertainty Modeling and
Decision Making:
Deterministic and Stochastic
Models for Sediment
Remediation

To assess the dependence of con-
taminant reduction as a function of
site-specific attributes such as advec-
tive transport and biogeochemistry,
model estimations are usually re-
quired, due to the limited number
of samples collected. The choice of
methods or models to be used, to this
end, is the first step in estimation. Un-
fortunately, the choice is often made
on a largely subjective and intuitive
basis [34]. While some subjectivity
may always be involved, the choice of
an estimation method usually depends
on consideration of deterministic or
stochastic approaches, and whether a
particular method and its parameter
values are suited to the application.

During sampling and analysis:
• information is lost,
• error is introduced

Reality is only known within a range with a certain probability

Any prediction within this range is “correct”!

Roadblock to negotiations

Figure 3: Principles of uncertainty imparted by information loss during point sampling, and the need for probability distribution functions to make uncertainty-based predictions (according to Barabas, 2003 [77]).
Rationale effects are identified (i.e., the residual is related to the trend of attributes).

Until now, most of the mathematical models used in predictive microbiology are deterministic, i.e., their outcome is an estimate for the microbial attribute at a certain time instant [36]. For a more advanced analysis of predictive microbiology in the context of hazard analysis and critical control point and risk analysis studies, stochastic models should be developed. Such models predict a probability distribution for the microbial attribute within proper temporal and spatial constraints.

Risk assessment is an integral component of decision-making in contaminated sediment management, and an important driving force is the presence of uncertainty. Uncertainties accumulate at all stages of site assessment and modeling, and are magnified during scaling of cause-and-effect relationships from laboratory to field scale, from site scale to regional scale, and during extrapolation of relationships beyond their range of input measurements or beyond the site where the relationships/models were established. Even when preventive measures are based on sound planning, sampling [37] and analytical methods [38] aimed at eliminating and minimizing some sources of error and bias, uncertainties always remain. Nevertheless, the element of uncertainty in the management of contaminated sediments is often treated inadequately [39], or not addressed at all. For example, unquantified uncertainties can force extremely conservative estimates [40], which can lead to high inefficiencies in the allocation of sparse resources for remediation. Most frequently, uncertainty is expressed in the form of confidence intervals, or by incorporation of safety factors based on best “professional judgment.” But these measures and strategies incorporate assumptions about the nature (such as normal distributions) and magnitude of uncertainty, which are rarely tested and which vary along with sampling and measurement methods, models, and site variability and other site characteristics.

Several approaches are available for system modeling and decision-making under uncertainty, depending on the data, the magnitude and the acceptable level of uncertainty. Weight-of-evidence (WOE) approaches deal with large uncertainties by integrating multiple lines of evidence into a decision measure using methods ranging from best professional judgment to weighted scoring and statistical summaries/comparisons to reference situations [41]. WOE is most often applied in risk assessment, but its methods are valuable in any situation where uncertainties are large and/or multiple lines of evidence for the same decision requirement are available.

When systems are better understood and mechanistic models available, the inputs can be treated as random variables. Uncertainties of these inputs (parameters/coefficients and variables) can be expressed in the form of probability distributions (using regression, analytical error parameters, or best professional judgment in the context of Bayesian prior and posterior probabilities). These uncertainties are then propagated to the model output via mathematical analysis for simple models and via stochastic simulation using Monte Carlo analysis, Latin hypercube sampling, or bootstrap analysis [42]. The uncertainty evaluation of input parameters for the deterministic models must often rely on professional judgment, in particular, when values of parameters are scattered in the literature and were derived in different experiments (or sites), by different investigators, under different experimental (or site) conditions [40, 43]. When experiments are repeated, the regression of a functional relationship will yield estimates and standard errors that are used as parameter estimators in appropriate distributions, e.g., the Gaussian distribution [44].

In the case of variables (i.e., sampled data), probability distributions can be generated using, for example, the known precision of the instrument. If the sampling is spatially distributed, local distributions at all sampled and unsampled locations can be derived using kriging approaches or stochastic simulation. Once input distributions are quantified, values for each input variable and model parameter are randomly drawn from their probability distributions using, for example, a Monte Carlo approach, preserving correlations among the inputs if applicable. The resulting combination of input values is used in the model (e.g., sediment fate and transport, contaminant flux) to generate a realization [45–47]. The process is repeated, while the nature of the sampling ensures that the realizations are equally probable, allowing a statistical summary of the model outputs. Uncertainties associated with scaling (e.g., laboratory derived contaminant degradation used in site models) or aggregation can be assessed in the context of validation, weight-of-evidence approaches [43], and by gathering additional data that represent the larger-scale patterns of variability [48–50].

5 Spatial Patterns and Scaling

Spatial structures may be explained in various aspects by the way data are collected and summarized. Dale et al. [51] provide an overview of most of the mathematic tools used for spatial data analysis, and quantitatively explain the differences among the approaches including the use of varigrams and fractal dimensions among the 28 approaches. It was concluded that, in spite of the diversity of the backgrounds and motivation that give rise to the methods described in their paper, there are some obvious conceptual themes and mathematical similarities that tie them together. While one may not expect that any single method can reveal all the important features of any data set, it should be noticed that the results of different analyses may not be fully independent [51]. Depending on the specific questions to be answered about spatial characteristics of a given dataset, new approaches are yet to be developed.
5.1 Geostatistical Approaches

The applications of geostatistical techniques to the spatial analysis of sediments are recent and few. Barabás et al. [52] modeled spatial uncertainty in dioxin contamination in three dimensions using indicator kriging in Passaic River sediments; Murray et al. [53] mapped the extent of DDE contaminated sediment thickness on the Palos Verdes shelf using sequential indicator simulation, while Fioole et al. [54] developed the SURFIS computer program, to integrate geostatistical methods in order to account for random error in the optimization of dredging of contaminated sediments with digital terrain models (DTMs). To further explore the applicability of geostatistics-based spatial analysis, it is useful to provide some background on the assumptions underpinning these techniques.

One of the central concepts of spatial analysis is the variogram. A variogram is a mathematical expression of dissimilarity (e.g., of concentrations) as a function of separation distance between any two points in space [55]. A generic variogram is shown in Fig. 4, where \( h \) is the distance between any two locations, \( \text{range} \) indicates the range of interaction between location pairs, \( \text{sill} \) and \( \text{nugget effect} \) indicate the possible maximum and minimum variation, and the curve in this graph explains the relative strength of interaction in terms of the distance of the locations apart.

The variogram-based approach models an attribute \( z \) at each unsampled location \( u \) as a random variable \( Z(u) \) with a conditional cumulative distribution function (ccdf) \( F(u; z|(n)) \), conditional to \( n \) neighboring data \( z(u_a) \). The ccdf fully captures the uncertainty at \( u \) since it gives the probability that the unknown is no greater than any given threshold \( z \) [55]:

\[
F(u; z|(n)) = \text{Prob} \{ Z(u) \leq z|(n) \} \quad (1)
\]

Parametric and non-parametric methods exist to model attribute ccdfs. Indicator kriging (IK) is a non-parametric approach, with the advantages that the shape of the ccdfs is derived using spatially varying information rather than assuming a global analytical expression (such as a parametric Gaussian model). IK is also able to integrate these with uncertainties due to analytical methods [56], as well as to incorporate additional information on correlated secondary attributes and soft information (such as soil maps, or qualitative field observations) into the modeling procedure. Least squares interpolation algorithms such as kriging tend to smooth out local details of the spatial variation of the attribute with small values typically overestimated and large values underestimated. To avoid these errors, stochastic simulation is increasingly preferred to kriging for environmental assessment applications such as delineation of contaminated areas [55, 57–59], or the modeling of groundwater flow in heterogeneous aquifers [57, 60–64]. The set of alternative realizations generated provides a quantitative measure of spatial uncertainty. Features that appear consistently on most of the simulated maps are deemed certain, as expressed by a corresponding local ccdf summarizing the probability distribution of the attribute at each simulated grid point. The uncertainty can then be summarized into probability maps, risk maps, or maps of false positives and false negatives [65]. Such results can aid in a more scientifically grounded assessment of safety factors and a more realistic and comprehensive formulation of confidence intervals. These maps are also well suited to the communication of uncertainties to non-scientific communities. An example is illustrated in Fig. 5 for a dioxin dataset, where geostatistics was used to generate a probability map, which

![Figure 4. Variogram.](image)

![Figure 5. Site characterization and risk classification for remedial decision-making (adapted from Saito and Goovaerts, 2003 [66]).](image)
can be translated into a risk classification map for remedial decision-making when certain threshold values are considered in the final analysis. Approaches such as these are gaining momentum in the regulatory community in an effort to optimize remedial costs and benefits.

5.2 Multi-Scale Modeling (M-Scale Model)

Whereas geostatistical methods mostly implicitly incorporate the scale in the interpolation of known values, by evaluating the point-to-point distances in the overall smoothing of unknown values, multi-scale modeling explicitly integrate measurements made at various scales. The “smoothing effect” of geostatistic models comes from the assumption that either a fixed unknown value or a smooth function of trend values applies within the search neighborhood of estimation. A recently developed model, which will be expanded upon here, is M-Scale [67–69]. The statistical premise of the M-Scale model is that the variation of values at different spatial scales is heuristically related. In other words, if samples are collected at the “point scale” (e.g., single cores selected from large sites), the variation of parameters collected within the core are propagated to higher scales by taking into account the correlations of the local averages between scales. These correlations are informed by the variation of local averages at each scale. Taken together, the contributions of variation at each scale are weighted and aggregated into a best linear unbiased estimator, as shown in Fig. 6.

The model not only serves as a tool to evaluate parameter relationships over different scales by their covariances and data uncertainty, but also makes further use of these covariances and data uncertainty as the basis for a precision-optimized estimator. Information from each scale is weighted by the projected similarity to the scales of interest, with adjustments incorporating the different precision they provide. Unlike conventional geostatistical tools, which are based on point-to-point spatial structures, the multi-scale model introduces a new framework for spatial analysis in which regional values at different scales are anchored by the correlations of each other [67].

The estimation mechanism is conceptualized in Fig. 6, except that the kriging estimate is now for the local average of a target scale of interest, the trend on both sides of the equations are the local average calculated from the smallest scale that contains data, and the true data includes every local averages calculated from all different scales. Consequently, the search neighborhood will be the largest scale of estimation, while the trend will depend on the available size of scale rather than a pre-defined smooth function over the search neighborhood.

6 Spatial Pattern of Measurements for Microbial Abundance and Activity

Scientists conceive microbial abundance and activities using different metrics and endpoints. How the abundance and activities should be sampled and measured, consequently, varies widely dependent on the different objectives for subsequent research or for decision-making purposes. Moreover, microbial endpoints are rarely extrapolated in space and across scales. Sampling strategies, among all the factors that could alter the explanation of spatial patterns, aim to capture the possible minimum and maximum distance of interaction between locations that the scientists could conclude as the range of spatial structures. Nunan et al. [70], for example, collected 49 random samples within a topsoil volume of a 300 cm by 300 cm cross-section area with a depth of 30 cm. The bacterial abundance was measured by slicing the soil sample and processing the cross-sections using automatic image tools that allowed for differentiation of images within a spatial support of 282 $\mu$m$^2$. It was concluded, based on these results, that a spatial structure of 100 $\mu$m to 50 cm adequately captures the microbial abundance distribution in this system [70].

In some research, sampling is conducted to observe a larger interaction range. Gaston et al. [71] used four randomly selected samples along the sides of a 2 m by 2 m square area at grid nodes 60 by 60 meter square grids. The local variation within the 2 m by 2 m square area can thus be detected, and the interaction range of larger than 60 meter would also be evaluated. This study indicates an interaction range varying from no interaction at all, to all distances in the research area for attributes including

![Figure 6. Schematic components of the M-Scale model: Calculate local averages at different scales, determine covariance between scales, and use covariance between scales at sampled locations to estimate variation at each scale.](http://www.els-journal.com)
fluorescein diacetate activity, pH, organic carbon, and soil composition (clay, sand). Another meter-scale sampling scheme was reported by Writh [72] who measured soil microbial biomass using a physiological, substrate-induced respiration method. The sampling approach in this study involves a local lag distance of 2 m, medium lag distance of 1.7 km and demonstrated a spatial structure within the range of 75 m.

Beliaeff and Cochard [73] presented a sampling scheme for an even coarser spatial resolution. Fecal coliforms were measured in shellfish at a spatial distance of about 250 meters apart at any convenient location in the study site of 6.5 km by 1.5 km. An interaction range of 920 meters up to all distances is reported, varying from season to season. Robertson et al. [74] measured the impact of chloroform fumigation on the soil microbial biomass, using the serial dilution method (most probable number, MPN) to evaluate the microbial population counts. The biogeochemistry attributes measured in their paper also included gravel content, bulk density, sand content, silt content, clay content, gravimetric moisture, different nitrogen content and organic phosphate. The sampling scheme involved 796 random samples within the study area of 48 ha. No variation of population size was found over the site while for microbial biomass, some spatial structure does exist within a distance of around 30 m [74].

Oline and Grant [75] used a nested sampling scheme in order to attain a multi-scale variation for their biogeochemical attributes. Water content, pH, organic matter and soil microbial biomass were measured in different scales ranging from 1 cm to 1 km by randomly selecting a subdivision from a larger scale area, and divided into 10 subdivisions for further selection. A varying interaction range was reported from as small as 10 m to as large as 1 km [75].

No general rules for the range of interaction among attribute values are applicable so far in ecological studies; neither is there for the overall variation over the mapped extent. An exploratory data analysis is thus required before further analysis and decision can be made based on screening-level sampling strategies, in order to avoid any unnecessary sampling over the site of interest. Hydrogeology and biogeochemistry are likely factors that affect the spatial pattern of microbial attributes as transfer functions that propagate the uncertainties associated with point measurements. The examples shown below show the results of two different datasets using both a geostatistical technique (ordinary kriging) and the M-Scale model.

6.1 Microbial Dechlorination Fingerprints in Passaic River Sediments (NJ)

The Passaic River has been contaminated with dioxins from a wide range of point and diffuse sources of industrial and urban (combined sewage overflows) origin. As dioxins are present in the form of multiple compounds and distributions of the individual compounds [76], chemometric data analysis can be applied to unmix patterns into contributing sources. Using polytopic vector analysis (PVA), a stable probabilistic dechlorination fingerprint was isolated that explained up to 7% of the patterns variance across 396 sediment data collected in xyz direction [77]. The weighted contribution of the (microbial) natural attenuation pattern is shown in Fig. 7 on a linearized plot of the Passaic River.

A comparison of Ordinary Kriging (OK) estimate (left) with M-Scale estimation (right) for a selected cross-section of the river (see Fig. 8) indicates that M-Scale appears to preserve local features in the spatial distribution of the dechlorination fingerprint, and that OK smooths out the concentration distributions.

To evaluate the predictive capability of both models, each of the 396 values was removed and re-estimated using both models. The resulting plot of actual vs. estimated values is shown on a Q-Q plot (see Fig. 9) representing graphically how well the model estimates predict the actual values (deviation from the 45° line). These results further confirm that the M-Scale estimation generally reflects the data across the entire magnitude range, while Ordinary Kriging tends to underestimate higher values and overestimate lower values. We propose here to use a reproduction coefficient as an in-
The reproducibility coefficient becomes unity when the paired values are exactly the same or when all the differences average out. The results for OK and M-Scale model are 0.382 and 0.414, respectively, showing the advantage of using the M-Scale model on the overall similarity between estimation pairs of all locations.

An alternative validation approach is the use of bootstrapping methodology, which is based on random sub-sampling of the dataset, followed by re-estimation of the entire dataset removed. In this particular case, 20 datasets each containing 100 datapoints were removed and re-estimated using both methods. Substantially more data scatter is observed, but the prediction (mean ± 1 s.d.) still captures the 45° line in the case of M-Scale.

6.2 Microbial Abundance and Activity Data in the Anacostia River (Washington, DC)

The Anacostia River is contaminated with heavy metals, polycyclic aromatic hydrocarbons and polychlorinated biphenyls. In situ capping strategies are explored to reduce risk from contaminants to the ecosystem. Aside from conventional sand caps, reactive caps including Aquablok® (expanding clay coated granular material) and coke-embedded geotextiles (to increase contaminant sorption) have been implemented (Fig. 10 shows uncapped, sand and Aquablok® caps; covering approximately 1,012 m² each). Co-located samples were collected based on sediment cores, and were analyzed for microbial abundance (using PicoGreen DNA stain) and metabolic competence (using CTC, 5-cyano-2,3-ditolyl tetrazolium chloride).

The Anacostia River microbial data represent a spatially sparse dataset of values ranging over two orders of magnitude for microbial abundance \((10^5\text{–}10^7)\) and for microbial activity (% of total 0.7–65%). Using a similar approach as demonstrated for the Passaic River samples, the results for microbial abundance are presented in Fig. 11.

The outcome shows similar observations as with the much larger dioxin dataset. M-Scale preserves local features in the data, and flows the trendline for cross-validated samples with greater fidelity than OK. It is not clear what the deviations from the trend line can be ascribed to at this time, except for that a similar number of scales and weighting of the scales was used as for the much larger dioxin dataset. We are currently exploring an optimization approach for these two variables. The dataset for microbial activity (see Fig. 12) shows that despite the fact that M-Scale preserves local variation, the cross-validation of the data does not improve over that for OK.

7 Conclusions

The scaling of microbial processes and applications continues to be challenging, both from the perspective of developing appropriate sampling designs for site characterization, and for the appropriate scale of remedial designs. The latter is of particular importance when in situ remediation strategies, such as bioremediation, are envisioned, as these processes attempt to capitalize on the confluence of in situ destructive processes and engineered intervention. Based on the information presented earlier, multi-scale data integration using geostatistical models may afford an opportunity to align information for probabilistic optimization of technology siting.

The example (see Fig. 13) integrates information of extracted reactive patterns from contaminant concentrations...
Figure 11. Multi-scale estimation (right) and spatial interpolation (left) of microbial abundance.

Figure 12. Multi-scale estimation (right) and spatial interpolation (left) of microbial activity data.
which are mapped out using geostatistical (or multi-scale) models. When this information is overlain with microbial attribute (abundance, activity) maps, probabilistic remedial units (RUs) can be determined that capture target information for successful candidates for the implementation or interpretation of bioremediation applications.

Acknowledgements

The authors acknowledge support from the DOD/DOE/ EPA Strategic Environmental Research and Development Program (SERDP) through a grant awarded to P.A.

Received: January 20, 2006 [ELS 127]
Received in revised form: March 10, 2006
Accepted: March 23, 2006

References


