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A key notion that has received much attention in epidemi-
ology over the past few years has been that not all disease
determinants can be conceptualized as individual-level
attributes, hence the need to consider features of the groups
to which individuals belong when studying the causes of ill
health. This has led epidemiologists and public health
researchers to rethink the ideas on ecologic studies and
ecologic variables traditionally espoused in epidemiology
(1-6). This reconceptualization of ecologic or group-level
variables has been manifested, for example, in recent interest
and debate on the possible health effects of group-level
constructs, such as income inequality (7, 8), social capital (9,
10), and neighborhood characteristics (11-14). In this
context, the advent of the statistical technique of multilevel
models has been viewed as especially promising because of
its ability to incorporate both group-level and individual-
level predictors in the study of health (4, 15-17).

The idea that factors beyond individuals, referred to as
group-level, ecologic, macro-level, or population-level
factors (1, 3, 5, 18, 19), are important to health is not new.
Two well-known examples include the concept of herd
immunity in infectious diseases and Rose’s distinction
between the causes of cases and the causes of incidence rates
in chronic diseases. Herd immunity implies that a person’s
likelihood of contracting an infectious disease depends in
part on the level of immunity in the population to which he
or she belongs (20). In his seminal paper, “Sick Individuals
and Sick Populations,” Geoffrey Rose (18) discusses a
related concept: the idea that studies that focus on what
distinguishes sick individuals from healthy individuals
within a population or group may miss important disease
determinants. This is because population-level factors are
invariant within a population and, hence, cannot be investi-
gated in studies restricted to comparisons of individuals
within a population (21). To detect these factors, researchers
need studies that compare different populations (or groups)
and investigate population-level (or group-level) factors.

Discussions of group-level and individual-level factors in
epidemiology are sometimes interpreted as implying that
population-level factors are important in understanding

between-population differences and that individual-level
factors are important in understanding between-individual
differences. A key point, however, is that factors at multiple
levels may be important to understanding the causes of vari-
ability within a level. For example, both individual-level and
group-level factors are important in understanding the
causes of between-population differences in disease rates.
Likewise, both population-level and individual-level factors
are important in understanding the causes of disease in indi-
viduals. For example, herd immunity, a group-level prop-
erty, is important in understanding not only the reasons for
group differences in the incidence of disease but also an indi-
vidual’s probability of contracting the disease. Group-level
or population-level factors, such as the mass production of
foods, may be important in understanding not only between-
country differences in rates of hypertension but also the
causes of hypertension in an individual. Of course, only indi-
vidual-level factors will explain interindividual differences
in outcomes within groups (18, 21).

Although discussion of the importance of group-level or
population-level factors has long been present in epidemi-
ology, the interest in empirically testing for group effects in
epidemiologic studies is relatively new. This interest has
recently motivated many methodological discussions on the
uses and misuses of ecologic variables and the strengths and
limitations of multilevel models (1, 2, 4, 15, 22-24). This
review will summarize selected issues related to the use of
ecologic variables, ecologic studies, and multilevel studies
in epidemiology. It will conclude with a discussion of the
new challenges raised by the emerging multilevel paradigm.
The focus will be on basic conceptual and methodological
issues, rather than on specific empirical applications.

RECONSIDERING GROUP-LEVEL VARIABLES

Several different terms, including macro-level, ecologic,
population-level, and group-level factors, have been used to
refer to factors defined above the level of individuals (1, 3, 5,
18, 19, 25, 26). In the remainder of this paper, the terms
“groups” and “group-level variables” will be used to refer
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generically to higher-level units (units defined above the
lowest level at which the outcome is measured) and the vari-
ables that characterize them. These groups can be families,
friendship groups, neighborhoods, schools, states, countries,
and so on. The term “individuals” will be used generically to
refer to the lower-level units nested within the higher-level
units. Individuals can be persons nested within neighbor-
hoods, families, or countries. The lower-level units can also
be smaller groups nested within larger groups (e.g., neigh-
borhoods nested within states).

A possible use of group-level variables in epidemiology is
as proxies for unavailable individual-level data. Thus, for
example, mean area (neighborhood) income may be used as
a proxy for unavailable individual-level income (27, 28).
The greater the heterogeneity within the group, the greater
the measurement error introduced by using the aggregate for
the group as a proxy for the individual-level construct of
interest. Sometimes, when the exposure of interest has large
within-individual variability (such as diet), the aggregate
measure may be used because it is believed to be a better
measure of “true” individual-level exposure than a single
individual-level measure (29). Recent discussions of the use
of group-level variables have noted that, in many cases, the
aggregate group-level measure may be tapping into a
different construct than its individual-level namesake (1, 2,
17). For example, mean neighborhood income may be of
interest per se, as a neighborhood-level attribute that may be
related to health over and above the income of individuals.
Thus, the limitations of using an aggregate measure as a
proxy for its individual-level namesake relate not only to
measurement error but also to construct validity, that is,
whether it is indeed the same construct that is measured by
both variables (2, 30).

The recognition that group-level variables may be
measures of constructs that are distinct from the characteris-
tics of individuals has prompted recent discussion of group-
level variables in the epidemiologic literature (1-5, 17).
Following work done in the social sciences in the 1960s and
1970s (31, 32), group-level variables have been classified
into two basic types: derived variables and integral variables
(1, 3,5,19, 26). Derived variables (1, 19, 32) are constructed
by mathematically summarizing the characteristics of indi-
viduals in the group. Some derived variables have an indi-
vidual-level namesake (e.g., mean neighborhood income and
individual income), but others (such as standard deviation of
the income distribution or the Gini coefficient) do not. The
rationale for using derived group-level variables in the inves-
tigation of group effects is that they are providing informa-
tion on true group-level constructs (i.e., that they are not
simply summaries of individual-level constructs). Integral
variables (1, 3, 19, 32) describe group characteristics that are
not derived from characteristics of its members. In the case
of derived variables with an individual-level namesake, there
is sometimes ambiguity regarding what the group-level vari-
able is actually measuring: Is it characterizing a true group-
level construct or is it simply an aggregate of individual-
level properties? On the other hand, derived variables with
no individual-level analog (such as distributional measures)
and integral variables are clearly characterizing group-level
attributes per se, because these variables are not defined at
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the individual level. Other typologies of group-level vari-
ables based on the type of domain being measured rather
than on the form of the measurement have also been
proposed (33).

In considering the distinction between group-level and
individual-level variables, one must note that the level of
conceptualization of the construct does not always match the
level at which it is practically measured. For example, it is
possible to obtain a measure of a group-level construct by
asking individuals to report on features of the group to which
they belong. Individuals can be asked about the neighbor-
hood in which they live, and responses across individuals
residing within a given neighborhood can be aggregated up
to the neighborhood level (34). Thus, a measure of a neigh-
borhood-level construct is obtained by combining individual
responses. The distinction between group-level and indi-
vidual-level constructs has often been glossed over in epide-
miology, because it was generally assumed that all the
relevant constructs are by definition individual level.
However, in any research question, a priori specification of
what the relevant constructs are, and at what levels they are
defined, is key.

RETHINKING THE ECOLOGIC FALLACY

Recent discussions of the role of group-level factors in
epidemiology have often been linked to debates on the
merits and limitations of ecologic studies in studying the
causes of ill health (2, 17, 22, 23). The recognition that
factors at the levels of both groups and individuals may be
relevant to health sheds new light on the understanding of
the ecologic fallacy. Detailed discussions of the many
reasons for the ecologic fallacy (for correlation and regres-
sion coefficients) (2, 19, 35-37) can be found elsewhere, and
only selected issues especially relevant from the perspective
of the multilevel determinants of health will be discussed
here.

Common examples of the ecologic fallacy involve situa-
tions where inferences regarding the association between an
individual-level exposure and an individual-level outcome
are drawn on the basis of group-level associations between
the corresponding aggregate (or derived) group-level expo-
sure and disease rates or the mean outcome for members of
the group. Several years ago, Firebaugh (38) pointed out that
an important reason for the ecologic fallacy (in regression
coefficients) is the presence of a contextual effect of the
mean X for the group on the individual-level outcome, after
accounting for individual-level X (or similarly the presence
of an interaction term involving mean group X). As reviewed
in detail elsewhere (36), when there is a contextual effect of
mean group X on the individual-level outcome (Y) (i.e., when
mean group X is associated with Y independently of indi-
vidual-level X), the ecologic regression coefficient will not
equal the within-group individual-level relation between X
and Y or the pooled individual-level relation (ignoring group
membership) between X and Y. A contextual effect of mean
group X will exist when the individual-level variable (e.g.,
individual-level income) and its group-level analog (e.g.,
mean neighborhood income) are tapping into distinct
constructs, and both are related to the individual-level
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outcome or when mean group X is associated with omitted
individual-level variables (which vary from group to group).
A variant of this situation is when two individual-level
factors interact in causing disease, and the joint distribution
of both factors is associated with mean group X (4, 37).

Hammond (39) adds another reason for differences
between ecologic and individual-level regression coeffi-
cients: grouping by the dependent variable. For example, if
persons are grouped into neighborhoods on the basis of their
income (due to social processes driving economic residential
segregation) and we are interested in estimating the relation
between race and income at the individual level, the ecologic
regression coefficient between percent Black and mean
neighborhood income would differ from the individual-level
coefficient relating race to individual-level income because
of the grouping process involved. Essentially, the grouping
process generates a “group effect” analogous to the contex-
tual effects of the mean group X described above.

The three sources of the ecologic fallacy described above
all pertain to situations where there is some form of group
effect. This includes situations where there is a failure to
distinguish constructs at different levels (e.g., mean group X
is assumed to measure the same thing and individual-level
X), where something about the groups is associated with
individual-level predictors of the outcomes (mean group X is
associated with other individual-level factors related to Y), or
where some social process results in the grouping of persons
by the dependent variable. In common epidemiologic expla-
nations of the ecologic fallacy, these group effects are a
nuisance that makes it difficult for epidemiologists to draw
inferences regarding individual-level associations based on
group-level data. The recent interest in multilevel determi-
nants has resulted in growing discussion among epidemiolo-
gists on the best study designs and analytical approaches to
actually study these group health effects.

CONTRASTING STUDY DESIGNS

Recognizing the relevance of constructs defined at
multiple levels to the health of individuals is useful in
rethinking the advantages and disadvantages of studies with
different units of analysis. Ecologic studies examine group-
level variables as predictors of variability in group-level
outcomes, such as disease rates. However, they are unable to
investigate the contribution of individual factors to between-
group differences. In the case of predictors that are derived
variables, the ecologic analysis cannot distinguish the indi-
vidual-level effect of the variable from its contextual effect.
For example, a study relating mean neighborhood income to
blood pressure levels could not differentiate whether differ-
ences across neighborhoods are due to the effects of indi-
vidual-level income or to the contextual effects of mean
neighborhood income. From a public health perspective,
however, the ecologic association may itself be of interest.
For example, a study may want to investigate the relation
between the introduction of a mass media campaign to
prevent teenage smoking and the prevalence of teenage
smoking in the area. For public health purposes, it may be
irrelevant whether the campaign operates through its indi-
vidual-level effect (i.e., only individuals who see the adver-

tisements on television quit smoking) or through a
contextual effect (the mass media campaign creates a climate
conducive to quitting smoking which affects everyone
regardless of whether they are individually exposed to the
advertisements or not). In the absence of individual-level
confounders, the ecologic association would be useful in
drawing a causal inference regarding the effects of the mass
media campaign.

Individual-level studies typically examine individual-level
variables as predictors of variability in individual-level
outcomes. Traditional individual-level studies are unable to
investigate the role of group-level factors in explaining vari-
ability in the outcome across individuals. For example, a
study of risk factors for depression could not examine the
interactions between ethnicity and neighborhood ethnic
composition if group-level data are not available. Individual-
level studies that include individuals from different relevant
groups and collect information on group-level properties can
include group-level variables as predictors of individual-
level outcomes in individual-level equations. These models
have been known as contextual models in the social sciences
(25, 40, 41). Special methods may be necessary to account
for within-group correlations in individual-level outcomes
that persist after individual-level and group-level factors are
taken into account. Ignoring this correlation may lead to
incorrect estimates of standard errors (42). Efficiency of esti-
mation may also be reduced (42). One common approach to
account for within-group correlations is to use marginal
models (43), also referred to as “population-average models”
(42) or “covariance pattern models” (44). Marginal or popu-
lation-average models model the population-average
response as a function of covariates without explicitly
accounting for heterogeneity across groups (43). In contrast
to the multilevel models described below, marginal models
do not allow examination of group-to-group variability per
se or of the factors associated with it. Neither do they allow
decomposition of total variability in the individual-level
outcome into within- and between-group components.

Multilevel studies are studies in which both groups and
individuals are the units of analysis. These types of studies
allow the simultaneous investigation of between-group and
within-group variability in individual-level outcomes.
Recent developments in the statistical technique of multi-
level modeling (45-47) have stimulated interest in multi-
level studies. Multilevel modeling is an analytical approach
that is appropriate for data with nested sources of variability,
that is, involving units at a lower level or “micro units” (e.g.,
individuals) nested within units at a higher level or “macro
units” (e.g., groups such as schools or neighborhoods) (16,
45-50). Although the use of these models in multilevel
studies is relatively new, these models (or variants of them)
have many different applications and have previously
appeared in different literatures under a variety of names,
including random effects models or random coefficient
models (42, 51, 52), covariance components models or vari-
ance components models (53, 54), and mixed models (44).

In multilevel studies, multilevel models allow the simulta-
neous examination of the effects of group-level and indi-
vidual-level variables on individual-level outcomes while
accounting for the nonindependence of observations within
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groups. They also allow the examination of both between-
group and within-group variability, as well as how group-
level and individual-level variables are related to between-
group, within-group, and total interindividual variability in
the outcome. Thus, multilevel models can be used to draw
inferences regarding the causes of interindividual variation
(or the relation of group-level and individual-level variables
to individual-level outcomes), but inferences can also be
made regarding intergroup variation, whether it exists in the
data, and to what extent it is accounted for by group-level
and individual-level characteristics. Groups are not treated
as unrelated but are conceived as coming from a larger popu-
lation of groups about which inferences may be made. Multi-
level models thus allow researchers to deal with the
microlevel of individuals and the macrolevel of groups or
contexts simultaneously (16). Multilevel models can also be
used in situations involving multiple nested contexts (45, 46)
(e.g., multiple measures over time on individuals nested
within neighborhoods), as well as overlapping or cross-clas-
sified contexts (e.g., children nested within neighborhoods
and schools) (55). Reviews of multilevel modeling, with
specific focus on public health applications, have been
published over the past few years (15, 16, 24).

In contrast to the marginal models described above, in
multilevel models heterogeneity across groups is explicitly
modeled (45). Multilevel models investigate and explain the
source of group-to-group variation (and of the within-group
correlation) by modeling group-specific regression coeffi-
cients as a function of group-level variables plus random
variation. These differences between multilevel and
marginal models have consequences for the interpretation of
regression coefficients: In the multilevel model, the regres-
sion coefficient estimates how the response changes as a
function of covariates conditional on group-specific random
effects or random coefficients; in the marginal model, the
coefficient expresses how the response changes as a function
of covariates “averaged” over group-to-group heterogeneity
(or group random effects) (42, 43).

Although the possibility of multilevel studies has been
greeted with great enthusiasm, causal inference in a multi-
level context raises numerous challenges. Selected issues
related to the incorporation of group-level and individual-
level factors in epidemiology are summarized below.

DESIGN AND SAMPLE SIZE

To date, the majority of multilevel studies have been
cross-sectional (12, 34, 56, 57). The longitudinal studies that
exist have generally investigated features of groups
measured at a single point in time in relation to changes in
health over time or incidence of disease or death (58-61).
Studies that follow both groups and persons over time to
examine if changes in group-level factor cause changes in
individual-level outcomes are extremely rare. Careful
consideration of the time lags to be expected between expo-
sure to a certain group-level factor and its health conse-
quences is crucial in these studies (57). Better attention to the
time dimension in multilevel studies is likely to improve the
ability to draw causal inferences regarding group-level
effects.
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Sample size and power calculations in multilevel studies
are complex and remain an area of active research (47, 62,
63). In general, the power for estimating the individual-level
regression coefficients depends on the total sample size (63).
The power for higher-level (group-level) effects and cross-
level interactions (interactions between group-level and indi-
vidual-level variables) depends more strongly on the number
of groups than on the total sample size (63). However, the
power to estimate the ratio of between-group to total vari-
ability (the intraclass correlation coefficient) is affected by
the number of groups and the number of persons per group in
a different manner than the power to detect associations of
group-level variables with individual-level outcomes (the
fixed effects of group properties) (47). Snijders and Bosker
(47) show that, for a fixed total sample size, the standard
error of the association between a group-level variable and
an individual-level outcome (e.g., the association between
neighborhood availability of recreational spaces and the
physical activity of individuals) may be minimized by
sampling many groups with relatively few observations per
group. On the other hand, for relatively low intraclass corre-
lations (common in epidemiologic and social science
research), small group sizes may result in large standard
errors for the intraclass correlation coefficient estimated
(47). Thus, a given study may have insufficient power to
detect between-group variance and yet have sufficient power
to detect the fixed effect of a specific group-level attribute.
Power and sample size calculations need to specify the key
multilevel parameters of interest, and tradeoffs may be
involved.

GROUPS AND GROUP-LEVEL VARIABLES

The “groups” relevant to a specific health outcome may be
difficult to define (e.g., neighborhoods) or have fuzzy and
changing boundaries (e.g., friendship groups). Data are often
unavailable for the theoretically relevant group of interest so
a crude proxy is used (e.g., census tracts for neighborhoods)
(34, 56). This results in substantial misspecification of the
group and the group-level construct of interest. Whereas
epidemiology has become very sophisticated at measuring
individual-level attributes, the measurement of group-level
attributes remains in its infancy. In some cases, the measure-
ment of group-level constructs may be very simple (e.g., the
presence of a certain law), but in others (e.g., social capital,
the structure of social networks, or features of neighbor-
hoods related to physical activity or stress), it is not. Recent
methodological developments in the measurement of group-
level constructs (some of which have been termed “ecomet-
rics” (64)) are a welcome sign. For example, Raudenbush
and Sampson (64) have proposed statistical methods to
assess the reliability and validity of measures of group-level
constructs created by combining information obtained from
several observers or survey respondents per group. This
approach allows assessment of the agreement among respon-
dents within a group, the reliability of the group-level
measure for discriminating between groups, and the
construct validity of the group-level measure (by relating the
measure obtained to other sources of data) (65). Other
measures of group-level constructs may involve approaches
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that do not necessarily involve aggregation of individual
measures (e.g., the structure of connections between individ-
vals within a group or the use of geographic information
systems to develop measures of neighborhood availability
and accessibility of resources). As the study of group-level
factors becomes more common, other approaches to
measuring attributes of groups are likely to emerge.

SELECTING THE RELEVANT GROUPS OR “LEVELS”

A crucial point in investigating multilevel determinants of
health is selecting the relevant levels for analysis. The meth-
odological issues discussed above with respect to the study
of individuals nested within groups (e.g., persons nested
within neighborhoods) apply across a continuum of nested
levels (e.g., neighborhoods nested within regions and
regions nested within countries). Thus, it is possible to envi-
sion populations (e.g., of individuals, of neighborhoods, of
states) at each level. Multilevel studies can be used to draw
inferences about variability at different levels and also to
investigate how factors at multiple levels affect outcomes.

A multiplicity of different nested (or nonnested) groups or
levels may be relevant for a particular research question.
Specifying the relevant levels is part of the development of
the theory that should precede the data collection and statis-
tical analysis. An important methodological complexity is
that the variance apportioned to a given level in multilevel
models may be over- or underestimated if a relevant level is
ignored in the analysis (24). In addition, misspecification of
the relevant level may result in incorrectly concluding that
groups (or higher-level) effects are absent. For example, if
the research question pertains to the impact of availability of
healthy foods on diet, and neighborhoods are specified as the
higher-level unit for which food availability is measured, the
absence of an effect of neighborhood food availability could
be entirely consistent with a large effect of country-level
food availability. In this case, the absence of the neighbor-
hood effect could result from low variability in healthy food
availability across neighborhoods within the country. If this
is the case, neighborhood food availability would not be
detected as an important predictor of individual-level diet.
The failure to include the country level in the analyses would
lead the researcher to miss the country-level food availability
effect (this situation is directly analogous to the inability of
studies restricted to individuals from a single group to detect
group effects (21)).

DISTAL AND PROXIMAL FACTORS

Because group-level factors must ultimately affect indi-
viduals in order to influence health, their effects must neces-
sarily be mediated through more proximate individual-level
processes. At the same time, some individual-level factors
may be confounders of group-level effects either because
individuals are selected into groups based on their indi-
vidual-level attributes (e.g., persons with low income are
selected into disadvantaged neighborhoods) or because indi-
vidual-level factors and group-level factors are associated
for other reasons (e.g., persons living in countries character-
ized by mass production of processed foods may also be less

physically active). Indeed, much of the effort in the estima-
tion of group-level effects in multilevel studies goes into
controlling appropriately for individual-level confounders of
group effects (12, 16). Residual confounding by mismea-
sured or unmeasured individual-level variables has long
been a critique of studies of group effects (11, 34, 66). On the
other hand, many of these individual-level factors may be
mediators of group effects, raising questions regarding
whether or not group-level effects should be adjusted for
these factors (57). Even more complex situations may arise
when a factor is both a mediator and a confounder of the
higher-level effect. For example, neighborhood availability
of healthy foods may affect the cardiovascular health of indi-
viduals through its influence on the diet of individuals (diet
is a mediator of neighborhood effects on cardiovascular
disease). On the other hand, living in a neighborhood with
poor availability of healthy foods and individual diet may be
associated simply because they have a common antecedent
(individual-level income). Thus, individual-level diet may
be both a mediator and a confounder of neighborhood effects
on cardiovascular risk.

It has been noted that the use of multiple regression
approaches to partition indirect and direct effects (e.g., the
portion of a group effect that is mediated through a given
variable and the portion that is not) may lead to incorrect
conclusions regarding the presence and strength of direct
effects (67, 68). The extent to which the approach of esti-
mating a direct effect by comparing a group-level effect
before and after adjusting for a mediator results in substan-
tial bias in real life situations (as opposed to hypothetical
examples) and remains to be fully determined (69). It is
likely to vary from research problem to research problem,
depending on the extent to which adjustment for the medi-
ator actually introduces substantial confounding by other
unmeasured variables related to the mediator and the
outcome. When individual-level variables may be both
confounders and mediators of the effect of interest, special
estimation procedures may be necessary to correctly esti-
mate the effect (70, 71). The extension of these emerging
methods to a multilevel data structure is likely to be quite
complex. Estimating “direct” effects in a multilevel context
may be rendered even more complicated by the fact that a
given variable may mediate both group-level and individual-
level effects; that is, a “mediating” variable may be the
common effect of variables at both the individual level and
the group level.

Issues related to the limitations of investigating complex
causal chains using multiple regression methods do not
apply only to studies involving group-level or even social
factors. In fact, distal and proximal factors (as well as
complex interactions between factors) will be present even
when the focus is on a limited and more proximate section of
the full causal process (e.g., the link at the individual level
between physical activity and the development of athero-
sclerosis). It has been argued that different analytical
approaches, such as systems-based approaches, may be
necessary to understand complex causal processes like these.
Interestingly, the call for systems-based approaches has been
made by those interested in the more distal social determi-
nants of health (72, 73) and by those interested in under-
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standing the more proximal biologic processes leading to
disease (74, 75). Although intellectually appealing, the
empirical application of systems approaches to specific
empirical questions in public health remains a challenge.

OBSERVATIONAL STUDIES AND CAUSAL INFERENCE

Observational multilevel studies face the same problems
as other observational studies in estimating causal effects
from observational data. The ability to draw causal infer-
ences is based on the extent to which the methods used
approximate the counterfactual comparison of interest. One
important limitation of past work in this regard especially
prevalent in research on neighborhood health effects has
been the reliance on group-level derived variables (e.g.,
neighborhood mean income) as proxies for the relevant inte-
gral group-level variable of interest (12, 33, 34). This has
limited the extent to which the data available allow
researchers to approximate the counterfactual contrast of
interest, even within the limitations of observational studies.
Better specification of the group-level factors of interest
(e.g., moving from crude proxies to specific neighborhood-
level attributes) and the testing of specific hypotheses will
improve the ability to draw causal inferences.

The extent to which group-level effects can be validly esti-
mated through the use of multiple regression methods
(including multilevel models) to control for individual-level
confounders has been questioned (11). The adjusted compar-
ison requires assumptions regarding the effects of the indi-
vidual-level variable on the outcome across groups, and it may
involve extrapolations beyond the support in the data if there
is little overlap in the distribution of the individual-level vari-
able across groups (e.g., individual-level income across levels
of neighborhood disadvantage). The extent to which this is a
problem is an empirical question and may vary from research
problem to research problem. This is no different from similar
situations involved in adjusted comparisons in individual-
level studies. The use of propensity score (76) matching has
recently been proposed as an alternative to traditional regres-
sion approaches in estimating neighborhood effects (one type
of group-level effect) (77). One of the advantages of this
approach is that it restricts comparisons to individuals
matched on propensity scores and hence comparable on indi-
vidual-level variables. This eliminates problems associated
with extrapolating beyond the support in the data. However, it
implies restricting analyses to a subset of the sample that may
be different from the full sample, and it does not resolve the
problem of mismeasured or omitted individual-level
confounders. In addition, matching on variables that are the
consequence of the group-level variable creates problems
analogous to those of adjusting for a mediator in regression
approaches (77). In a promising application of propensity
score matching coupled with sensitivity analyses of results to
unmeasured confounders, Harding (77) has recently demon-
strated that neighborhood effects on teenage pregnancy and
dropping out are unlikely to result from confounding by indi-
vidual-level variables.

Another complexity of observational studies of group
effects is that certain group-level properties may be at least
partly endogenous to the characteristics of the individuals that
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make up the group (11, 24). This makes the identification of
these group-level effects from observational data problematic.
The extent to which group-level properties are endogenous to
individual-level properties is likely to vary for different group-
level constructs and different research questions (13, 14).
Endogeneity may appear more of a problem in the case of
derived group-level variables (e.g., mean neighborhood
income) that are constructed by aggregating the characteristics
of individuals within a group. However, as noted above, these
variables are often used as proxies for a more clearly exoge-
nous integral group-level property. Endogeneity is also a
possibility for some integral group-level variables (e.g.,
dietary habits of residents may influence neighborhood avail-
ability of healthy foods). However, it is unlikely that all group-
level attributes are fully endogenous to the individual charac-
teristics of persons of which the group is composed. Strategies
to at least partly deal with the problem of endogeneity in the
multilevel context have been proposed (13).

The pathways linking group-level constructs to individual
health are likely to be complex and involve reciprocal causa-
tion (or jointly dependent or endogenous variables) and feed-
back loops. The standard analytical methods used in
observational epidemiologic studies may not allow full
elucidation of these pathways; other complementary
approaches (both quantitative and qualitative) will be neces-
sary. Ultimate certainty regarding group-level effects can
only be achieved in a randomized experimental study.
However, experimental approaches are obviously not always
feasible for the types of group-level variables that might be
of interest, and extrapolating from experimental studies may
be no less problematic than extrapolating from observational
studies (78). Thus, it is likely that researchers will have to
continue to rely on hopefully improved observational studies
as a source of information regarding group-level effects.

CONCLUSION

Recent recognition of the need to empirically examine the
role of group-level factors in epidemiology is a welcome
sign. A valuable outcome of the advent of multilevel models
is that it has become increasingly common for epidemiolo-
gists to theorize regarding the possible health effects of
group-level factors. Empirical testing for these effects,
however, remains a challenge. Nevertheless, the recognition
that a hierarchy of levels may be relevant to any health
problem is a fundamental shift in the dominant biomedical
and individual paradigm. Systems at multiple levels of orga-
nization are present across the continuum from societies to
molecules. Thus, developing ways to better investigate these
multilevel systems and to understand how interactions
within and between levels affect health is a challenge for all
health researchers.
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